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Make Alterations to include graphics 
The report is now in a tabular form, but 
there are no visual indicators to tell us to 
buy and sell.  We can create them using the 
tools in the reporting services libraries. 
 
We start by inserting a new column on the 
right end of the table. 
 

• Right-click on any cell in the right-
most column 

• Insert column > Right 

 

Now we can put graphs in the new column. 
 

• Right click the cell where you want 
to insert a chart 

• Insert > Sparkline 
o Alternatively, you can insert 

a rectangle first and then 
insert a sparkline.  This 
allows for greater size and 
position control on the graph 

• For the cell to the right of the 
[TradeDate] values, a horizontal 
data bar is much more useful 

 

Now we need to define parameters for the 
graphs so that they read and interpret the 
data. 
 

• Double-click any of your sparklines. 
A chart data box will appear 

• Select	  the	   	  button	  in	  the	  box	  to	  add	  
values.	  	  I	  have	  added	  “ST_Close”	  and	  
“35_Day_Moving_Average” 

• Order	  matters	  in	  this	  dialog	  box.	  	  The	  
first	  entry	  will	  correspond	  with	  the	  blue	  
line,	  and	  the	  second	  with	  yellow.	  	  The	  
more	  value	  entries,	  the	  more	  lines	  in	  
your	  graph. 
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Insert Indicators 
We have now created line and bar charts to 
be able to interpret the data in our database.  
Now we can add an extra bell by adding 
two indicators, one that will tell us if the 
stock is a good long-term investment, and 
the other that can tell us if the stock is a 
good investment day-to-day 
 

• Insert a column to the left of the 
ticker symbol column 

• Insert an indicator in the cell directly 
below the [monthOfYear] cell. 

 
The location of the indicator is less 
important than that you know what it means 
when you see it.  When you choose a 
location for the indicator, bear that in mind. 

	  
	  

	  
 
 
 
In the new Dialog Window, select the 
indicator type of your liking.  The one I 
chose can be seen to the right. 

	  
Now that the indicator has been inserted, we 
need to tell it what to indicate.  The process 
is very similar to the graphs 
 

• Double-Click the new indicator 
• In the Gauge Data box that appears, 

select the properties box.  A new 
dialog box opens 

• Select “Value and States” and enter 
the formula to the left to compute 
the average from the difference 
column over a year. 

o If the average is positive, it’s 
a good buy 

o Otherwise, it’s bad 
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For the other indicator to the left of the 
individual trade dates, the formula should 
depend on the sign of the difference.  If the 
difference between the price and the 
moving average is negative, sell.  Otherwise 
buy.  The formula can be set by clicking the 

 button.  Use the options to generate 
the formula, or you can enter the formula 
shown here. 
 

	  

After you’re finished entering the indicators and graphs, your report should look something like this in the design 
window. 
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Present your report 
The report can now be previewed, and we’re done! The indicator next to the ticker name is a good indicator of 
whether or not the stock is good in general.  Its day-to-day performance against the moving average is indicated by 
the indicators next to individual dates.  The report is dynamic; selecting the +/- icons at each level will allow the 
user to see the averages and values at a higher granularity. 
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V. REVIEW 

 

The goal of this example is to introduce students to the decision-making power that can 

be derived from raw data analysis in a real-world scenario.  The presence of principles from 

another discipline not MIS but understandable to MIS students is crucial to the effectiveness of 

this tutorial.  The tutorial is also meant to introduce students to BI application use.  The more the 

students use the software to obtain BI, the more comfortable they will become with it.  Teachers 

are encouraged to take liberties and become creative with how they use this tutorial, but I 

recommend two weeks of class time minimum be dedicated to the subject.  

The limitation of this example is the static nature of the data.  In a real-time BI scenario, 

data would be continuously feeding through the database, giving new indicators for stocks as 

time progresses.  This example only tells us which stocks have historically been the best buys or 

sales.  The report is limited in how much it can tell potential users what transactions to make 

today.  In order to do that, we would need real-time, continuously updated data. 

 

VI. CONCLUSION 

BI is the use of technology to provide decision-makers with the information they need to 

make informed decisions.  BI success is determined by the effectiveness of data analytics in 

assisting those leaders with their job, whether it’s taking advantage of patterns in industry sales, 

financing markets, customer feedback, manufacturing, or any other quantifiable activity.   

This thesis has reviewed the value of BI in both business and an educational environment 

and has outlined a method by which students can be taught to use some of the BI tools offered in 

the Microsoft SQL Server Development Environment, namely Reporting Services, to analyze 



23 
 

stock market data gathered from public sources.  The reports generated are meant to assist the 

students determine which stocks would be a good buy over time and can help them see at what 

points the stocks turned toward positive or negative profitability.  

This thesis has explored the value that business intelligence has to both industry and 

education, and it has emphasized that the world of higher education is currently not fulfilling the 

demand of the business world for those who can derive meaning from massive amounts of data.  

Through use of BI tools such as the Reporting Services available in the Microsoft Business 

Intelligence Development Studio, we have been able to make a meaningful analysis of stock data 

and assist those who are interested determine which stocks have been historically profitable both 

on general and on day-to-day scales. 
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APPENDIX A - Relational Database Theory 

A robust discussion of the virtues of business intelligence will rely heavily on the 

understanding of basic relational database architecture principles. The relational model for 

electronic databases was conceived in 1970 by E.F. Codd, who was working for IBM at the time.  

By his own admission, the relational model is difficult to understand, and misunderstandings 

abound in database architecture and design (Codd, The Relational Model for Database 

Management, 1990, p. 3). Business intelligence relies heavily on relational database theory; a 

short review of basic principles in that theory is warranted. 

Codd developed a model on the premise that the tree and file system of data organization 

in use at the time was ineffective and inefficient.  Codd asserted it was “not practical to develop 

application programs which test for all tree structurings permitted by the system” (Codd, A 

relational model for large shared data banks, 1970).  Codd’s model is based on the mathematical 

entity of relations to replace it, drawing attention to its structuring flexibility and ease of access 

to data while minimizing redundancy of records.   

A relation is a “finite set of attribute names” in which the value of each attribute for each 

tuple in the relation has a finite value within that attributes domain, which is also definable.  The 

attribute domains are “arbitrary, non-empty sets, finite or countably infinite” (Maier, 1983, p. 2).  

More simply, a relation is a table, the rows representing instances of an object entity of some 

type, and the columns defining qualities or attributes of each instance.  It is assumed that those 

who are familiar with relational database design have a general understanding of the definition of 

a relation and that further discussion is not warranted. 

Codd also proposed forms of normalization for data storage.  A normal form in database 

architecture is “a restriction on the database scheme that presumably precludes certain 
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undesirable properties from the database” (Maier, 1983, p. 96).  Normalization is simply the 

enforcement of that restriction.  When a database adheres to a normal form, rules to the 

structuring of data within relations and how the relations themselves are organized are followed.  

Codd proposed a normalization method for data in 1970 in order to eliminate data that belonged 

to what he called “non-simple domains” (Codd, A relational model for large shared data banks, 

1970). Since their inception, there have been several different normal forms proposed, with five 

being almost universally accepted as standard.  These are aptly named ordinally, the first though 

the fifth normal forms.   

When we speak of business intelligence architecture, we rely on relational database 

architecture.  Business Intelligence systems use relational databases normalized to the third 

normal form, though the application of the database is unconventional.  The third normal form 

requires that functional dependencies upon non-key attributes be removed to their own relational 

tables.  It is required that the relational tables employed in a third normal form database adhere to 

first and second normal forms as well. 

The first normal form is more matters of definition than they are actual restrictions, but 

their implementation is important because they are requisite for the third normal form. Per 

Maier’s definition, a relation is in first normal form if the values of any attribute domain are not 

composite, non-atomic values.  That is, the values in attribute domains cannot be interpreted to 

hold more than one set of information (Maier, 1983, p. 96).  This definition may be difficult to 

apply and interpreted loosely. 

Consider the attribute domain for a birth date.  Birth dates belong to a domain that can be 

interpreted to be singular, non-divisible, and atomic: days on the calendar.  However, birth dates 

can be subdivided into birth years, birth months, and birth days.  From this perspective, birth 
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dates can be considered non-atomic.  “As a general guideline, a value is non-atomic if the 

application deals with only a part of the value” (Maier, 1983, p. 96). 

Second normal form demands first normal form, but it is here that the concept of keys are 

introduced.  Keys are unique identifiers of a given tuple that pertain solely to that tuple and that 

cannot pertain to another. They are pieces of data through which direct access to that tuple’s 

objective data can be achieved.  In second normal form, “every nonprime attribute is fully 

dependent on every key” of the relation scheme.  Whether those keys are candidate keys or 

primary keys is immaterial. There are no partial dependencies in second normal form (Maier, 

1983, p. 99). 

 

Third normal form requires elimination of transitive dependencies on the primary key in 

the relation.  A transitive dependency on the primary exists when a non-key attribute is fully 

dependent on another attribute within the relation that is not the primary key.  Maier employs an 

example of airline flights, as described in Figure (I).  The pilot’s name is transitively dependent 

on FLIGHT and DAY in diagram (a) because it is wholly dependent on the PILOT-ID.  To 

resolve the transitive dependency, PILOT-ID and NAME are moved to their own relation in 

(a) 
FLIGHT    DAY     PILOT-ID   NAME 

          112      6 June    31174          Bosley 
          112             7 June    30046          Brooks 
          203             9 June    31174          Bosley 
 

(b) 
FLIGHT  DAY  PILOT-ID    PILOT-ID NAME 

   112          6 June   31174     31174        Bosley 
   112          7 June   30046          30046        Brooks 
   203          9 June   31174 
 

Figure (I) – An example of normalization to third normal form (Maier, 1983, 
pp. 98-99) 
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diagram (b), and the names of pilots can still be accessed with joins. (Joins and this normal form 

are critical in business intelligence modeling.) 

Originally, Codd said the advantages to normalizing relations are threefold: 1) pointers 

become obsolete in databases, 2) hash addressing schemes in order to access data become 

obsolete, and 3) indices and ordering lists would become obsolete (Codd, A relational model for 

large shared data banks, 1970).  But these points illustrate the advantages of a small portion of 

relational database management.  Codd lists power, adaptability, safety, productivity, 

controllability, flexibility, and many other qualities as the strengths of the relational model 

(Codd, The Relational Model for Database Management, 1990, pp. 431-440).  The model has 

seen more than 30 years of widespread use and has yet to be supplanted as the dominant theory 

upon which modern databases are constructed. 
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