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Abstract

Biomaterial implant manufacturers have used rough surfaces to ensure better biocompatibility, less rejection and better adaptation of implants in the body. Proper characterization of biological interactions and biocompatibility of biomaterials requires a thorough understanding of surface complexity. Surface roughness has often been shown to be important in influencing biological reactions with the surface. Previous communications from our laboratory have described a dynamic active vision system (MVS camera) capable of measuring three-dimensional coordinates of titanium implant material surfaces. Fractal analysis, due to its straightforward relationship to texture, is used to characterize the degree of irregularity of a surface and is expressed over a range of scales with the variation method. This paper compares the fractal approach with the results of image analysis, tactile profilometry, and confocal microscopy. The data obtained in these studies show that surface fractal dimension, in particular, can be a valuable parameter to describe the complexity of surface of titanium implant materials.
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Introduction

The goal of osseointegration of orthopedic implants is the rapid and reliable achievement of mechanically stable, long-lasting fixation between living bone and textured implant surface (Taylor and Gibbons, 1983; Meyle et al., 1993). Textured surfaces can be produced by the application of plasma-spray coatings (Wang et al., 1993) or through sandblasting of the surface (Gotfredsen et al., 1995; Ong et al., 1996). Titanium has long been a material of choice for many orthopedic and dental implant protheses because it is lightweight and durable. It can easily be prepared in many different shapes and textures without affecting its biocompatibility. The spontaneous production of an inert oxide layer on its surface upon exposure to air is believed to be responsible for the high corrosion resistance exhibited by titanium (Quinquis et al., 1993).

Surface composition (Wong et al., 1995), surface energy (den Braber et al., 1995), surface roughness and topography (Chehroudi et al., 1992; Martin et al., 1995; Piattelli et al., 1996; Norton, 1998) all play a role in determining the surface characteristics of implants and success or failure at the bone-biomaterial interface (Brunette, 1988; Brunette et al., 1991; Schwartz and Boyan, 1994; Gray et al., 1996; Esposito et al., 1998). Many in vivo studies have demonstrated better anchorage of bone implants if they have rough surfaces (Carlsson et al., 1988; Gotfredsen et al., 1995; Wennerberg et al., 1996b; 1998). Several authors measured the torque removal force of orthopedic screws with different surface treatments and found a general trend of increasing removal torque with increasing surface roughness (Chong-Hyun and Dong-Hoo, 1994; Wennerberg et al., 1995; 1996a, b; Han et al., 1998). Thomas and Cook (1985) reported that implants with a rough surface had greater interface strength and higher surface coverage by bone than smooth polished implants which tended to be encased by fibrous tissue. Wennerberg et al. (1996b) investigated the histologic response to rough and smooth implants in cancellous bone. Implants blasted with 75 μm Al₂O₃ particles showed statistically significant differences with respect to percentage bone-to-metal contact.
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Table 1. Surface fractal dimension data on titanium biomaterial surfaces obtained by laser-active 3D vision described in Pimienta et al. (1994). Measurements were performed in triplicate and are significantly different (p ≤ 0.05).

<table>
<thead>
<tr>
<th>Coarse titanium (A)</th>
<th>Fine titanium (B)</th>
<th>Uncoated surface (C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface fractal dimension</td>
<td>2.31 ± 0.0</td>
<td>2.20 ± 0.0</td>
</tr>
</tbody>
</table>

compared to machined implants after 12 weeks in rabbit bone.

Quantitative description of the roughness of materials and the search for new tools to characterize surfaces are becoming more important not only to assess the effect of roughness on biological interactions (Taborelli et al., 1997; Bourael et al., 1998) but also to simplify the reproduction of specimens (Ratner et al., 1987) and to reduce batch to batch variations. Roughness can be visualized by scanning electron microscopy or light microscopy at different levels of resolution. However, quantifying the degree of roughness can be time-consuming and complex (Lausmaa and Kasemo, 1990).

Although surface topology can greatly influence osseointegration of an implant material, it is difficult to assess which of the various parameters for quantifying surface topology are the most appropriate. Surface roughness is often characterized by measuring the altitude of different points of the surface with respect to a reference plane by means of tactile or optical techniques (Cielo, 1988). Instruments with different resolutions and scan lengths yield different values of these statistical roughness parameters for the same surface. The underlying problem with conventional methods is that although rough surfaces contain roughness on a large number of length scales, characterization parameters depend entirely on instrument resolution or sample length. A logical solution to this problem is to use scale invariant parameters to characterize rough surfaces.

The notion of fractal dimension is very close to our intuitive definition of roughness (Pentland, 1984, 1985). Mandelbrot’s (1982) original definition of a pure fractal object includes another aspect, namely, infinite scaling or self-similarity. This means that no matter at what magnification we observe such a fractal object, its texture and hence its fractal dimension remain the same. Fractal dimension is directly related to the regular notion of dimension and is not an integer but rather a fractional number (between 1 and 2 for a curve, and between 2 and 3 for a surface) correlating with the space-filling property of a curve or surface (Chesters et al., 1989; Gagnepain and Roques-Carmes, 1986).

The objective of this study was to characterize the surface roughness of titanium implant materials by comparing the roughness parameters of samples by tactile profilometry, confocal microscopy and image analysis of boundary lines (used to confirm the thickness of coating) with those previously derived from three-dimensional (3D) surface analysis and using the fractal approach.

Materials and Methods

All measurements were conducted on two plasma-coated titanium plates and an uncoated control plate (APS Materials Inc., Dayton, Ohio). The titanium plates were coated by the manufacturer with titanium particles deposited on commercially pure titanium surfaces by thermal spray process. Basically, thermal spray coatings are applied by injecting materials into an electric arc flame where they are heated to a molten or semi-molten state and propelled onto the substrate at high velocities. The coating is deposited particle by particle until the desired thickness is achieved. The capability of plasma to alter surface physical and chemical properties without affecting the bulk properties of materials is advantageous in the design, development and manufacture of biocompatible biomaterials (Nicholson, 1983; Ratner et al., 1987). The samples were used as received from the manufacturer. The surface topology of each sample was examined by scanning electron microscopy (SEM, JEOL JSM-820, JEOL USA, Peabody, MA).

Laser-active 3D vision system

The laser-active 3D vision system allows the measurement of 3D coordinates on sample surfaces. We have described the experimental details of this method in an earlier report (Pimienta et al., 1994). Briefly, two titanium plasma-coated surfaces (A and B) and an uncoated surface (C) were analyzed. Scanning electron micrographs showed that surface A had a coarser texture than surface B. Surface C constituted a reference point. Three areas (4.8 mm x 24 mm) of each surface were scanned. At each position on the sample, a value for the height of surface z (x,y) was obtained from a dedicated vision processor board attached to a MVS-5 camera (Modular Vision Systems, Montreal, Quebec, Canada).

Data were acquired by optical profilometry and processed to obtain 3D reconstruction depth profiles of the study surface (Table 1 and Figure 1). Surface fractal dimension was determined over a range of scales with the variation method (Dubuc et al., 1989). The surface roughness of each imaged area was evaluated quantitatively using the instruments computer software.
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Figure 1. Scanning electron microphotographs (at left) of (a) coarse, (b) fine, and (c) uncoated titanium samples compared with their respective 3D reconstruction depth maps (at right). Bar = 100 μm.
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Figure 2. Scanning electron microphotographs of cross-sectional textured samples of (a) coarse and (b) fine titanium surfaces. Bar = 100 μm.

Table 2. Summary of results obtained by image analysis of boundary lines of coarse titanium and fine titanium materials. The data are expressed as means ± standard deviation (SD).

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Coating thickness (μm)</th>
<th>Peak height (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse titanium</td>
<td>323.35 ± 89.03</td>
<td>73.13 ± 65.21</td>
</tr>
<tr>
<td>Fine titanium</td>
<td>203.95 ± 43.0</td>
<td>41.03 ± 35.44</td>
</tr>
</tbody>
</table>

and mean values were calculated for each type of surface. Figures 1a, 1b and 1c present scanning electron micrographs of the surface and 3D plots of selected regions.

Image analysis of boundary lines

This method was used to measure the coating thickness of titanium surfaces as well as the degree of roughness. For data acquisition, samples of titanium material were diamond cut horizontally, fixed on a bakelite support and examined by SEM (JEOL JSM-820). Figure 2 presents a cross-sectional view of the material surface which simplifies analysis with the Kontron image analyzer (Kontron Bildanalyse-Image Analysis System, Munich, Germany). Figure 3 gives a brief description of the processing steps with this method. Generally, SEM images are digitized to 256 grey levels. The encoded image is smoothened, cleaned and put into contrast. Several image analysis studies (Serra, 1982) were proposed to map large voids and large particles by the erosion/dilatation method which is also applicable to surfaces. In this work, the baseline is established by the operator and does not move. A portion of the image analyzed is divided into sections and coating thickness is measured at each step (30 μm). The average of the whole image is determined and expressed as mean ± standard deviation (SD). The second variable measured is average peak height (between the highest and the lowest peak; Table 2).

Tactile profilometry

For surface roughness evaluation, stylus instruments...
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Figure 3. Image analysis method. The scanning electron microphotograph of the sample is scanned and binarized (a). The image is then cleaned of all small details and pores (b). The contact surface is put into contrast (c). Then, the grooves are closed (d) and groove depth is measured (e). The surface is smoothed (f) and peak heights are measured (g).
Figure 4. Three-dimensional reconstructed surfaces of (a) coarse and (b) fine titanium samples by confocal microscopy.
are standard tools for precise surface profilometry. The diamond stylus, whose tip radius typically measures some micrometers, is slowly trailed along the surface to be inspected. As it moves across the surface, the up-down motion is converted into electrical signals which are plotted against distance traversed. This method is not completely non-destructive because a small groove mark is often left along the scanned line (Cielo, 1988). However, stylus displacements represent a convolution of tip geometry and surface profile; lateral resolution is limited by stylus radius.

Tactile profilometry was conducted with a Surface Roughness Tester (Mitutoyo, Tokyo, Japan). Sampling length was 1 mm at a measuring speed of 0.5 mm/sec. The stylus is reported by the manufacturer to have a spherical tip with a radius of 5 µm on a 90° cone. Maximal horizontal range is 250 µm. The usual roughness parameters, such as the arithmetic mean of the roughness profile (Rₐ), the square root of the arithmetic mean (Rq) and the measured difference between the lowest and the highest points for a particular z-section (Rₘₐₓ) were calculated. Samples from the surface were analyzed 3 to 6 times. The results are expressed as means ± SD. The performance of the instrument was checked against calibrated height standards for the contact stylus.

Confocal microscopy

Confocal microscopy has the ability to discriminate against out-of-focus specimen parts by so-called optical sectioning (Kino and Corle, 1989; Carlsson and Lundahl, 1991; Ockleford, 1995). By recording a number of optical sections at various depth levels in the specimen, knowledge of the 3D structure of the specimen can be obtained. By using confocal microscopy, it is possible to improve the images lateral resolution compared to conventional microscopy.

In this study, a Leica Confocal Scanning Microscope (Leica Laser Tecknik GmbH, Heidelberg, Germany) was used. It is equipped with an argon-ion laser source (488-514 nm), fast x-y mirror scanner, high resolution z-stage (170 µm, z-movement range) and a single channel detector unit for confocal reflection or fluorescence microscopy. The pinhole setting can be made either by computer or manually but once it is set for a scan, it will not vary. The size of the pinhole was 40, the microscope objective was 16x and wavelength of the laser beam was 488 nm. The measuring range in x and y for 16x magnification was 313 X 313 µm in x,y plane and for z it was 170 µm maximum for any magnification in the x,y plane. Pixel size for 16x magnification was 0.612 µm X 0.612 µm in x,y plane. Resolution at 16x with a 0.45 numerical aperture (NA) was 2.05 µm for lateral resolution and 4.10 µm for axial resolution. Calibration followed the manufacturer’s specifications prior to analysis.

Duplicate images of each surface were scanned. Images were obtained in x,y plane. The total height of the surface scanned was determined, i.e., 147 µm or 170 µm, and divided by the number of sections (i.e., 128). The height of each section was 1.15 and 1.33 µm, respectively, for each of the samples. Scanning was done line by line twice to average the intensity signal (see, Figure 4). Some pictures gave maximum information at 147 µm of depth while others were outside the limits of the instrument. Conventional roughness parameters Rₐ, Rq, Rₘₐₓ and skewness were determined.

Results and Discussion

The topology of the three surfaces in this study was examined by SEM (Figure 1) to obtain an overall view of surface finish and topography of the titanium samples. Surface examination (compared to uncoated surface)
While cast dental alloys are known to undergo rapid solidification because of the large difference between the temperatures of the molten alloy and investment, Figures 1 and 2 clearly show that rapid quenching following solidification significantly affects the scale of the as-cast dendritic structure (Brantley et al., 1996). This is attributed to kinetic effects associated with the much more limited time available for atomic diffusion and solute redistribution, which also resulted in the reduced density of Widmanstätten precipitates when the alloy was rapidly quenched after casting (Brantley et al., 1996).

The complex interdendritic regions of these as-cast alloys contain particles of a secondary phase (Figures 4 and 5), which is assumed to account for their greater hardness compared to the palladium solid solution dendrites (Table 2). The relatively high hardness of the Pd-Cu-Ga alloy Liberty (Jelenko, Armonk, NY) has been shown to arise from the presence of a hard secondary phase, tentatively interpreted as Pd2Ga2 (Wu et al., 1997), rather than the network of submicron face-centered tetragonal Pd3Ga1-xCu1-x precipitates previously proposed by Odén and Herø (1986). Transmission electron microscopic studies (Cai et al., 1997) have established that the tweed structure observed by Odén and Herø (1986) in a Pd-Cu-Ga alloy with a composition similar to that of Spartan, was present in the Liberty and Spartan Plus alloys and two Pd-Ga alloys. This confirmed that the tweed structure does not account for the higher hardness of the Liberty and Spartan Plus alloys. The differences in hardness for the interdendritic regions compared to the palladium solid solution dendrites for the three Pd-Cu-Ga alloys in the present study are attributed to the presence of this hard phase (presumably Pd2Ga2) in the interdendritic regions. The very small size of the secondary phase particles in Figures 4 and 5 precluded accurate determinations of their composition using EDS analyses. The decrease in hardness of the alloys after heat treatments at 1250°C or 1800°F (Table 1) may arise from transformation in the ultrastructure at the transmission electron microscopic level or in the microstructural transformations observed with the SEM.

Considering the composition of the three Pd-Cu-Ga alloys and the Pd-Ga phase diagram (Massalski, 1990), the equilibrium phases at 1800°F should be the palladium solid solution and the Pd2Ga phase. As previously noted, EDS analysis suggested that the composition of the large, rounded secondary phases in the alloy specimens heat treated at 1800°F corresponded to Pd2Ga. Moreover, Figures 9 and 10 show that the Pd2Ga phase was found in all of the other experimental conditions investigated for these alloys and had an extreme preferred orientation in the Option alloy specimen heat treated at 1800°F. Tentative assignment of a peak near 80° to Pd2Ga2 for ACBC Option (Figure 9) and ACBC Spartan Plus (Figure 10) follows from the likely presence of this phase in the as-cast alloys, based upon the Pd-Ga phase diagram (Massalski, 1990), although this peak may also arise from other phases such as Pd2Ga and the Widmanstätten precipitates. Likewise, the assignment of peaks from the specimens heat treated at 1200°F to Pd13Ga5 is also based upon the Pd-Ga phase diagram. Previously, the complex discontinuous precipitates found in four other high-palladium alloys after heat treatment at 1200°F were interpreted as alternating lamellae of the palladium solid solution and Pd13Ga5 (Wu et al., 1997). Planned XRD analyses of model binary alloys having the compositions of Pd2Ga, Pd2Ga2 and Pd13Ga5 are necessary to verify these hypotheses.

Lastly, failure to detect boron in the Option and Spartan alloys is not surprising, since both alloys contain less than 1 wt% of this element. Evidently, microsegregation during solidification to yield locally much higher boron concentrations at sites such as boundaries between dendrites and interdendritic regions, or within the interdendritic regions, does not occur. Another possibility is loss of boron during fusion of the alloy (S.P. Schaffer, private communication).

Conclusions

(1). The three Pd-Cu-Ga alloys studied (Spartan, Spartan Plus and Option) exhibited very similar microstructures and values of Vickers hardness for the different solidification and heat-treatment conditions investigated.

(2). With increasing heat-treatment temperature from 1000°F to 1800°F, the Vickers hardness significantly decreased. This is attributed to the disappearance of the dendritic as-cast microstructure and transformation of the Pd2Ga2 hard phase, which is considered to be responsible for the high hardness and strength of the Pd-Cu-Ga alloys.

(3). The secondary phase remaining after heat treatment of the alloys at 1800°F is Pd2Ga, while the discontinuous precipitates may consist of Pd13Ga5 and the palladium solid solution.

(4). Boron was not detected in Spartan and Option by the electron microprobe because of its low concentration and apparent absence of appreciable microsegregation. This small amount of boron has minimal effect on the Vickers hardness (and presumably the yield strength) of these alloys.
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Discussion with Reviewers

Reviewer I: Can the authors fully explain the fractal dimension method in sufficient details.

Authors: Fractal dimension is considered to be the space filling property closely related to complexity. It is a number between 1 and 2 for curves, and 2 and 3 for surfaces. The fractal surface model has been extended to a form which can describe complex natural 3D surfaces. One of the basic rules of the fractal concept is that the complex geometry of an object can be analyzed quantitatively if it is invariant to a transformation of scale. In other words, the same features are viewed at different magnifications. Fractal dimension, in this study, was measured by the variation method. Briefly, surface S was first dilated (Serra, 1982; Tricot et al., 1988) by a horizontal square of side 2ε to give S(ε), the approximation of S at scale ε. Then, volume V(S(ε3)) of this dilated object was calculated. The rate of growth of V(S(ε3)) when ε tends to 0 is related to the fractal dimension of the object in the following way:

$$\Delta(S) = \lim_{\epsilon \to 0} \frac{\log |S(\epsilon)|_3}{\log \epsilon}$$

where $\Delta(S)$ is the surface fractal dimension. In practice, however, $\Delta$ is obtained as the slope of a straight line fit to the log-log plot $[\log (1/\epsilon); \log (|S(\epsilon)|_3/\epsilon^3)]$. The variation method has the property of being invariant to scale and translation (Thibert et al., 1993). A detailed mathematical description of the algorithm is found in Dubuc et al. (1989) and the application to titanium implants has been reported by Pimienta et al. (1994).

Reviewer I: The results in Table 1 are based on your experiments performed in triplicate. For a physical measurement like this, would it not be relatively easy to perform more replicates and thus get greater precision? Based on the estimates of variability in Table 1, can the authors conclude that fractal dimension is better or worse than the other methods, or even, is it useful?
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Authors: As shown in Table 1 the results for the different titanium surfaces and the control are significantly different and well characterized. We did not see the need to replicate the experiments, it would not have made any difference in the results. Our conclusion, based on the data obtained, indicate that the use of fractal dimension (along with the more conventional surface characterization methods) allows a better description of surface complexity. Fractal dimension can be a useful parameter in the arduous field of surface characterization and its influence on biological reactions and blood components of biomaterial implants.

Reviewer II: The number of methods compared and the number of measurements presented are both rather low, with the result that the significance of the findings is not clear.
Authors: We disagree with the reviewer, and feel that the information presented is new and of practical importance to the manufacturer of titanium implant material, particularly in quality assurance.

Reviewer V: For the Zeiss system (with which I am more familiar), it is necessary to do a z section to set parameters and calibration for the highest and lowest points in this line scan. This will determine the number of sections and therefore the thickness of the optical section that may be made.
Authors: In the Leica microscope we used, the images were acquired in x,y plane. The reviewer is correct in saying that it is necessary to set parameters for z section. Indeed, 128 sections of either 1.15 μm to 1.33 μm were scanned. However, in x,y plane, it is impossible to adjust the height of each section individually. Instead, we determined the total height of the surface we scanned, i.e., 147 or 170 μm, and divided that height by the number of sections we wished to work with, i.e., 128. Each section will be 1.15 to 1.33 μm, respectively.

Reviewer V: If the authors feel that the confocal microscope’s ability to analyze a very small surface at one time is a potential pitfall, wouldn’t decreasing the objective to 5x from 16x increase the sample area. Did the authors scan the samples at different magnifications to verify R₄, R₉, etc., values? Do they intrinsically change?
Authors: Changing the magnification would definitely change the size of the area and the resolution (lateral and axial). Probably with a lower magnification (the Leica has a 6.3x / 0.2 NA), we would have been able to look at a larger area and perhaps not exceed the range of the machine, i.e., 170 μm in height but resolution would have suffered. Lateral resolution with a 0.2 NA objec-
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