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APPENDIX A: Penalty Saliency

The prize saliency condition of Dickinson and Isaac (1998) is that

(max{w,})(1- %) < P <(min{w, })(N — a) where max and min refer to the maximum and

minimum endowment levels of the team members, respectively. Note the change in notation

relative to our equation (1). In Dickinson and Isaac, the payoff function in (1) is written as

ay,m,

U=q(wi-m)+ ‘N so that our parameter a is the same as the Dickinson and Isaac parameter

a/N. We will proceed in the appendix using the Dickinson and Isaac parameters. As such, our
parameterization as described in the paper is one where g=1, a=2, and N=4. The bounds for
prize saliency, given our parameterization are that 11.5<P<34. Since the penalty is essentially a
negative prize, we will call the penalty P"<0 and the prize P">0 henceforth.

It is important to note here that in order to mirror the marginal incentives of the prize
treatments, we assess a penalty to al// individuals who are not the highest contributors. While this
may at first seem an unlikely compensation scheme for a real world work environment, the
importance of a reference point should be highlighted. For example, promotion policies for top-
level jobs tend to promote only a small proportion of workers to these jobs. If a candidate
considers him/herself a strong candidate, then to not be promoted may“ be internalized as a loss o‘r
penalty by the worker. In our experimental design we endow the team members with additional

earnings or tokens that may be taken away if the member is not the high contributor—we change

the reference point of the team member.
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If a penalty of P" is assessed for not being the highest absolute or relative contributor, the

" gt . . am, : o 4
gains of contributing m; to avoid P are -P +W’— and the loss is m;. We seek to have this gain

greater than the loss so that m,<-P"+ % or P~ < % —m; . If you share in a 1/N portion of P,

= +€ni and a loss
N

then contributing m; to avoid this share of the penalty results in a gain of

of m;, We want this gain to be smaller than the loss so that m> % + 2

or P~ >m;(a—N).
Combining these two conditions gives us m,(a— N) < P~ < % —m; . Since P<0 we can also

express this condition as m;, (1 - %) <—=P~ <m,(N —a). Finally, we can guarantee that this
condition is met by tightening the inequalities with respect to the endowment levels used in the
team so that (max{w,})(1- %) < —P”~ < (min{w,})(N —a). In other words, choosing a penalty

of the same absolute value as the prize ensures penalty saliency for the team. Notice that the

parametrization in (1) is such that we also have the free-riding incentive.



