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Figure 13.  Four-band final reflectance image 

 

Supervised Classification 

For the Utah Department of Transportation wetland study, a fifth band was added.  This 

was the normalized differential vegetation index (NDVI), which is the most widely accepted 

vegetation index for agricultural and vegetation studies (Schmaltz 2005).  It uses the red and NIR 

bands.  NDVI is robust and requires no atmospheric correction.  It also reduces the impact of 

sunlight intensity variations, which is ideal for post mosaic classification.  Calculation of the 

NDVI is shown in Equation 9: 
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(9) 

Using ERDAS Imagine, supervised classification was performed using the ground truth 

points and polygons of wetland plant species provided by UDOT on the five-band reflectance 

image.  The plant data was divided into training and testing sets.  The training set was used to 

create spectral signatures unique for each plant species, while the testing set was used for 

accuracy assessment.  Although some species were spectrally similar (see Figure 14), and by 

ERDAS standards could have been merged, the classes were left unmerged.  Otherwise, the 

suggested threshold merging value of 1700 for the Transformed Divergence separability function 

(ERDAS Field Guide 2010) would have merged all vegetation categories subsequently into one 

category.  See Table 6 for the separability matrix for the wetland plant species. 

 

 
Figure 14.  Mean reflectance value of defined wetland species used for supervised classification: 

red 1, green 2, blue 3, NIR 4 and NDVI 5 
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Table 6.  Signature separability using transformed divergence for wetland plant species 

 
 

Additional signatures were added to represent roads, water, ponds, gravel, bare ground, 

and buildings.  See Figure 15 for the Signature Editor ERDAS tool that is used for the supervised 

classification process.  After the spectral signatures were defined, the classified image was 

generated using the five-band reflectance mosaic with a Maximum Likelihood classifier.  A 

Fuzzy Convolution filter (7x7) was run to eliminate the “salt and pepper” effect of misclassified 

pixels.  See Figure 16Error! Reference source not found. for the supervised classification image 

and legend.  Cattail new, which was added to the data set later as a polygon, and the original 

narrowleaf/broadleaf cattail were spectrally different enough (1872.76) despite both being 

cattails species.  UDOT asked that the narrowleaf and broadleaf cattail be merged for the study, 

which were originally two separate cattail species at the beginning of the project.  Beaked sedge 

and narrowleaf/broadleaf cattail only had a spectral separability of 844.14, which suggested that 

these could have been merged into a unique signature under the transformed divergence 

guidelines.  The spectral separability of Phragmites new, which was also added later to the data 

set as a polygon, and narrowleaf/broadleaf cattail was the lowest at 637.9 indicated that these 

two species were fairly similar.   

Signature Name 1. 2. 3. 4. 5. 6. 7. 8. 9.

1. saltgrass 0 1966.18 1642.32 2000.00 2000.00 1986.35 1678.65 1814.36 1713.56

2. Baltic rush 1966.18 0 1768.65 2000.00 1495.04 2000.00 1177.86 1554.86 1623.71

3. beaked sedge 1642.32 1768.65 0 2000.00 1995.98 2000.00 1838.26 1065.14 844.14

4. Phragmites  old 2000.00 2000.00 2000.00 0 1999.71 1998.87 1999.88 2000.00 2000.00

5. hardstem bullrush 2000.00 1495.04 1995.98 1999.71 0 2000.00 1949.92 1871.31 1920.25

6. Agrostis 1986.35 2000.00 2000.00 1998.87 2000.00 0 1987.78 1999.97 2000.00

7. cattail new 1678.65 1177.86 1838.26 1999.88 1949.92 1987.78 0 1498.36 1872.76

8. Phragmites  new 1814.36 1554.86 1065.14 2000.00 1871.31 1999.97 1498.36 0 637.90

9. cattail (broad/narrow) 1713.56 1623.71 844.14 2000.00 1920.25 2000.00 1872.76 637.90 0
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Figure 15.  Signature Editor tool from ERDAS 
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Figure 16.  Supervised classification image output 

 

RESULTS  

 

 “Accuracy assessment” is a general term for comparing the classification data to spatial 

data that are assumed to be true.  The purpose of this comparison is to determine the accuracy of 

the classification process (ERDAS Field Guide 2010).  The testing data set was used to 

determine what the pixel was defined as and how it should be classified.  The results produce a 

producer’s accuracy and a user’s accuracy.  The producer’s accuracy is the total number of 

correct points in a class divided by the number of points of that class as derived from the ground 

truthing data and represents the probability that a pixel in a given class will have been classified 
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correctly on the image.  The user’s accuracy is the total number of correct points in a class 

divided by the total number of points of that class as derived from the classification data and 

represents the probability that a pixel classified as a particular class on the image is actually that 

class.  The Kappa statistic indicates how well the classification results agree with the ground 

truth data.  It conveys the “proportionate reduction in error generated by a classification process 

compared with the error of a completely random classification” (ERDAS Field Guide 2010).  It 

was calculated by Table 7 shows the results of supervised classification.   

 

Table 7.  Supervised classification results of wetland species 

 
 

 The classes that had the best classification and Kappa were Agrostis, Baltic rush, 

Phragmites new, Phragmites old, and saltgrass.  Hardstem bulrush had a moderate Kappa at 

0.6606, while beaked sedge and narrowleaf/broadleaf cattail had the lowest Kappa.  Phragmites 

new had a fairly decent Kappa of 0.7998; however its producer’s accuracy was low at 44.0%.  

Phragmites old was clearly distinguishable between other vegetation types, including 

Phragmites new, and produced a 100% producer’s accuracy. 

 

Class Name
Reference 

Totals

Classified 

Totals

Number 

Correct

Producers 

Accuracy

Users 

Accuracy

Kappa 

Statistic

Agrostis 25 19 19 76.0% 100.0% 1.0000

Baltic rush 35 23 18 51.4% 78.3% 0.7406

cattail new 25 19 16 64.0% 84.2% 0.8214

beaked sedge 11 22 8 72.7% 36.4% 0.3295

Phragmites  new 50 26 22 44.0% 84.6% 0.7998

Phragmites  old 19 24 19 100.0% 79.2% 0.7716

cattail (broad/narrow) 16 43 10 62.5% 23.3% 0.1712

hardstem bullrush 15 19 13 86.7% 68.4% 0.6606

saltgrass 19 11 8 42.1% 72.7% 0.7010

Totals 216 216 133

Overall accuracy = 61.57%

Overall Kappa Statistic = 0.5703
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perform the normalization method on individual images before they are used in the mosaicking 

software in order to produce a mosaic with minimal illumination variances between images. 

 Researchers at the AggieAir Flying Circus are currently working on methods for 

processing post-flight imagery prior to the mosaicking process.  Images from the camera are 

converted from JPG to TIFF, and then converted into reflectance values individually by channel.  

EnsoMosaic UAV does not accept reflectance value images (non-8-bit form), and research is 

being done on a histogram scaling factor in order to be readable in EnsoMosaic UAV.  The 

output mosaic would then be rescaled to remove the scaling factor. 

 Alternatively, DigiPreProcess by MosaicMill, Ltd., Finland, is a pre-processing software 

for UAV digital imagery that could be used prior to EnsoMosaic UAV.  The goal behind 

DigiPreProcess is to geometrically and radiometrically improve the quality of the images in 

order to enable high quality mosaics, including removal of vignetting.  DigiPreProcess will be 

investigated as an alternative for pre-mosaic image processing.  The software can also convert 

raw CR2 Canon image formats to TIFFs, which will be convenient when the AggieAir Flying 

Circus upgrades to DSLR cameras. 

 

Vignetting Correction Research 

Several authors have researched the issue of vignetting correction with digital camera 

imagery through stand-alone mathematical models.  The vignetting correction method used in 

this report for AggieAir is a simple straightforward method, but more complex methods have 

been derived.  Vignetting can come from several factors: optical, mechanical, pixel and natural, 

and its effects increase with aperture and decrease with focal length of the camera.  Various 

authors (Goldman et al. 2005, Zheng et al. 2006, Yu 2004) have dedicated entire papers to the 
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study of vignetting.  If DigiPreProcess were utilized in the processing line, outside vignetting 

corrections would not be required. 

 

Reflectance Panel 

 The barium sulfate (BaSO4) panel used in this experiment has the potential to collect dust 

and other impurities, which can affect the reflectance properties and coefficients used in the 

conversion models.  It is suggested that the panel be recalibrated every 2-3 months using 

laboratory methods described by Biggar et al. (1988) to derive new reflectance coefficients for 

future flights.  An alternative that could save time and costs in the long run is the purchase and 

use of a Spectralon reflectance panel (Labsphere, Inc., North Sutton, NH, USA), which is 

sturdier than a BaSO4 panel.  A Spectralon panel can be more easily cleaned; it is more portable, 

and the reflectance coefficients are provided by the panel manufacturer to ensure accuracy.  The 

current ERDAS models would be to be reassessed with the use of a Spectralon panel however. 

 

Canon Camera Calibration 

 The actual spectral bandwidth of the RGB Canon PowerShot SX100 camera was 

unknown and unavailable from the manufacturer.  It was assumed that the digital camera has a 

similar spectral response to that of a typical unfiltered CCD camera.  AggieAir’s 16-channel 

spectroradiometer could be used to calibrate the RGB camera in order to find the specific 

spectral bands (Heikkila et al. 1997).  Although the exact spectral bands were not necessary for 

the “reflectance mode” method, it will be required for any comparison studies using data with 

known spectral bands such as Landsat data or if AAFC uses other reflectance conversion 
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methods which would require this information.  Issues of image reproducibility (i.e., differences 

between cameras of this type) and drift have not been explored. 

 

CONCLUSION 

 

 This paper described a method of absolute radiometric normalization used at 

AggieAir Flying Circus (AAFC) created for converting consumer-grade digital camera imagery 

into reflectance values for remote sensing applications.  The method used a Canon PowerShot 

SX100 digital camera for the NIR and RGB as well as a barium sulfate reflectance panel with 

known reflectance properties.  The procedure was demonstrated using imagery captured from the 

Utah Lake Wetlands Mitigation Bank near Pleasant Grove, Utah, which is managed by the Utah 

Department of Transportation for a wetlands classification study. 

The method used at AAFC was adapted from Miura and Huete’s (2009) “reflectance 

mode” method, along with equations from Crowther (1992) and Neale and Crowther (1994)..  

The original “reflectance mode” method from Miura and Huete (2009) used a before-flight white 

panel reading using a spectrometer which was then mounted on-board a UAV.  The results of the 

spectral reflectance retrievals were biased and distorted, and also highly affected by the time of 

day and the length of the flight.  AAFC made modifications to this method by adding an after-

flight white panel photo captured in the field using the same on-board cameras used on the UAV.  

An average of the before and after flight data was used in the reflectance conversion which 

assumed a linearity due to the short flight time (30 minutes).  The modifications were aimed to 

reduce the bias of the reflectance value conversion. 

 A four-band reflectance value image was generated using the method described in this 

paper.  The overall method was very simple and could be applied to any consumer-grade digital 
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camera as along as a reflectance white panel with known coefficients was used in the field.  

While the overall accuracy from the supervised classification process had room for 

improvement, there were recommendations for further research which were aimed at improving 

the overall reflectance conversion which in turn will improve the results of a remote sensing 

study.   
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CALCULATION OF SOLAR ANGLES FOR REMOTE SENSING STUDIES 

 

 Solar angles (i.e. zenith angle and azimuth angles) are required in remote sensing for 

establishing and reporting the bi-directional properties of natural surfaces. Also, standard reflectance 

panels that have been calibrated have bi-directional properties that are represented by polynomials 

as a function of the sun’s zenith angle. Solar angles are also required to estimate the amount of 

energy reaching the earth's surface.  The following terms and equations are defined (Duffie and 

Beckman, 1991): 

  

Solar time: time associated with the angular motion of the sun across the sky and is different from 

the local clock time.  To calculate solar time from local standard time two corrections are required.  

One correction for the difference in longitude between the standard and local meridians and another 

correction from the equation of time (E) which takes into account perturbations in the earth’s 

rotation that affect the time the sun crosses the observer’s meridian.   

 

Solar time = Tst + 4(Lonst - Lonloc)/60 + E/60  [decimalized hours]                                  (1) 

 

Where solar time (St) and local standard time (Tst) are in the units of [hours] on a 24 hour basis.  

Equation (1) considers 4 minutes for every degree west or east of the standard meridian. 

 

Lonst is the standard meridian for the local time zone  [degrees] 

 

Lonloc is the longitude of the observer or local meridian  [degrees] 

 

E is the equation of time defined as: 

 

E = 9.87 sin (2B) - 7.53 cos (B) - 1.5 sin (B)  [minutes]                                                        (2) 

 

where B is  

 

B = 360 (CD – 81.25)/365                                                                                                         (3) 

 

CD is the calendar day of the year, 1  CD  365 

 

Solar noon: the local standard time when the sun crosses the meridian of the observer.  It can be 

calculated from equation (1) setting the solar time to 12:00. 

 

Declination angle (): is the angular position of the sun at solar noon with respect to a plane through 

the equator.  It varies from -23.45° S    23.45° N 

 

 = 23.45 * sin [360/365 *(284 + CD)]  [degrees]                                                                  (4) 

 

Hour angle (): angular displacement of the sun east or west of the local meridian due to the 

rotation of the earth.  Magnitude:  15° per hour, morning negative, afternoon positive. 

 

 = (Tst – Snt)*15  [degrees]                                                                                                       (5) 
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where Snt is the local time at which solar noon occurs.  Or: 

 

 = (Solar Time – 12)* 15°  [degrees]                                                                                         (6) 

 

where Solar Time is the time of day in hours since midnight. 

 

Latitude angle (Lat): angle north or south of the equator. 

 

-90° S  Lat  90° N  

 

Longitude angle (Lon): angle west of Greenwich meridian 

 

0°  Lon  360 ° W 

 

Zenith or incidence angle (): angle between a beam incident on a surface and the normal to the 

surface (vertical line to the zenith).  The zenith or incidence angle for a horizontal surface is: 

 

Cos() = sin() * sin(Lat) + cos() * cos(Lat) * cos()                                                          (7) 

 

Solar Elevation Angle: 

 

Es = 90 -                      (8) 

  

Surface azimuth angle (): angle between true south (in this definition) and the projection of the 

sun’s direction onto a horizontal plane.  Therefore the azimuth angle is zero at solar noon when the 

sun is due south (in the northern hemisphere). 

 

-180° E    180° W 

 

If cos() > tan ()/tan (Lat)    then: 

 

sin() = (cos() *sin())/sin()                                                                                              (9) 

 

If cos() < tan ()/tan (Lat)    then: 

 

 = 180 – sin
1 

((cos() *sin())/sin())  for western (afternoon) positions of the sun         (10) 

 

And 

 

 = -180 – sin
1 

((cos() *sin())/sin())  for eastern (morning) positions of the sun           (11) 

 

Daylength: 

 

Daylength = 2 * ((cos
-1

(-tan(Lat) * tan ()) * 180/p)/15)                                     (12) 

 

 


