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As part of the MITHRAS program, the Chatanika and Millstone Hill incoherent-scatter radars made coordinated observations of the polar ionosphere on June 27 and 28, 1981. We compare these data with predictions made by a high-latitude ionospheric model. Qualitatively, the same features are evident in both the model and the radar data: fairly constant densities on the dayside with a mid-latitude trough forming poleward of 65 degrees around 1900 MLT (magnetic local time). This trough is seen to extend equatorward with increasing MLT, such that the minimum densities occurring in the trough appear just after midnight around 60 degrees dipole latitude. These features are primarily understood in terms of different regions of convection, further influenced by photoionization and vertical transport. The only areas of major disagreement between the measurements and model are noted in the auroral oval and at a portion of the times during which substorms occurred. Quantitatively, equally good agreement is obtained between the model predictions and the radar data. The densities predicted by the model are usually within 25% of those measured by the radars, although appreciable differences occur in some regions of the ionosphere at certain times.

I. INTRODUCTION

Over the past several years we have developed a comprehensive model of the convecting high-latitude ionosphere [cf. Schunk and Raitt, 1980; Sojka et al., 1981a, b, 1982a, b; Schunk and Sojka, 1982a, b]. This model allows us to obtain a better understanding of the manner in which various chemical and transport processes affect the ion composition and electron density at F-region altitudes. For instance, one of the important results that has emerged from these studies is that high-latitude ionospheric features, such as the "main trough," the "ionization hole," the "tongue of ionization," and the "aurorally produced ionization peaks," are a natural consequence of the competition between the various chemical and transport processes known to be operating in the high-latitude ionosphere.

An important part of the development of the model has been the comparison of model predictions with observations. For instance, we have compared the plasma convection patterns, which are an input to our numerical model, with those observed concurrently at Chatanika, Alaska, and Millstone Hill, Massachusetts [Sojka et al., 1980]. We have also compared the electron density and ion compositional variations obtained from our model [Sojka et al., 1981a, b] with the Atmospheric Explorer (AE-C) satellite data presented by Brinjon et al. [1978]. Another study used ion density measurements from the Defense Meteorological Satellite Program (DMSP) F2 and F4 satellites to examine the UT dependence of the high-latitude ion density at 800 km [Sojka et al., 1982b]. In general, good quantitative agreement was obtained between theory and measurements in these studies, although the comparisons were hindered somewhat in that the experimental data were either averaged over several days or were limited to data obtained only along individual satellite tracks. Therefore, it becomes important to compare the model with a more comprehensive, experimental data base.

Between May 1981 and June 1982, an intensive campaign of 33 coordinated observations was carried out using three incoherent-scatter radars: Chatanika (Alaska); Millstone Hill (Massachusetts); and European Incoherent Scatter (EISCAT) (Scandinavia) [de la Beaujardiere et al., 1984]. At times the Scandinavian Twin Auroral Radar Experiment (STARE) radar (Scandinavia) was able to provide additional coverage. This experimental campaign has become known as the Magnetosphere-Ionosphere-Thermosphere Radar Studies (MITHRAS) program, and the data base obtained from the campaign provides an excellent opportunity for a comparison of the high-latitude model with observations.

Sojka et al. [1983] have made an initial comparison of the model with a portion of the MITHRAS data which covered a 24-hour period beginning on October 13, 1979. As the model required several input parameters (to be discussed later), this study compared the model densities with Millstone Hill data for a range of input conditions at an altitude of 500 km. The model predicted quite well the experimental data, except in the region of the auroral oval where enhanced auroral precipitation occurred.

One limitation of the above study was in not having enough data to adequately infer the information needed as inputs to the high-latitude model. A major emphasis in this study is placed upon matching, as closely as possible, the required inputs to the model with data obtained from the radars, including STARE. Another required input, pertaining to the location and extent of auroral precipitation, was acquired from data obtained by the NOAA 6 satellite. A further limitation of the above study was that the comparison was made with data from only one radar and at only one altitude. In the present paper, we compare the model with electron density measurements made by the Chatanika and Millstone Hill radars at two altitudes. We also compare the variation in the altitude dependence of the electron density as the Chatanika radar moves in local time. The data obtained for this study were taken on June 27 and 28, 1981.

The predictions of the model are compared with experimental data taken by radars in the reference frame of the respective radar, i.e., as an observer at a fixed location on the earth's surface moves in local time. A comparison of the predictions of
the model with experimental data—in the reference frame of the radars—allows for validation of the input parameters selected for use in the model run. Once this is established, the data base created by the model can be examined in reference frames that the radars cannot view. For instance, it is shown that a "snapshot" of the polar ionosphere at a given UT can appear substantially different from the data taken by a radar. Also, full latitudinal coverage from 42° to the pole is obtained by the model and allows for an accurate extrapolation of the radar data into spatial regions of the ionosphere where the radar coverage cannot reach. This points out one of the most beneficial aspects of the model when used in conjunction with radar data: the ability to "extend" the coverage of the radars into spatial and temporal regions beyond their normal reach.

2. RADARS

2.1. Chatanika

The data for June 27 to 28, 1981, from Chatanika were acquired in the MITHRAS 1 mode [de la Beaujardiere et al., 1984]. Briefly, this mode was designed to provide an extended set of geophysical parameters over a wide range of invariant latitude with about 30 min time resolution. The wide range is obtained by using F region measurements—the higher the altitude, the wider the range. As a consequence the experimental setup has been optimized for F region parameters. Nonetheless, some E region parameters are obtained over a small range of invariant latitude.

For this study the F region parameters of interest include vector ion velocities, electron densities, electron and ion temperatures, and neutral wind in the magnetic meridian. The E region parameter of interest is the energy deposition by precipitating auroral particles. The ion velocities are found between 60° and 72° on a small gap in the middle corresponding to the radar location. The electron density and temperature are found over an invariant-latitude range, which is determined by these requirements are, indeed, met. These considerations have been discussed most extensively by Jorgensen et al. [1984].

The neutral wind in the magnetic meridian is derived from the line of sight. The component of ion velocity along the magnetic field and the neutral wind in the magnetic meridian plane. The line-of-sight velocities and the magnetic field at each point are used in deriving the vector. If the points are from the three pairs of positions furthest from the magnetic field, then the velocity parallel to the magnetic field contributes little to the line of sight and is ignored in the vector derivation. Otherwise, the velocity measured parallel to B is included in the derivation.

Thus the derivation of the vectors depends on time constancy of the convection velocities for approximately five minutes and spatial homogeneity over the 150- to 400-km separation between points at the same invariant latitude. Most of the time these requirements are, indeed, met. These considerations have been discussed most extensively by Jorgensen et al. [1984].

The spectral observations and the determination of electron densities and temperatures have been described by Baron [1977] and Kofman and Wickwar [1980]. These parameters are derived from the 11-position measurements at six invariant latitudes: five from the pairs of positions and one along B. To display these data, the east and west values from each pair of positions are averaged together. Because of the small east-west separation, this averaging is reasonable. For purposes of display, the data are interpolated to the desired altitude and then interpolated in invariant latitude.

The neutral wind in the magnetic meridian is derived from observations along B. Basically, the component of ion velocity parallel to B is the result of ion-neutral diffusion and the effect of neutrals colliding with ions. Because ions are constrained to move along the magnetic field, neutrals moving southward cause ions to move up the magnetic field line. Thus, when it can be assumed that the field lines are equipotentials and that no vertical winds exist, then the neutral wind in the magnetic meridian can be determined. The detailed derivation is given by Wickwar et al. [1984b]. A smoothed approximation to the
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derived wind is used as an input parameter to the model calculations.

Turning to the energy deposition by auroral particles in the $E$ region, the electron densities between 90 and 180 km are used to derive that parameter. For this calculation, densities from the elevation scans are used. The profiles along the radar line of sight are transformed to profiles along the magnetic field. They are then converted to energy deposition as described by Wickwar et al. [1975] by using the effective recombination rate and 35 eV per electron-pair created. Since Wickwar et al. [1975], the major change in the procedure has been a small one in the effective recombination rate. While the profile of energy deposition is distorted because of the long transmitted pulse, the height-integrated quantity is little affected.

During the nighttime, the resultant value is the height-integrated energy input from energetic particles. During the daytime, most of June 27-28, 1981, the resultant value is a combination of the above and a second contribution from the solar-induced ionization. This latter contribution varies smoothly in latitude and time, while the particle contribution does not. Therefore, the two contributions can be separated.

The height-integrated particle input is used to supplement and confirm the energy inputs obtained from the NOAA satellites. The combined set, in turn, is used to determine the location and width of the auroral oval, and to normalize the particle precipitation model to the observations.

2.2. Millstone Hill

The Millstone Hill measurements were made with the fully steerable 46-m antenna. This antenna was operated in a "scanning" mode, in which it was moved slowly and continuously in azimuth, while the incoherent scatter returns were integrated in the computer and recorded on magnetic tape at regular angle increments. The data acquisition mode utilized on June 27-28, 1981, differed somewhat from the usual MITHRAS I procedure [de la Beaujardiere et al., 1984]. Due to antenna upgrading work in progress, the antenna was scanned back and forth in a "windshield wiper" motion. Normally, the antenna was returned rapidly to its start position after the completion of each scan, so that all scans were in the same direction. The main effect on the June 1981 data is a somewhat uneven sampling pattern when the data are displayed versus time and latitude.

During the scans the elevation of the antenna was held constant at 4°. The azimuth was scanned between 177.5° and 267.5° at a fixed scan rate of 10 deg/min. The integration time was 30 s. Single 2000-μs pulses were employed, with 19 range gates spaced 150 km apart. The invariant latitude coverage of each scan was 46°-64° at 160 km, 42°-69° at 325 km, and 39°-72° at 480 km. The local time coverage of the scans was 2.5 hours at 160 km, 3.7 hours at 325 km, and 4.5 hours at 480 km.

The $F$ region electron density, ion temperature, electron temperature, and line-of-sight ion drift were derived from the measured incoherent scatter spectra. Electric field components were extracted from the radar line-of-sight component of the ion drift by assuming that the electric field may be represented by a quasi-static two-dimensional potential, with the potential assumed constant along geomagnetic field lines [Holt et al., 1984].

2.3. STARE

The Scandinavian Twin Auroral Radar Experiment (STARE) operates continuously and makes measurements over a large portion of Scandinavia [Greenwald et al., 1978]. The ion drift is measured from Doppler backscattered echoes from two stations. However, the echo can only be detected if the electric field is above a threshold of 20mV/m. As the electric field becomes large, the Doppler velocities reach a plateau [Nielsen and Schlegel, 1983]; the data shown in this paper have not been corrected for this effect.

3. MODEL INPUTS

There are several parameters that are required as inputs to the high-latitude ionospheric model: e.g., the convection electric field, the thermospheric wind, the auroral-electron energy flux, and the electron temperature distribution. Fortunately, many of these input parameters can be measured by the radars, thus allowing a more reliable comparison of predicted and measured ionospheric densities. However, the radar measurements cover a limited latitudinal range, and the various latitudes are probed only at certain times as the radars corotate with the earth. The model, on the other hand, requires the input parameters at all latitudes and longitudes, at all times. Consequently, it is convenient to use empirical models for the various input parameters so that values can be obtained everywhere. Our procedure is to adjust the empirical models so that they agree with the radar data at the appropriate times and places, and then to use the resulting empirical models as the inputs to our high-latitude ionospheric model. A description of these empirical models and a comparison of the model results with the radar data are given in the subsections which follow.

First, a description of the magnetic dipole reference frame, used internally within the model and also to plot much of the data, is given. The magnetic frame is defined by a dipole magnetic field whose pole is located at 78.6°N, -69.8°E in geographic coordinates. This location is based upon the dipole component of the Mead [1970] magnetic reference field. In this reference frame we use dipole latitude and magnetic local time (MLT) as the magnetic coordinates.

3.1. Convection Electric Field

The convection electric field can be obtained from the Volland [1978] or Heelis [Heelis et al., 1982] empirical models. Both of these models describe a two-cell convection pattern with antisunward flow over the polar cap and return flow at lower latitudes. The models can be adjusted by varying the cross-tail magnetospheric electric potential, the polar cap radius, the falloff rate outside the polar cap, and the offset of the pattern from the magnetic pole. Also, the convection cells can be asymmetric and the whole pattern can be rotated toward either dawn or dusk.

We considered many different electric field patterns in our attempt to match the line-of-sight velocities measured simultaneously by the Chatanika, Millstone Hill, and STARE radars. One of the problems we faced was that five substorms occurred during the 24-hour period of interest [de la Beaujardiere et al., 1983]. Unfortunately, data from just three radars are not sufficient to determine the electric field variation over the entire high-latitude region during substorms, and hence, we could not model these substorms. Instead, we selected a convection electric field model that best fit the overall variation seen by the radars during the course of the day.

Because of this, our calculated densities and velocities are in a sense average quantities, and one should not expect good agreement between predicted and measured quantities at all
times and places. This limitation should be kept in mind in comparing predicted and measured quantities.

We used velocity data from three radars to obtain a model of ionospheric convection. The data from the Chatanika and Millstone Hill radars are plotted in Figures 1a and 1b, respectively, while in Figure 1c the convection data from the STARE radar are shown. The starting times for each of these series of measurements are 0400 UT (1630 MLT), 0340 UT (2100 MLT), and 1600 UT (1800 MLT), respectively. The convection patterns measured by the three radars can be compared with the adopted convection pattern used in our high-latitude model, which is shown in Figure 2. The data in Figure 1 were taken as the radars rotate in local time, and although the convection pattern plotted in Figure 2 represents conditions at a fixed universal time, these figures can be directly compared because the adopted convection pattern is held fixed in time.

The adopted convection pattern is a modified Volland model with a westward rotation of 1.75 hours. This rotation value was needed to conform to the Chatanika, Millstone Hill, and STARE data in the evening sector, although the rotation is not evident in the Millstone Hill data on the dayside. However, the slight discrepancy between modeled and measured velocities on the dayside should not appreciably affect the densities because the ionosphere is sunlit in this region. The westward rotation used in our model is consistent with measurements of the Millstone Hill radar made throughout the year 1978, when westward rotations of up to two hours were noted [Oliver et al., 1983].

It should be noted that a Heelis convection model could also have fit the data displayed in Figure 1. Without knowledge about plasma flow over the polar cap, there is insufficient information to adequately select which convection model, Volland or Heelis, should be used. Unfortunately, information about polar cap flow was not available, and we rather arbitrarily decided upon a modified Volland model. It is expected that these two convection models would lead to predictions of different plasma densities in some regions of the ionosphere.

Some of the other parameters that define the convection model are the polar cap radius, the value of Kp which is used to determine the cross-tail electric potential, and the falloff rate with distance of the electric field outside of the polar cap region. Figure 2 represents the convection model with a Kp of 4, a cross-tail potential of 76 kV, a polar cap radius of 17.2º, and a falloff rate of r = sin(90º - latitude) in magnetic dipole coordinates. In comparison, a Kp of 20- was measured for the days in question. A cross-tail potential of 76 kV is just slightly less than that estimated by de la Beaujardiere et al. [1983] for two of the substorms (starting at 1600, June 27, and 0005, June 18) that occurred during the days under consideration and much less than a third (0430, June 27).

It is not immediately obvious, in comparing Figures 1 and 2, that this is the best model fit. Thus, we present line-of-sight velocities from the Chatanika and Millstone Hill radars for a more quantitative comparison.

Line-of-sight velocities measured by the Millstone Hill radar are plotted in Figure 3a. This figure corresponds to measure-

Fig. 1. The convection velocities as measured by the three radars: (a) Chatanika; (b) Millstone Hill; and (c) STARE. The plots are a polar projection with the pole at the center of the diagram and magnetic local time displayed on the outer circle, except in Figure 1c where universal time is displayed with an arrow pointing toward local midnight. The scale for the length of the vectors is given in the lower right-hand corner.
ments of plasma flow in the reference frame of the radar at 71° dipole latitude. The solid line shows the line-of-sight velocities that are predicted by our convection model, for the Millstone Hill radar. The peak values in the data (and location in MLT) appear to be well represented by the model, especially considering that the error in the data around 2800 MLT is large and that the predicted velocities would lie within the error bars (if plotted) near this time. It is noted that at times other than near 2800 MLT, the error bars for the line-of-sight velocity data are within the size of the squares representing the data.

The discontinuous nature in the Volland convection model is noted at about 2200 MLT. At this time the model is showing polar cap flow, which is moving in a different direction from the counterstreaming flow that the model had been predicting at earlier times (see Figure 2).

Measurements by the Chatanika radar (corresponding to positions 3 and 4 in Table 1) of the line-of-sight velocities are plotted in Figure 3b. The data agree reasonably well with the convection model (which has been plotted as a line) except at the times around 0500 and 1600 hours UT (top scale). These universal times have been identified with periods of substorm activity, with the substorm starting at 0430 UT temporarily increasing the cross-tail potential to nearly 120 kV [de la Beaujardiere et al., 1983]. An increase in the potential drop across the polar cap (held fixed with time in our model) would increase the line-of-sight velocities at these times, but then agreement would not be found in the other sectors.

Although not shown here, the convection model was also checked against line-of-sight velocities measured by the radars at other latitudes. This was done in order to check the adopted value for the electric field falloff rate. It was found that a value of $r^{-4}$ for the falloff rate is adequate, since the model at different latitudes agrees equally well with the observed velocities.

The selected model for the convection electric field predicts the plasma stream lines shown in Figure 4, where the dots indicate hourly intervals in universal time and the viewpoint is from a quasi-inertial reference frame. Although not all the convection paths are shown in Figure 4, the ones plotted clearly demarcate the differing regions of plasma convection. The plasma near trajectory 1 nearly corotates with the earth, while the plasma near trajectory 2 is virtually stationary for several hours in the evening. Trajectories 4 and 6 outline the dusk and dawn convection cells of counter- and co-rotating plasma, respectively.

As the plasma $E \times B$ drifts along the paths shown in Figure 4, the plasma can undergo vertical motion as well, depending upon the dip angle of the magnetic field. The ionospheric density is very sensitive to vertical motion of the plasma, because many of the chemical reactions affecting the electron density depend upon the density of the neutral atmosphere, which varies exponentially with altitude. Contours of the vertical component of the $E \times B$ drift are shown in Figure 5 for the convection model selected for this study. This figure shows an upward component of 30 m/s on the dayside and a downward component of 45 m/s on the nightside.

3.2. Neutral Wind

The high-latitude model also requires a knowledge of the neutral wind, which generally blows from day to night across
the polar regions. This wind tends to lift the plasma (along magnetic field lines) in the midnight sector and drive the plasma downward in the noon sector. Data were obtained by the Chatanika radar pertaining to the neutral wind (magnetic-meridional component). Although these data varied greatly, the trend seemed to indicate a maximum flow of 200 m/s on the nightside and a minimum flow of 30 m/s on the dayside, with the wind blowing from 1300 to 0100 LT. We assumed the neutral wind to vary smoothly across the terminator, from its dayside to nightside value, between the solar zenith angles of 70° and 110°.

Data pertaining to the zonal wind were not available and, fortunately, were not needed as it is the magnetic-meridional wind that has a component along the magnetic field lines and is effective in inducing vertical ion drifts. Although a high zonal wind could lead to ion heating and thus affect ion densities, this effect is not presently incorporated in our model.

Contours of the vertical component of the wind-induced ion drift used in the model are shown in Figure 6 at a universal time of 0500 hours. These contours represent a meridional neutral flow of 30 m/s on the dayside and 200 m/s on the nightside. Figure 6 should be compared with the vertical component of the $\mathbf{E} \times \mathbf{B}$ drift shown in Figure 5, as the plasma density at a given altitude is sensitive to the combined effects of these two ion drifts.

### 3.3. Precipitation

Important input parameters for our ionospheric model are the location and extent of the auroral oval and the magnitude of the ionizing particle precipitation. The particle precipitation model used here is a version of the empirical model of Spiro et al. [1982] which has been modified in light of observations of the actual location of the auroral oval made by the NOAA 6 satellite during the period June 27–28, 1981.

The space environment monitor on the NOAA 6 low-altitude satellite measures the energy flux carried into the atmosphere by precipitating particles (both ions and electrons) of energies between 0.3 and 20.0 keV. These energy flux observations directly show the boundary locations, extent, and amount of ionizing radiation over the auroral oval. The line segments in Figure 7a show those portions of northern hemisphere (daytime) NOAA 6 passes that displayed precipitating energy fluxes greater than 1 erg cm$^{-2}$ s$^{-1}$. Similarly, Figure 7b shows those portions of the passes over the southern hemisphere where the energy flux exceeded this threshold. It should be noted that the satellite samples the northern hemisphere over the local daytime hours and the southern over the local nighttime. For the purposes of the modeling we assume the two hemispheres are conjugate in the magnetic local time, magnetic latitude particle
precipitation patterns. Because these data were taken over a period of time which contained brief periods of enhanced activity (substorms), the boundaries and extents of the precipitation exhibit considerable variation. However, the simulation was not intended to model these variations, and a single, average precipitation pattern was adopted.

The adopted precipitation model was based upon the Kp 4 pattern given by Spiro et al. [1982]. This pattern was modified so that the 1 erg cm\(^{-2}\) s\(^{-1}\) contour better reproduced the average boundary locations shown by the NOAA 6 observations. This modification involved displacing the original Spiro et al. pattern by 2.5° along the meridian toward 0600 MLT followed by a rotation counterclockwise (toward later MLT) by 30°. The 1 erg cm\(^{-2}\) s\(^{-1}\) contour for this modified pattern is shown in Figures 7a and 7b superimposed upon the greater than 1 erg cm\(^{-2}\) s\(^{-1}\) portions of the NOAA 6 passes. This pattern was adopted for the entire simulation, so that the effects of the substorm enhancements are not taken into account.

Precipitation data obtained by the Chatanika radar were also examined. The radar's latitudinal range was limited and, hence, it was difficult to determine the exact location of the auroral oval from the radar observations alone. However, the radar data were consistent with the NOAA 6 observations whenever direct comparisons could be made.

The adopted precipitation model was based upon the Kp 4 pattern given by Spiro et al. [1982]. This pattern was modified so that the 1 erg cm\(^{-2}\) s\(^{-1}\) contour better reproduced the average boundary locations shown by the NOAA 6 observations. This modification involved displacing the original Spiro et al. pattern by 2.5° along the meridian toward 0600 MLT followed by a rotation counterclockwise (toward later MLT) by 30°. The 1 erg cm\(^{-2}\) s\(^{-1}\) contour for this modified pattern is shown in Figures 7a and 7b superimposed upon the greater than 1 erg cm\(^{-2}\) s\(^{-1}\) portions of the NOAA 6 passes. This pattern was adopted for the entire simulation, so that the effects of the substorm enhancements are not taken into account.

Precipitation data obtained by the Chatanika radar were also examined. The radar's latitudinal range was limited and, hence, it was difficult to determine the exact location of the auroral oval from the radar observations alone. However, the radar data were consistent with the NOAA 6 observations whenever direct comparisons could be made.

The adopted precipitation model was based upon the Kp 4 pattern given by Spiro et al. [1982]. This pattern was modified so that the 1 erg cm\(^{-2}\) s\(^{-1}\) contour better reproduced the average boundary locations shown by the NOAA 6 observations. This modification involved displacing the original Spiro et al. pattern by 2.5° along the meridian toward 0600 MLT followed by a rotation counterclockwise (toward later MLT) by 30°. The 1 erg cm\(^{-2}\) s\(^{-1}\) contour for this modified pattern is shown in Figures 7a and 7b superimposed upon the greater than 1 erg cm\(^{-2}\) s\(^{-1}\) portions of the NOAA 6 passes. This pattern was adopted for the entire simulation, so that the effects of the substorm enhancements are not taken into account.

Precipitation data obtained by the Chatanika radar were also examined. The radar's latitudinal range was limited and, hence, it was difficult to determine the exact location of the auroral oval from the radar observations alone. However, the radar data were consistent with the NOAA 6 observations whenever direct comparisons could be made.

The adopted precipitation model was based upon the Kp 4 pattern given by Spiro et al. [1982]. This pattern was modified so that the 1 erg cm\(^{-2}\) s\(^{-1}\) contour better reproduced the average boundary locations shown by the NOAA 6 observations. This modification involved displacing the original Spiro et al. pattern by 2.5° along the meridian toward 0600 MLT followed by a rotation counterclockwise (toward later MLT) by 30°. The 1 erg cm\(^{-2}\) s\(^{-1}\) contour for this modified pattern is shown in Figures 7a and 7b superimposed upon the greater than 1 erg cm\(^{-2}\) s\(^{-1}\) portions of the NOAA 6 passes. This pattern was adopted for the entire simulation, so that the effects of the substorm enhancements are not taken into account.

Precipitation data obtained by the Chatanika radar were also examined. The radar's latitudinal range was limited and, hence, it was difficult to determine the exact location of the auroral oval from the radar observations alone. However, the radar data were consistent with the NOAA 6 observations whenever direct comparisons could be made.

The adopted precipitation model was based upon the Kp 4 pattern given by Spiro et al. [1982]. This pattern was modified so that the 1 erg cm\(^{-2}\) s\(^{-1}\) contour better reproduced the average boundary locations shown by the NOAA 6 observations. This modification involved displacing the original Spiro et al. pattern by 2.5° along the meridian toward 0600 MLT followed by a rotation counterclockwise (toward later MLT) by 30°. The 1 erg cm\(^{-2}\) s\(^{-1}\) contour for this modified pattern is shown in Figures 7a and 7b superimposed upon the greater than 1 erg cm\(^{-2}\) s\(^{-1}\) portions of the NOAA 6 passes. This pattern was adopted for the entire simulation, so that the effects of the substorm enhancements are not taken into account.

Precipitation data obtained by the Chatanika radar were also examined. The radar's latitudinal range was limited and, hence, it was difficult to determine the exact location of the auroral oval from the radar observations alone. However, the radar data were consistent with the NOAA 6 observations whenever direct comparisons could be made.
Thus, the effect of the auroral oval is seen as the circular feature demarcating the auroral oval and the region between the various input parameters needed by our model. It is well known that several of the input parameters are strongly coupled to the electric field via ion drag. Also, a correlation has been noted between the location of the high-latitude boundary of the auroral oval and the region demarcating predominantly antisunward flow in the polar cap from east-west convection outside of the polar cap (see Figure 2). In quantifying the input parameters, this correlation and the strong coupling between input parameters were not "directly" taken into account. We simply fit data measured during the time period of this study to empirical models. Although, at first thought, this may seem to be an oversight, any correlation that exists between the various input parameters will be reflected in the measurements of these parameters and hence will be incorporated in the empirical models.

Another point concerning self-consistency is that the electron densities calculated by our model are coupled to the input parameters. For example, the convection electric field (an input) depends on the conductivity of the ionosphere, which in turn depends on the ionospheric density. This coupling is not "explicitly" taken into account, and hence, our model is not entirely self-consistent in that only a portion of the magnetospheric-ionosphere-thermosphere system is solved. The alternative to solving the entire system simultaneously, taking into account the coupling between the various parts of the system in a self-consistent manner, is to treat the influence of the magnetosphere and the thermosphere on the ionosphere as known inputs, as we have done. If the magnetospheric and thermospheric "input" parameters are measured simultaneously with the ionospheric "output" parameters, the self-consistency of the entire system will be assured.

3.4. Electron Temperature

Another of the input parameters for the high-latitude model is the electron temperature. The ion temperatures are calculated [see Schunk and Sojka, 1982a], but presently the electron temperature is not and must be input to the model. Therefore, the diurnal variation in electron temperature, as measured by Millstone Hill (at 50° dipole latitude) and Chatanika (at 65° dipole latitude), was obtained for the days under consideration and is plotted in Figures 8a and 8b. This is to be compared with the electron temperature profiles used in our model, which are shown in Figure 8c.

Although only three model temperature profiles are shown in Figure 8c, the actual electron temperature is varied smoothly from the nighttime to daytime values in regions where the solar zenith angle falls between 70° and 110°. This can be seen in Figure 9 where contours of electron temperature are plotted at a constant altitude of 350 km, at a universal time of 0500 hours. The transition to the oval temperature occurs whenever the precipitating electron energy flux exceeds 0.1 erg cm⁻² s⁻¹. Thus, the effect of the auroral oval is seen as the circular feature between roughly 60° and 70° in the figure. Note that the measurements by Chatanika of the electron temperature were made at 65° and, thus, were taken mostly within the location of our auroral oval. This would lead to the prediction that Chatanika should see little variation in electron temperature as a function of local time, exactly as is shown in Figure 8b.

3.5. Self-Consistency of Input Parameters

A few comments should be made concerning the coupling between the various input parameters needed by our model. It is well known that several of the input parameters are strongly coupled. For example, the F region electron temperature is coupled to soft precipitation, and the high-latitude neutral wind is coupled to the electric field via ion drag. Also, a correlation has been noted between the location of the high-latitude boundary of the auroral oval and the region demarcating predominantly antisunward flow in the polar cap from east-west convection outside of the polar cap (see Figure 2). In quantifying the input parameters, this correlation and the strong coupling between input parameters were not "directly" taken into account. We simply fit data measured during the time period of this study to empirical models. Although, at first thought, this may seem to be an oversight, any correlation that exists between the various input parameters will be reflected in the measurements of these parameters and hence will be incorporated in the empirical models.

Another point concerning self-consistency is that the electron densities calculated by our model are coupled to the input parameters. For example, the convection electric field (an input) depends on the conductivity of the ionosphere, which in turn depends on the ionospheric density. This coupling is not "explicitly" taken into account, and hence, our model is not entirely self-consistent in that only a portion of the magnetosphere-ionosphere-thermosphere system is solved. The alternative to solving the entire system simultaneously, taking into account the coupling between the various parts of the system in a self-consistent manner, is to treat the influence of the magnetosphere and the thermosphere on the ionosphere as known inputs, as we have done. If the magnetospheric and thermospheric "input" parameters are measured simultaneously with the ionospheric "output" parameters, the self-consistency of the entire system will be assured.

4. COMPARISON OF MODEL CALCULATIONS AND RADAR OBSERVATIONS

4.1. High-Latitude Density Distributions

The high-latitude model was run with the inputs given in the previous section. The model predicts the density of several ion species as a function of altitude as well as latitude, longitude, and universal time. In this section, the model predictions of electron density are compared with data obtained from the Millstone Hill and Chatanika radars.

There are several ways to present the data obtained by the high-latitude model. One way is to plot the data at a given altitude and at a given universal time. However, since the radars are able to measure only a portion of ionosphere at a given time, they are not able to provide a "snapshot" of the ionosphere. Thus, we mimic this limitation by sampling the data base created by the model in the same way that the radars measure the ionosphere, sampling the data base from a fixed spatial position, with full longitudinal coverage obtained in any given 24-hour period. This allows us to directly compare the results of the model with the data obtained by the radars. This is done for Millstone Hill in Plate 1 and for Chatanika in Plate 2 at an altitude of 350 km. The data displayed in the left panel in these two plates are the radar data, while the data displayed in the right panel are the model predictions. (Plates 1 and 2 can be found in the separate color section in this issue.)

The model and Millstone both show a fairly uniform electron density of about 5.7 (log scale) from 1100 to 1900 MLT. The spot of apparently high electron density near 1300 MLT in the left panel is due to a satellite echo. Similarities are noted in the evening sector as well. Millstone Hill measured a sharp decrease in electron density extending poleward of 65° near 1900 hours. This decrease in density expands equatorward with increasing local time. In the model, a corresponding decrease beginning at
about 1800 hours marks the convection reversal between plasma flowing eastward (high-density region) and plasma flowing westward (low-density region).

The convection of the plasma can be seen to be an important process in determining ionospheric densities by comparing the different convection regions (constant in time) shown in Figure 4 with the plasma densities predicted by the model in Plate 1. The trough feature mentioned above is poleward of trajectory 2 (see Figure 4), where the plasma is nearly stagnant. Also note that trajectory 2 moves equatorward with increasing local time, just as the trough does. This region of decreased density is created by plasma being driven downward as it crosses the polar cap (see Figures 4 and 5), followed by convection westward, rather than a decrease in solar EUV since the furthermost antisunward extent of trajectory 4 is just above the terminator. Foster [1984] has also noted the strong correlation between plasma convection and ionospheric-density features.

In most of the predawn sector (Plate 1) the model and Millstone Hill data show fairly good agreement. There is a region of low density between 2400 and 0400 hours in MLT and centered in dipole latitude about 60ø in both the model and the Millstone Hill data. This trough is principally caused by the effects of vertical drifts. The plasma following trajectory 5 (see Figure 4) goes through the middle of the region of strongest downward drift (see Figure 5); yet it does not travel far enough equatorward after leaving the polar cap to be lifted much by the neutral wind (see Figure 6). The plasma equatorward (at 2400 hours) of trajectory 5 is lifted by the neutral wind and, hence, has a higher density; the plasma poleward of trajectory 5 (trajectory 6) enters the auroral oval and, hence, has a higher density. Thus, the deepest portion of the trough is centered around trajectory 5. Although there are many other processes affecting ionospheric density included in the model (notably effects due to changes in the temperature of the electrons and the ions) the formation of this particular trough is primarily understood in terms of the vertical motion of the plasma.

The plasma density is seen to increase in both the model and Millstone Hill data equatorward of 60ø. This points out the fact that vertical motion can in some situations compete with solar maintenance processes since the plasma equatorward of 60ø spends a longer period of time in darkness than plasma at the center of the trough (the terminator is located at about 78ø dipole latitude near magnetic midnight). In the model, this increase is principally caused by a greater lifting of the plasma by meridional winds (see Figure 6).

In the dawn sector, the data in both panels show an increase in density to a fairly uniform value as the plasma moves into sunlight, although this happens more quickly in the model. Poleward of 65ø latitude, much of this early increase happens because of the increased ionization due to auroral precipitation; however, equatorward of 65ø this is not the reason.

The model and Chatanika both show (Plate 2) a fairly uniform electron density of about 5 x 10⁵ from 1100 to 1800 LT, although again as in Plate 1, predictions from the model peak earlier in time than do the radar data. Again, there is an evening trough which develops near 1700 MLT poleward of 65ø latitude and extends further equatorward with increasing local time. The location of the terminator is at 66ø near magnetic midnight, so most of the ionosphere displayed in Plate 2 is in at least partial sunlight.

In the postmidnight sector, the Chatanika data possibly show the effects of auroral precipitation, although the increased density within the auroral oval is more noticeable in the model predictions in the right-hand side of Plate 2. Again, the predicted densities within the oval are too high and occupy too narrow a band in latitude.

Two features in the Chatanika data are difficult to explain with the model we are using. These two features are the comparatively low-density regions between 0600 and 0800 MLT poleward of 66ø and at about 2000 MLT equatorward of 65ø. They appear to be anomalous in that they are surrounded on either side in longitude by regions of relatively higher density. This makes it difficult to explain in terms of plasma convection. However, strong convection at these times could lead to ion heating, which in turn would lead to a decrease in plasma density. In support of this hypothesis, it is noted that these regions correspond to times of substorm activity (starting at 0430 and 1600 UT on June 27) [de la Beaujardiere et al., 1983]. Substorm conditions are evident by the increased convection velocities in Figure 1a during these two times.

A comparison of the left-hand sides of Plates 1 and 2 shows the presence of a distinct trough in the Millstone Hill data but not in the Chatanika data. Although the Chatanika data extend equatorward to only 60ø, the Chatanika radar should have still measured the poleward edge of the trough had it been there at the time the radar was probing that part of the ionosphere. By just comparing the two radar measurements, it is difficult to ascertain whether the absence of the trough in the Chatanika data is due to a universal time effect associated with the motion of the terminator, or whether it is due to changing magnetospheric conditions. However, since the same trend is predicted by the model, which contained fixed magnetospheric inputs, it is concluded that this is a UT-terminator effect.

In Plate 3 a similar comparison is made of Chatanika data with model predictions at an altitude of 278 km. (Plate 3 can be found in the separate color section in this issue.) The same features are evident in Plate 3 as are in Plate 2, including the two regions of low density occurring during substorms. This makes it doubtful that the two low-density regions are caused by a downward drift of the plasma, since a downward drift would tend to increase the densities below the F₁ peak rather than to decrease them.

Again, the modeled auroral oval leads to excessively high ionospheric densities in the model predictions. At this altitude the effects of plasma convection are weaker than at higher altitudes, and chemical reactions dominate. Apparently, we have overestimated auroral precipitation in the model. It is not clear why this is so, as the auroral oval was carefully matched with data from the NOAA 6 satellite. Since the auroral precipitation was highly variable, we could have overestimated precipitation by fitting the auroral oval to the peaks in the NOAA 6 measurements rather than to the average value. Or, if the actual precipitation spectrum was harder than the spectrum for which the model was calibrated, the ionization would be created lower in altitude and would have a less noticeable effect at F region heights.
4.2. Corotating Millstone Hill Density Profiles

The trajectory of a corotating ionospheric flux tube was followed throughout an entire day. The total ion densities are shown in Figure 10 at three different altitudes. The lines represent model predictions. Universal time is plotted on the bottom axis and magnetic local time on the top axis. Data were selected at a magnetic latitude of 50° (±2°), at three different altitudes: 235 km, 372 km, and 477 km (± 5 km).

Fig. 10. A comparison of the diurnal variation in electron density measured by the Millstone Hill radar and the variation predicted by the model. The squares represent data obtained by the radar, and the line represents model predictions. Universal time is plotted on the bottom axis and magnetic local time on the top axis. Data were selected at a magnetic latitude of 50° (± 2°), at three different altitudes: 235 km, 372 km, and 477 km (± 5 km).

4.3. Local Chatanika Density Profiles

One possible reason for the model values being systematically lower than the observed densities at lower altitudes is that the radar measurements are convolved over an extended range along the radar line of sight (48 km for Chatanika and 300 km for Millstone Hill). Thus, when the plasma density is increasing rapidly with altitude, as it is below the F2 peak, the radars will tend to underestimate the density at a given altitude. This is especially critical at night, when the scale height below the F2 peak decreases. As this is exactly the trend noted in Figure 10, this explanation appears to be a likely reason for the discrepancy.

Another possible reason for the discrepancy is that substorms could have substantially altered the neutral atmosphere from the mass spectrometer/incoherent scatter (MSIS) model atmosphere. This would have affected the model predictions as well, as the plasma is dominated by chemical reactions below the F2 peak.

5. ADDITIONAL MODEL COVERAGE

The format used in presenting the data in Plates 1 and 2 is somewhat misleading in that it implies full longitudinal coverage by the radars. In a way the radars do provide full longitudinal coverage, but only once in any given 24-hour period. This limitation makes it difficult to distinguish between temporal effects due to substorms and persistent features at a given longitudinal location. Another limitation of the radar coverage in this study is that the field of view of the radars covers only a limited latitudinal band and does not allow the polar cap to be studied. However, these limitations can, in a sense, be overcome by judicious use of the high-latitude model. Through use of the radars and from data obtained from other sources, the inputs to the model can be established and verified, as has been done in the previous two sections. Then, the model results can be examined in reference frames unavailable to the radars. This is done in this section.

Electron densities predicted by the model are displayed in
Plate 5 at three different altitudes: 250, 350, and 785 km. (Plate 5 can be found in the separate color section in this issue.) The densities are shown at two distinct universal times of 0500 and 1700 hours at each respective altitude. In the middle left panel the same plasma trajectories plotted in Figure 4 are superimposed on the density plot. Notice how well the various regions of ionospheric density correlate with the differing regions of convection. For instance, the "tongue of ionization" within the polar cap is confined to the region of antisunward flow, while the two arms of low density on either side of the tongue of ionization lie within the region of sunward flow of the dawn and dusk convection cells. These two low-density regions extend sunward to nearly 1200 in the postnoon sector and to 0900 in the prenoon sector. Latitudinally, these low-density arms are located poleward of 70ø on the dayside, and hence, are just outside of the radar's field of view, as can be seen in a comparison of Plates 1, 2, 3, and 5. However, substorms might temporarily move these cells equatorward, moving the regions of low density into the radar's field of view. This is a possible explanation for the two regions of "anomalously" low density mentioned in conjunction with Plates 2 and 3 in section 4.1.

The middle panel of Plate 5 can be compared with Plates 1 and 2, which contain densities sampled at the same altitude, at a fixed location over a 24-hour period. Not surprisingly, similar features are evident in Plates 1 (right panel) and 5 (middle left panel), since Millstone Hill was near magnetic midnight at 0500 UT. Thus the nighttime features are similar, and the daytime features are similar as well since most of the polar ionosphere is sunlit on June 27. However, note the distinct differences between the two middle panels of Plate 5, primarily due to a change in the location of the terminator (UT effect).

The effect of the movement of the terminator in the MLT reference frame can be clearly seen by comparing the lower left and lower right panels in Plate 5. The movement of the terminator (in the magnetic reference frame) causes a distinct dependence of the ionosphere on universal time. The terminator lies along the line separating the region of densities below $7 \times 10^4$ in the lower right panel. Notice, in the right-hand panels of Plate 5, how the line of decreased densities near the terminator appears to twist, increasingly eastward, with increasing altitude. This takes place because the time scale for the decay of plasma density is much greater at higher altitudes, and hence, the high densities produced in sunlight are convected further eastward before decaying in darkness. The upper two panels also show more clearly the effects of the convection pattern, as evidenced by the two-cell nature of the density patterns at high altitudes. In contrast, at 250 km, photochemical time constants are short, and the plasma density is correlated more closely with solar radiation than it is with the plasma convection pattern.

6. Summary and Conclusions

The MITHRAS data set provides the opportunity to check the validity of many of the assumptions that enter into our high-latitude ionospheric model. For instance, the extended coverage of multiple radars is especially important because, at a given UT, it provides information separated in local time. Thus, not only can the required inputs to the model be more accurately ascertained, but such phenomena as the UT dependence of the ionosphere can be noted and checked. We view an interaction and dialog between those modeling the ionosphere and those making measurements of the ionosphere to be extremely important. From a modeler's point of view, the radar data are necessary to check the basic assumptions of the model. But a model of the ionosphere is equally important to those making measurements, as it provides a paradigm against which to interpret the mass of data collected and to plan for future experiments.

In this work we have made an effort to provide reliable inputs to the model by carefully matching statistical models of the required input parameters with data obtained from three different radar sites and from the NOAA 6 satellite. This is the first study where this has been done with our high-latitude model. Other studies, for instance Sofka et al. [1983], were parametric studies where the model inputs were varied over a range of values.

The four main inputs to the model are the convection electric field, the thermospheric wind, the auroral-electron energy flux, and the electron temperature distribution. Of the four inputs, the convection electric field was covered the best, since simultaneous data from three radar sites were available for this study. With modifications, the Volland [1978] statistical model provided a quantitative description of the convection electric field that agreed substantially with all three radar sites. It is notable that all three radars measured approximately the same convection pattern, including a westward rotation of 1.75 hours from midnight of the region where the electric field reversal occurs. The only apparent discrepancies between the statistical model and the radar measurements were at times of substorm activity. The excellent agreement between the modified Volland model and the three radars suggests that the radar measurements of the convection electric field are describable by a statistical model. Although this statement may at first appear obvious, it is not at all certain that a statistical representation (obtained from data gathered over months of time) can adequately represent conditions pertaining at a given time.

Likewise, adequate information concerning the electron temperature in the high-latitude ionosphere was available from the Chatanika and Millstone Hill radars. However, data pertaining to thermospheric winds were limited and had a relatively large degree of uncertainty associated with them. The ionosphere is sensitive to these winds; for instance, a difference of 60 m/s in the neutral wind can change dayside densities by 25% at the $F_2$ peak and above. In comparison, the wind data were uncertain by about 30 m/s in the daylight regions. On the nightside, where the wind data varied by as much as 100 m/s over a half-hour time period, the ionosphere is even more sensitive to thermospheric winds.

The measurements of auroral precipitation were also limited. The NOAA 6 satellite provided good coverage of dayside precipitation, but no coverage on the nightside in the northern hemisphere. Thus, NOAA 6 coverage of the nightside in the southern hemisphere was assumed to represent conditions in the northern hemisphere as well. The statistical model of Spiro et al. [1982] was modified to represent the measurements of the NOAA 6 satellite, but the spatial orientation of the model was uncertain by 2ø to 3ø in latitude and even more in longitude. Also, the data were highly variable in time and, hence, it is probably more appropriate to modify the statistical model to fit a temporal average of the data, rather than to fit the peak values as was done in this study. In contrast to the model of the convection electric field, it is uncertain whether a statistical model of auroral precipitation is adequate for modeling the high-latitude ionosphere—primarily because the precipitation is temporally variable and the ionosphere rapidly responds to these variations.
In spite of the somewhat limited input data, the densities predicted by the high-latitude model (section 4) are remarkably similar to those measured by the radars. The comparisons of data with predictions at 350 and 278 km were good in regions where sunlight dominates production, implying that estimates of winds, temperatures, neutral composition, reaction rates, etc., are reliable there. In regions of decreasing sunlight, the predicted and observed trough densities and locations were similar. Particularly notable is the conjunction between the location of the troughs and the convection pattern. Also, the formation of the mid-latitude trough had a distinct UT dependence which was evident in both the radar data and the model predictions.

The agreement in the diurnal variation of electron density is remarkable (especially at the two higher altitudes, Figure 10) at 50° magnetic latitude. However, a similar comparison at 65° (Plate 4) is not as good. In particular, it is apparent that the $h_mF_2$ variation is not well predicted. This might be due to several processes, including those associated with auroral precipitation, neutral winds, or the convection electric field. Without more precise input data, it is difficult to more fully understand the discrepancy in $h_mF_2$- The discrepancies could have been substantially decreased by varying the neutral wind within the limits of the uncertainties of the radar measurements, but the same could be said of many of the other input parameters. Other areas of disagreement were noted in the region of the auroral oval and at a portion of the times during which substorms occurred.

A point might be made about studies comparing model predictions with data such as this one. In a scientific sense, complete agreement between the model and measurement is somewhat a null result, because it implies that the topic is completely understood and nothing new is to be learned. Discrepancies between the model and data, on the other hand, imply that something is not well understood and that there is scientific benefit to be gained by further refinement of the model or in a reinterpretation of the data. In this light, the model appears to be complete in terms of large-scale ionospheric processes, such as solar production of ionization and the subsequent chemical reactions and transport—at least for summer seasonal conditions, moderate activity, and solar maximum—as the predicted densities are mostly within 25% of the measurements. There are areas of disagreement, such as within the auroral oval and during periods of substorm activity. However, further study, with more definitive inputs, is needed before the cause, or causes, of these differences can be ascertained.
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