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of the 0.050-m pipe modeled in this study is shown in Figure 21 and illustrates the
complex geometry of the tested pipes. The largest roughness elements were observed
to have a height of approximately 0.01-m. While the largest roughness elements clearly
dominate the surface profile of the aged pipe, Figure 21 also illustrates the wide range
in roughness element size. The following paragraphs outline the development of the
computational mesh and specify the boundary conditions.

Computational mesh. The complexity of the pipe surface necessitated using
triangular elements in meshing the wall boundaries. Figure 22 is a cutaway view of the
wall boundary mesh corresponding to the pipe section shown in Figure 21. Figure 23 is
a rendering of the pipe surface based on the mesh shown in Figure 21. A comparison of

Figures 21 through 23 demonstrates how well the boundary mesh matches the general

Figure 21: Photograph of the surface of the 0.050-m pipe
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Figure 22: Cutaway view of the wall boundary mesh of the 0.050-m pipe

form of the pipe surface as well as highlights the limitations of the surface mesh at
capturing the finest details of boundary variation. While the larger roughness elements
are described very well by the surface mesh, the resolution of the smaller roughness

elements ranges from partial to nonexistent depending on roughness element size.

Figure 23: Rendering of the 0.050-m pipe
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The meshing process was concluded with the creation of the volume mesh. The
volume mesh consisted of 12 layers of progressively thicker triangular prisms next to the
wall boundary, followed by two layers of pyramids which enabled the transition to the
hexahedral elements making up the bulk of the interior volume. The initial 12 layers of
triangular prisms facilitated resolution of the boundary layer. To this end, the height of
the first prism layer was 2.54x10°-m. This value was chosen in order to ensure an
average dimensionless wall distance of y* < 1 during flow simulation. The
dimensionless wall distance is defined as y* = (y - u;)/v where y is the distance to the

nearest wall, v is the kinematic viscosity, and u. is the shear velocity. The shear velocity

is defined as u; = \/T,,/p where T, is the wall shear stress and p is the fluid density.

Figure 24|shows a cross-section of the volume mesh used to model flow in the 0.050-m

pipe, illustrating the irregular nature of the pipe cross-section and the size gradation of
the wall bounding prismatic elements. The finished volume mesh consisted of 1.7x10°
cells.

Boundary conditions. Because experimentally measured velocity profiles were
not available, special care was taken in developing the inlet boundary conditions. A
portion of the digitized pipe surface immediately upstream of the section used for LES
was used to develop the inlet profile for the LES. The upstream section, with L/D =5,
was modeled using a two layer, realizable k — € turbulence model (Shih et al. 1995) and
streamwise periodic boundary conditions. After solving for the flow in the upstream

pipe, the velocity distribution at the pipe outlet was exported and used to define the
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Figure 24: Cross-section of the volume mesh

inlet velocity profile of the downstream LES section. In order to provide an unsteady
inlet profile, perturbations were added using the vortex method of Mathey et al. (2003).
Numerical method. The filtered Navier Stokes equations were solved using
version 12.0.16 of the general purpose CFD code FLUENT (Fluent 2009). Bounded
second-order central differencing was used to discretize the momentum term while
diffusive terms were discretized using second-order central differencing. Pressure-

velocity coupling was achieved using the fractional step method with non-iterative time
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advancement. A time step of 0.0025-s was employed, and the normalized residuals of

all discretized transport equations were reduced by 5 orders of magnitude for each time

step.
The filtered Navier Stokes equations for an incompressible fluid are presented as
ou; _
o 0 (19)
and
2 0m) + 2 (oma) = 2 (20U — 282y
at (pus) + ox; (puluj)  ox; (“ ax,-) dx; 9x; (20)

where p is the density, t is the time, u; (i = 1, 2, 3) is the filtered component of the
velocity, p is the dynamic viscosity, p is the pressure, and repeated indices indicate
summation; g;; is the stress tensor due to molecular viscosity and t;; is the subgrid-

scale stress defined by:

= ow | 9w\l _2 dug
%y = [ut (ax,- t 6xi>] s 8ij (21)

Tij = PUUj — PUY; (22)

The subgrid-scale stresses are a result of the filtering process and are unknown. The

subgrid-scale model employed the Boussinesq hypothesis (cf. Hinze 1975) giving:

. _
Tij = 3 Tkdij = —2UeSy; (23)
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0 i#j

where §;; is the Kronecker delta, i is the eddy viscosity (which is unknown and must be

supplied by the subgrid-scale model), and §ij is the rate-of-strain tensor for the resolved

scale defined as

S

1 (0u; a_ﬁ]
) 2 (éixj + 6xl-) (25)

The subgrid scale model used in this study was developed by Germano et al. (1991) with
subsequent refinement by Lilly (1992) and is commonly referred to as the dynamic
Smagorinsky model. The basic assumption of the dynamic Smagorinsky model is that
the small scales are in equilibrium so that energy production and dissipation are in

balance. This assumption leads to the following expression for the eddy-viscosity:

ue = pL2|S| (26)
where |S| = 2§ij§ij and Ly is the is the mixing length for subgrid-scales calculated as
Ls = min(xd, C;VY/3) (27)

where K is the von Karman constant, d is the distance to the closest wall, C; is the
Smagorinsky constant, and V is the volume of the computational cell. A test filter

operation is performed giving resolved turbulent stresses, L;;, as
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pLij = puw, — pugu; = Ty — Ty (28)

where the — represents the grid filtered values and the = represents the test filtered

results. The model constant C; is then defined as

1 LijjM;j

C; =—
S 2 oM. .
20% MMy;

(29)

where

ZZ

j = B s == (30)
Af|S|Sij—|S|Sij

and Ay is the filter width defined as Ay = V1/3. The subgrid-scale stresses computed

dynamically in this manner are zero for laminar flow and asymptotically tend to zero in

the near wall region. However, the coefficient field obtained using Equations 29 and 30

is highly variable with a significant percentage of negative values. Because this behavior

can contribute to numerical instabilities, values of C; are clipped so that 0 < C; < 0.23.

Results
Bulk Reynolds number was calculated as Re = Uy * L./V where Uy

represents the bulk (mean) velocity and L, the characteristic length. The characteristic

length was defined as L, = /(4 - ¥/L) - m where ¥ represents the volume of the
solution domain and L represents the pipe length. Based on this definition the

characteristic length represents the diameter of a circular pipe having the same volume
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and length as the aged pipe. In this work, the characteristic length of the aged pipe was
found to be 0.0507-m. The mean velocity was specified as 0.213-m/s with a kinematic
viscosity of 1.59%x10°-m/s?, resulting in Re = 6800.

During the solution process, mesh independence was assessed by first
computing the results using a base-level mesh with approximately 1.7x10° cells, and
then performing two separate mesh adaptations. In the first adaptation, the 3 cell
layers adjacent to the wall boundary of the base-level mesh were refined to produce a
mesh with approximately 3.6x10° cells. For the second adaptation, the cells with the
largest root-mean-squared velocity fluctuations were refined to give a final mesh of
4.3x10° cells. Flow was then computed using each of the refined meshes, and the
results were compared to the values obtained from the base-level mesh using drop in
total pressure as the basis for comparison. The drop in total pressure computed using
the base-level mesh was 12.4-Pa. The first refined mesh computed a drop of 12.8-Pa
while the second computed a drop of 12.3-Pa, differences of approximately 3% and <1%
from the base-level mesh, respectively.

Power spectral density is proportional to wavenumber raised to the -5/3 power
(E o< k™5/3) throughout the inertial range (Kolmogorov 1941). In order to validate the
LES, plots of the power spectral density were created. Time series data of the
instantaneous x-component of velocity was recorded at three points within the solution
domain for approximately 11 through-flow times (TFT) where the through-flow time is

defined as TFT = L /Uy, The three points were located at the centroid of the pipe
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cross section, halfway between the centroid and the pipe wall (r/R~0.5), and near the

pipe wall (r/R~0.95). Fourier analysis was used to obtain plots of power spectral

density versus wavenumber from the times series data.

Figure 25

is a log-log plot of the

power spectral density at the centroid of the pipe cross-section and includes a central

weighted moving average of the power spectral density data points. For comparison, a

line with a slope of -5/3 is shown. The linear portion of the plot of power spectral

density is very close to theoretical value. In addition, the spectral plots obtained from

the monitoring points at r/R~0.5 and r/R~0.95 were similar.

The ability of LES to reproduced laboratory results was evaluated in terms of the

Darcy-Weisbach friction factor. The laboratory results gave a friction factor of 0.113

while the LES results gave a friction factor of 0.090. While the LES results represent a
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Figure 25: Power spectral density at the centroid of the cross-section
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20% deviation as compared to the laboratory data, results with similar accuracy may be
satisfactory for many applications. Several possible explanations exist for the
underprediction of the friction factor. The most prominent are: the section modeled
using LES was too short to be representative of the much longer laboratory test section,
the inability to resolve the smallest scale roughness elements, and possible deficiencies
in the subgrid-scale model for describing complex flows. Each of these possibilities will
be addressed in the following paragraphs.

As noted, the length of the pipe used in the LES was limited to L/D = 6. In
contrast, the length of the laboratory tested pipe section was L/D = 56. Because of
the irregular nature of the roughness in the aged pipe, it is worthwhile to consider
whether the pipe section used for the LES was representative of the laboratory tested
section. To facilitate comparison, the k — & — v2 — f model of Lien and Durbin (1996)
was employed to compute flow through the same aged pipe as modeled using LES but
with a length of L/D = 22. The mesh utilized for k — ¢ — v? — f modeling consisted of
4x10° mixed cells. Similarly to the LES, the boundary layer was resolved using prismatic
elements; however, for the k — £ — v? — f model the bulk of the interior volume was
meshed using tetrahedral elements. Furthermore, the approach in developing
boundary conditions for the k — £ — v? — f model was comparable to the approach
outlined previously for the LES. With the mesh and boundary conditions defined in this
manner, the k — ¢ — v? — f model was very accurate at reproducing the laboratory

calculated friction factors, giving a friction factor of 0.115 (a 2% increase over laboratory
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results). However, if only the L/D = 6 section utilized in performing the LES is
considered, the k — € — v? — f model produces a friction factor of 0.131, suggesting

that the shorter pipe section modeled using LES is actually rougher than the average

roughness of the longer pipe section that was tested in the laboratory. |Figure 26|is a

plot of the total pressure drop versus axial pipe position for the L /D = 6 section using
LES and the k — £ — v? — f turbulence model. Total pressure drop within the pipes

does not occur at a constant rate, but rather varies depending on location within the

pipe. However,|Figure 26[illustrates that the variation is relatively small when compared

to the total drop over the modeled length of pipe. For these reasons the short length of
the modeled section is not believed to be a primary cause of the underprediction of the

friction factor by LES.
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The Moody diagram (Moody 1944) will be used in order to consider the potential
effects of the roughness elements that were too small to be resolved by the surface
mesh. The Moody Diagram shows the Darcy Weisbach friction factor for a smooth pipe
at Re = 6800 to be 0.034. Therefore, a smooth pipe with the same pipe diameter,
length, and flow conditions as utilized in the LES will have pressure drop of 4.75-Pa. In
contrast, a pipe with a roughness height of 1-mm (a general value for rusted cast iron
pipe before the onset of significant tuberculation) would have a Darcy-Weisbach friction
factor of 0.054 resulting in a pressure drop of 7.51-Pa, increases of 0.02 in friction factor
and 2.76-Pa in pressure loss over the smooth pipe. The difference in pressure drop
between a smooth pipe and a pipe with a 1-mm roughness height is very close to the
magnitude of the underprediction of the LES. Nonetheless, it should be noted that the
roughness values from this simplified analysis should not be expected to be additive
with the LES results, but rather the relationship is much more complex. Instead, this
analysis demonstrates that errors associated with roughness element filtering are of the
proper order of magnitude to explain the underprediction of the LES.

The final source of potential error that will be discussed is deficiency in the
subgrid-scale model formulation. The dynamic Smagorinsky model (Lilly 1992) has been
used extensively since its development; nonetheless, as noted previously, Equations 29
and 30 produce highly variable coefficient fields and require clipping or damping in
order to maintain model stability. Several researchers (cf. Ghosal et al. 1995; Meneveau

et al. 1996; Vreman 2004) have recognized that the highly variable coefficient field with
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the associated clipping and damping functions limit the applicability of the dynamic

Smagorinsky model to complex flows. As the flow in this study is three-dimensionally

complex, it is reasonable to suppose that a more advanced sub-grid scale model may

improve results.

In order to present the flow characteristics calculated by LES, contour plots have

been included.

Figure 27

is a plot of the mean velocity magnitude normalized by the

bulk velocity. The effects of the irregular boundary are clearly visible as the contours

are highly distorted. Still, the overall profile is in line with expectations for a turbulent

velocity profile; the velocity gradient is high near the wall boundary and relatively low

throughout the core flow region. Figures 28 and 29 are radial and longitudinal plots of

Figure 27: Mean velocity magnitude normalized by bulk velocity. contours — min =0,
max = 1.20, interval = 0.1
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Figure 28: Root mean square velocity fluctuations normalized by bulk velocity. contours
—min =0, max = 0.30, interval = 0.03

0.000

Figure 29: Longitudinal plot of root mean square velocity fluctuations normalized by
bulk velocity. contours —min = 0, max = 0.3, interval = 0.03
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the root mean square velocity fluctuations normalized by the bulk velocity. The largest
velocity fluctuations occur at a small distance from the pipe wall. The radial plot
demonstrates how the locations of the maxima are irregularly spaced around the
exterior of the pipe. Similarly, the longitudinal plot illustrates the variation in the
streamwise direction. All of the plots exhibit irregularity as a result of the three-

dimensional nature of the wall boundary.

Conclusion

LES can be a powerful aid in understanding the flow dynamics of aged pipes. The
ability of LES to describe turbulent fluctuations is particularly important in
understanding processes such as dissolved material transport, suspended particle
accretion and erosion, and fluid mixing, where turbulence plays a significant role.
Despite the utility of LES for describing flow, this is believed to be the first application to
aged pipes with three-dimensional, irregular boundaries. In this study LES produced
friction factors about 20% lower than experimentally measured values. Considering the
complexity of the modeled pipe, and the degree to which the pipe has changed, the LES
produced friction factor still represents a good estimate of the aged pipe friction, and
likely has sufficient accuracy for many applications. Nevertheless, the weaknesses of
LES as applied to aged pipes are highlighted in this analysis. Three primary areas of
concern were identified: the short length of the pipe section used in LES, the

unresolvable roughness elements, and the subgrid-scale model. Upon further review,
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the unresolvable roughness elements and the subgrid-scale model were identified to be
the most likely impediments to obtaining more accurate LES results.

Additional testing would help to determine more precisely the strengths and
weakness of LES as applied to the irregular boundaries of aged pipes. Testing additional
pipes of different sizes and multiple flow rates would help to better establish the
accuracy of LES in aged pipes. Increasing the length of test sections will help eliminate
bias that may occur as a result of testing short pipe sections. Similarly, performing LES
using multiple subgrid-scale models will help to validate which models perform the best

for complex flows.



CHAPTER VI

SUMMARY AND CONCLUSIONS

Summary

The general purpose of this research was to improve the accuracy of network
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distribution models. In order to achieve this goal, the following intermediate objectives

were identified:

1.

Evaluate the changes that occur in aged pipes with respect to hydraulic
roughness and flow area
Assess the capability of CFD for modeling the complex flow of pipes with
irregular three-dimensional boundaries
Evaluate how the changes in aged pipes found for Objectiveaffect the
hydraulics within a pipe network

a. Macro-scale (distribution wide)

b. Micro-scale (< 1-m)
Develop a method for predicting the effective diameter of a pipe based on its
roughness and original diameter
Determine the effects of aging on distribution system performance using a

simplified model of an existing network

Each of the study objectives has been addressed through the use of network and CFD

modeling.
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The development of accurate network models has become an important part of
understanding the operation of distribution systems. However, the changes that take
place in distribution systems greatly complicate network modeling. These changes can
largely be overcome through a process of careful calibration. The first step in improving
the calibration of network models of systems containing aged pipes is to obtain an
understanding of how pipes change with age. The preliminary laboratory testing
answered that question by evaluating the changes that occurred in the hydraulic
roughness and flow area of aged pipes (Objective. Next, the results from the
preliminary laboratory testing were used to develop a method for predicting the
effective diameter of a pipe based on its roughness and original diameter (Objectiveﬂ.
Application of these findings during the calibration of a sample network model

demonstrated the effects of aging on distribution hydraulics and overall system

performance (Objectives|3.a and.

CFD modeling, on the other hand, was used during this study to providing highly
detailed descriptions of flow through two aged pipe sections. During the course of this
study CFD has been found capable of modeling the complex flow that occurs in pipes
with irregular three-dimensional boundaries (Objective. Processes such as
disinfection byproduct formation and transport, suspended material transport, and flow
mixing have been identified as potential beneficiaries of the increased data obtainable
from CFD. While the CFD results from the current study have not been directly applied

to network modeling, the utility of CFD for describing complex flow has been
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demonstrated to be a useful tool for analyzing the hydraulics of aged pipes (Objective

3.b).

Conclusions and Recommendations

Contributions. Meeting the objectives for this study has resulted in several
noteworthy contributions with respect to network and CFD modeling. The specific
contribution can be listed as follows:
1. The effect of aging pipes on distribution hydraulics has been outlined with

respect to modeling correct water age

2. A method for correcting the diameters of aged pipes has been described
3. CFD has been used to compute flow in an aged pipe for the first time
a. RANS
b. LES
4. CFD has been demonstrated to be a useful method for describing flow over small

sections of three-dimensionally irregular pipes
The first two contributions were achieved by applying the laboratory results to in
performing network modeling, while the final two were addressed by the CFD modeling.
The following sections discuss the conclusions and recommendation for each type of
model within the context of the study contributions.

Network modeling. The roughness and diameter changes in eleven aged pipes
were measured. By utilizing the laboratory results to adjust the pipe diameters in a

network distribution model, errors in peak water age of 6.7 to 8.4% were observed as a
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consequence of disregarding the changes that occur in the diameter of aged pipes.
Meanwhile, errors of 7.2 to 10% were noted for minimum water age. While the
magnitude of these errors may not be large when considering the uncertainty that may
exist in a network distribution model, the errors are systematic in nature. Whenever
possible, systematic error should be minimized. The variable with the largest effect on
the water age at a location within the sample distribution network was the operational
status of the water tank: whether water was flowing into the tank, or out of the tank.
Reducing pipe diameter significantly changed the timing of the maxima and minima in
water age by reducing the overall travel time of water in the distribution system. It was
demonstrated that looping pipe structures within the network along with the associated
mixing that occurs at nodes can result in situations where the variation of water age as a
function of time is completely changed by reducing pipe diameters.

The method outlined for applying diameter corrections in calibrating distribution
networks is efficient. A modeler can first calibrate a network based on flow distribution
and headloss and then review whether diameter corrections are justifiable based on
pipe roughness. If diameter reductions are judged to be necessary, the corrections can
be instituted in a single step without changing the flow distribution or headloss in a
model; only the flow velocity is altered. Nevertheless, modelers should be cautious
whenever altering the physical attributes of distribution model components. Making a
change in the model that does not represent the physical reality of the network

introduces rather than eliminates error. Modelers should be especially wary of using



87
the data in this study for pipes that are outside of the size range of the pipes analyzed
for this study or for cases where the process causing increased roughness and diameter
reduction in the pipes is different than the iron corrosion noted in these pipes.

The pipe network example has demonstrated the utility of relating roughness to
d/D. In order to further strengthen the previously presented relationship between
roughness and d/D, more aged pipe roughness tests and volume tests are necessary.
Tests on larger pipes and pipes with different types of buildup would be especially
useful. Moreover, the most complete validation of the utility of adjusting aged pipe
diameters would be to develop a water distribution model using the specified diameter
reductions and compare model output to data obtained from field testing of the actual
distribution system.

CFD modeling. CFD modeling has the potential to improve the understanding of
many of the flow mechanics in aged pipes. Despite the widespread usage of aged pipes,
very few numerical studies have focused on pipes that have three-dimensional irregular
roughness. Obtaining accurate surface representations, meshing the computational
domain, and model convergence are all complicated by irregular boundary surfaces.
Nevertheless, CFD modeling can potentially offer much insight into the flow phenomena
that occur in aged pipes. Water quality modeling, in particular, has much to gain from
an improved understanding of the flow in rough pipes.

The v2 — f turbulence model was the most accurate of the three RANS models

at matching the headloss measured from the laboratory testing. Performance of the



88
v? — f model was best for the 0.050-m pipe at Re = 6700 where the Darcy-Weisbach
friction factor was over predicted by 5% as compared to laboratory data. Interestingly,
for every other flow scenario the friction factor was under predicted by the RANS
models. For the 0.025-m pipe at Re = 13,000, the v? — f turbulence model under
predicted the Darcy-Weisbach friction factor by about 14% while for the 0.050-m pipe at
Re = 31,000 the Darcy-Weisbach friction factor was under predicted by about 15%.
Because form drag was the dominant resistive force in the aged pipes, deficiencies in
calculating flow separation are a likely culprit for the near-universal under prediction of
friction factor. The inability of the boundary meshes to resolve the smallest variations
surface roughness may also play a more minor role in the under prediction of friction
factor.

The v% — f turbulence model was also more accurate than LES at predicting the
Darcy-Weisbach friction factor of the 0.050-m pipe as the LES under predicted the
friction factor by 20%. Despite the superiority of the v? — f model at predicting friction
factors, LES still has advantages in describing processes where turbulent fluctuations are
important. Perhaps the most likely source of error in the LES is the subgrid-scale
modeling. While the dynamic Smagorinsky subgrid-scale model (Germano et al. 1991;
Lilly 1992) used in this study has been widely used since its development, the flow
addressed in this work is highly complex and an improved subgrid-scale model may be

required to obtain better results.
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Despite current limitations, CFD modeling has been shown to be a powerful tool
in better understanding flow in aged, rough pipes. The current testing demonstrates
the importance of modelers being aware of the limitations of CFD in describing complex
flows at high Reynolds numbers. While imperfect, these tests indicate that CFD
modeling can be used successfully to model flow in aged pipes. Without CFD, it is very
difficult to obtain information on the turbulence parameters and velocity profiles of
aged pipes.

Several areas of the CFD modeling would benefit from further study. In the
current study only a handful of Reynolds numbers were considered. Further research
should evaluate the capabilities of CFD models over an expanded range of Reynolds
numbers with a specific emphasis on higher values. In addition, modeling larger pipes
would further expand the data set. The principal goal of the CFD modeling in this work
has been to evaluate the accuracy of CFD in modeling complex flows in aged pipes. The
next step is to use the CFD models in order to better understand the transport

processes, fluid mixing, etc. that occur in aged pipes.
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Figure 30: Plot of the Darcy-Weisbach friction factor versus Reynolds number with

confidence intervals



98

0.3

0.25

KETO

0.2

0.15

Hazen-Williams C

AN
=-1.8127x + 1.8076
y X 8 @ N

0.05

%

0.860 0.880 0.900 0.920 0.940 0.960 0.980 1.000 1.020

d/D

& 2.5fps 0 5.0fps A 7.5fps X 10fps ——Linear fit for d/D < 0.97

Figure 31: Plot of d/D versus Darcy-Weisbach friction factor



