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Fig. 3.17: Least Square Means table of the Split Plot ANOVA
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Micrographs of the Type 2 samples made using the optimum parameter set found in

the Split Plot experiment are shown in Figures 3.19, 3.20, and 3.21.

3.6 Discussion

In this study, an optimum combination of UC parameters was obtained at Normal

Force=1800 N, Welding Speed=11 mm/s (26 ipm), and Amplitude=27 µm, by evaluating

factors and levels in Table 3.5 independently from part-geometry induced e�ects. Even

though SS316L UC feasibility studies have been performed in the past [1], LWD has not

been the experimental response in any previous study of SS316L UC. Since other frictional-

related conditions in the UC process were not researched in this study, the optimum SS316L

UC parameter set identi�ed in this work is representative of only the frictional conditions

between the SS316L annealed foils and the sonotrode described above. If these frictional

conditions change signi�cantly, as it may be the case with a di�erent sonotrode size/material,

sonotrode wear over time, di�erent foil material/thickness and di�erent UC system, then

new optimum UC process parameters should be established. For this reason, this UC study

included speci�c sonotrode surface roughness data (Table 3.1) for reference.

Nonetheless, the present work independently veri�ed that bond formation during ultra-

sonic consolidation of SS316L annealed can be obtained consistently. Moreover, the Split

Plot ANOVA results provides evidence of the e�ect the factors/interactions shown in Table

3.5 have on SS316L annealed UC. For instance, both Interface Level and Position along

welding direction factors were not signi�cant for LWD values on Type 2 standard samples.

Additionally, although not part of the Split Plot ANOVA, Temperature is a signi�cant factor

in SS316L annealed UC processing because bonding was achieved far more consistently at

478 K (400 °F) than at 303 K (85 °F) over the same number of trials. Successful depositions

were obtained at all Welding Speed con�gurations tested and shown in Table 3.6. In simil-

itude with Al 3003 UC [10], Oscillation Amplitude was proven to be in�uential in SS316L

annealed UC. Indeed, it was observed that the LWD of Type 2 standard samples tends to

increase with higher Amplitudes, as reported previously in literature [1].

All in all, the experimental results presented as part of this work reveal some important
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standard samples with an estimated Least Square Mean LWD value of 95.89%. Although the

maximum LWD parameter set found may not be the global optimum for SS316L annealed

UC due to uninvestigated results with higher power UC machines, the LWD values obtained

using the optimum parameter set for SS316L annealed are comparable to the maximum

LWD values found for Al 3003 [11], and thus the optimum parameter set is very acceptable

for structural part fabrication.

3.8 Future Work

Further experiments at lower welding speeds than 11 mm/s (26 ipm) with other factor

levels �xed can provide additional information about the SS316L annealed UC process on

the UC system utilized in this study. Although Welding Speed can be set arbitrarily low,

this particular factor presents a clear trade-o� between LWD and part build time [11]. In

addition, studies involving interface microstructural analysis are necessary to explore SS316L

annealed crystallography in the interface region of ultrasonically consolidated layers.

Per consideration of the fact that maximum allowable settings for Normal force and

Amplitude were employed to obtain the optimum UC parameter set for SS316L annealed in

the available UC system, it is deemed that a more powerful UC system may enable further

evaluation of UC of SS316L annealed foils beyond the optimum parameter set obtained

in this study. Higher power UC systems could be employed to perform a more general

optimization experiment for SS316L annealed UC, and explore part-geometry induced e�ects

like overhanging, ribbed, or near-corner con�gurations, and height-to-width ratio limits.
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Chapter 4

Overall Conclusions

Ultrasonically consolidated structures with enhanced strength, rigidity, and sti�ness are

one signi�cant step towards the practical application of Ultrasonic Consolidation (UC) tech-

nology. This dissertation has investigated the e�ect of UC process parameters on Stainless

Steel 316L (SS316L) annealed foils based upon a Linear Welding Density (LWD) bench-

mark. Along this research e�ort, a new instrument for LWD estimation on ultrasonically

consolidated samples has been developed, and a Measuring System Analysis of LWD as-

sessment has been performed. The knowledge and understanding achieved in the current

study provides a clear understanding of the issues involved in the application of UC to the

fabrication of SS316L annealed structures.

4.1 MATLAB Script for LWD Estimation through Image Processing

The assessment of LWD is an important benchmark to characterize UC bond quality on

SS316L samples. In fact, certain properties of SS316L annealed ultrasonically consolidated

parts could only be speci�ed once UC bond quality is known. For instance, properties like

speci�c weight and Poisson's ratio of ultrasonically consolidated parts are a�ected by LWD.

The MATLAB script presented in this study o�ers a computer-assisted method for assessing

LWD. The method presented is based upon the application of image processing techniques

on a single metal to metal interface picture for LWD assessment, using a picture brightness

criteria. A step-by-step guide to the MATLAB script is included in the Appendix.

The experimental results presented show that the MATLAB script can e�ectively esti-

mate LWD on cross section micrographs. Results from the Measurement System Analysis

of Variance of LWD instruments performed indicate that: (1) The MATLAB script provides

the highest instrument resolution of all LWD measuring instruments. (2) The MATLAB
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script can accurately and reliably reproduce traditional Ruler-based methods based upon

the image �le and Region of Interest information. (3) The spread of LWD measurements

using the MATLAB script is less than the spread associated with the Ruler and GIMP

Measure Tool instruments, making the MATLAB script the most suitable as a standard

LWD measurement tool of the three instruments evaluated in this work. Measuring Sys-

tem ANOVA results also show the MATLABsc measurement system is e�cient in assessing

LWD. The average time per user per sample to take LWD measurements (in seconds) using

the MATLAB script is 46.36% less than that of the Ruler and 57.70% less than that of the

GIMP.

Although there are some limitations for the Image Processing approach used in the

MATLAB script routine, they are mostly related to the single horizontal interface conser-

vative analysis paradigm implemented and micrograph optical requirements. In order to

use the MATLAB script properly, high quality micrographs and level of sample preparation

(grinding and polishing) are required. In turn, it has been observed that aside poor sample

preparation and/or microscopy, the MATLAB script can estimate LWD on high contrast

cross section micrographs on a reproducible basis. Tested results show that grinding and

polishing of ultrasonically consolidated samples must be performed down to a grit size equal

or lower than 6.5 microns in average particle size.

That being said, it is worth mentioning that the MATLAB script can be used to perform

LWD measurements on micrographs including multiple interfaces, although at its current

stage, the procedure can only process one interface per run. It is important to set an adequate

magni�cation level for sample microscopy. For picture-wide interfaces, the recomended

magni�cation level range for de�ning the ROI to obtain a LWD estimate using the MATLAB

script is 50-100X. Based on several tests performed, some defects could not be clearly seen

inside the MATLAB �gure window with a microscopy magni�cation level lower than 50X,

without zoom. At the other end, picture-wide interfaces do not have enough interface

length for proper analysis when using microscopy magni�cation levels above 100X. For ROI

de�nitions that are not picture-wide, the zoom option available in the MATLAB script
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routine can be used with magni�cation levels above 100X and below 50X, and the practical

minimum/maximum magni�cation for microscopy will depend upon the speci�c application.

The MATLAB script procedure is designed to work with only one micrograph. Multiple

or combined image analysis using the MATLAB script is only indirectly possible at this

development point, by stitching together multiple side-by-side micrographs to make a single

micrograph of an horizontally oriented contiguous interface, for futher analysis.The latest

version of the MATLAB script can be downloaded from:

https://sites.google.com/site/lwdmatlabsc/

4.2 Maximum LWD UC Parameters for SS316L Annealed UC

The quality of an ultrasonically consolidated part is highly dependent on UC processing

parameters. From a research standpoint, the relevance of this research e�ort consists in a

systematic study of SS316L annealed UC based on the relation between UC parameters and

resulting LWD values on samples, independent from part geometry induced e�ects. There

are four machine-related processing parameters in an UC system: Oscilation Amplitude,

Welding Speed, Normal Force and Substrate Temperature. Besides these four machine-

related parameters, this research project included two additional factors to be considered,

which are the Position along the welding direction and the Interface Level. Speci�cally,

maximum LWD UC parameters for SS316L annealed parts using the available UC system

were identi�ed at: Normal Force=1800 N, Welding Speed=11 mm/s (26 ipm), and Ampli-

tude=27 µm, while Temperature was �xed at 478 K (400 °F). Furthermore, SS316L annealed

standard samples produced with the identi�ed optimum UC parameter set yielded nearly

96% of LWD.

This study has experimentally investigated the e�ects of processing parameters on UC

bond quality in SS316L annealed structures using a LWD criteria and has identi�ed opti-

mum levels for UC parameters. On the other hand, frictional-related conditions in the UC

process were not researched in this study. In consequence, the optimum SS316L UC param-

eter set identi�ed in this work is representative of a restricted range of frictional conditions

between the SS316L annealed foils and the sonotrode. If these frictional conditions change
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signi�cantly, as it may be the case with a di�erent sonotrode size/material, sonotrode wear

over time, di�erent foil material/thickness and di�erent UC system, then new optimum UC

process parameters should be established, and speci�c sonotrode surface roughness data

should be recorded for reference. Nonetheless, the present work independently veri�ed that

bond formation during ultrasonic consolidation of SS316L annealed can be obtained con-

sistently. Moreover, the Split Plot ANOVA results provide evidence of the e�ect the UC

parameter factors/interactions have on SS316L annealed UC. For instance, both Interface

Level and Position along welding direction factors were not related to LWD values on stan-

dard samples. In turn, although it was not part of the Split Plot ANOVA, Temperature

is a signi�cant factor in SS316L annealed UC process because bonding was achieved far

more consistently at 478 K (400 °F) than at 303 K (85 °F) over the same number of trials.

Successful depositions were obtained at Welding Speed of 11 mm/s (26 ipm), 14 mm/s (33

ipm), and 16.9 mm/s (40 ipm), but the complete process parameter window of Welding

speeds was not fully explored on the available UC system in this study.

All in all, the experimental results presented as part of this work reveal some impor-

tant trends for the SS316L annealed UC process. Experiment outcomes on ultrasonically

consolidated SS316L annealed parts indicated that only variations in Oscilation Amplitude,

Welding Speed, Normal Force and Substrate Temperature produce statistically signi�cant

variations in LWD values. Speci�cally, it was observed that higher values of Oscillation

Amplitude, Normal Force, and Substrate Temperature respectively resulted in higher LWD

values, whereas Welding Speed was found to a�ect LWD in the opposite manner: The higher

the Welding Speed, the smaller the LWD produced. Speci�cally, the optimum parameter

set obtained as part of the Split Plot ANOVA includes maximum settings for Normal Force

and Amplitude for the UC system utilized. This clearly suggests the acoustic energy nec-

essary for SS316L annealed UC is greater than that for Al 3003 UC, and indicates that a

more powerful UC system is needed to examine the full potential of SS316L annealed UC.

Even with the available UC system limitations, UC of SS316L annealed was con�rmed with

LWD values comparable to those found for Al 3003/6061 UC previously. Further machine
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improvements that enable larger Oscillation Amplitudes, higher Normal Forces, and higher

temperatures may enable UC of SS316L annealed foils with higher LWD values than the

one obtained for the optimum in this study.

4.3 Future Work

Regarding the MATLAB script, future work includes the need to improve the robustness

of the MATLAB script procedure for e�cient identi�cation of sample defects (voids, delam-

ination, inclusions) and LWD assessment. Also, an option for processing multiple interfaces

in one micrograph will be incorporated in order to provide an average LWD estimate for

all interfaces in a micrograph. However, it has been noted that a complete LWD measure-

ment standard would require additional work, including speci�c information about minimum

requirements for the optical system (used to acquire ultrasonically consolidated sample mi-

crographs), and weldment preparation in terms of preparation times, speci�c preparation

materials/equipment, and preparation methods in tandem with the ultrasonically consoli-

dated material used and the level of quality desired.

Future work related to SS316L annealed UC includes mechanical characterization and

mechanical properties testing for SS316L annealed ultrasonically consolidated samples. Per

consideration of the fact that maximum allowable settings for Normal force and Ampli-

tude were employed to obtain the optimum UC parameter set for SS316L annealed in the

available UC system, it is posited that a more powerful UC system may enable further eval-

uation of UC of SS316L annealed foils beyond the optimum parameter set obtained in this

study. In addition to this, further experiments at lower Welding Speeds than 11 mm/s (26

ipm) with other factor levels �xed can provide additional information about the SS316L an-

nealed UC process on the UC system utilized in this study. Higher power UC systems could

be employed to perform a more general optimization experiment for SS316L annealed UC,

and explore part-geometry induced e�ects like overhanging, ribbed, or near-corner con�gura-

tions, and height-to-width ratio limits. Moreover, studies involving interface microstructural

analysis are necessary to explore SS316L annealed crystallography in the interface region of

ultrasonically consolidated layers.
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Appendix

A.1 MATLAB Script Supplement

A.1.1 How to Obtain the MATLAB Script

The latest version of the MATLAB script is available for free under the terms contained

in the lwd.m script �le and can be downloaded from:

https://sites.google.com/site/lwdmatlabsc/

A.1.2 MATLAB Script User Guide

A MATLAB script, `lwd.m', was developed to assess LWD in cross section micrographs

of weldments. The method is based upon the use of a set of image processing techniques

that, when combined, provide a single metal to metal interface LWD assessment. The

MATLAB script takes for an input a rectangular region of the cross section micrograph, and

provided this region contains the interface of interest and meets standard metallography

quality criterias, the tool can provide an automatic estimation of the LWD present at the

interface. Either grayscale or color images can be processed, in both Bitmap (bmp) and

Tagged Image File (tif) formats. The most fundamental assumption of the MATLAB script

program is that darker areas in the micrograghs represent unbonded areas, and thus, it is

dependent upon the brightness of the visual target. On the other hand, in order to use the

MATLAB script for LWD assessment, the interface shown in the cross section micrograph

must be horizontally oriented, in focus, and the sample must be in not-etched, scratchless,

and as-polished conditions. An examination of these and other conditions that a�ect LWD

assessment using the MATLAB script are given in the Discussion section of this work.

The MATLAB script works in MATLAB version 7.0 (R14) or newer, with the Image

Processing Toolbox installed. The routine is executed inside the MATLAB command win-

dow, and prompts for an image �lename �rst. Figure A.1 shows an example of how an image
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Fig. A.1: File input example in MATLAB script

�le that has already been placed in the MATLAB working directory, namely `sample1.bmp',

is entered as input. Upon specifying this image �le (by entering the �lename including the

�le extension), the actual image is shown on screen as a �gure and the program waits for

the user's con�rmation on the image. In this regard, Ctrl+c will abort the operation and

any other standard keystroke will proceed with analysis.

Following this, the rectangular Region of Interest (ROI) needs to be de�ned by the user.

The Region of Interest is the smallest rectangular region, or subset of the original image, that

contains all relevant pixels depicting the interface of interest. In this manner, the Region

of Interest is a graphical representation of the interface in the form of a rectangle and its

contents. Furthermore, all image processing operations are performed on the Region of

Interest de�ned by the user. Figure A.2 illustrates the image, the target interlayer interface,

and a selected Region of Interest in the sample1.bmp image �le.

The Region of Interest is de�ned by the user, using either Visual Clicks, Matrix Coor-

dinates, or Relative Coordinates.

The Visual Clicks approach comprises two click-points so as to de�ne the Region of

Interest with the aid of a pointing device. These separate clicks specify the rectangle con-
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Fig. A.2: Image, Interlayer Interface, and Region of Interest illustrations

taining the Region of Interest, by de�ning two rectangle corners diagonally opposite. If

the interface extends all across the image, then clicks can be performed outside the image's

border but inside the MATLAB �gure window. In that way, the script program will adjust

the selection to meet the border or borders of the image accordingly. The Visual Clicks

approach is the default option. Figure A.4 illustrates the Visual Clicks approach, showing

the points where clicks could be performed to select a Region of Interest for the interface

shown.

The second option for de�ning the Region of Interest is Matrix Coordinates. Matrix

Coordinates are based upon the matrix representation of an image in MATLAB, called the

Fig. A.3: Options menu to de�ne the Region of Interest in the MATLAB script
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Fig. A.4: Visual Clicks approach to de�ne the Region of Interest in the MATLAB script

Image Matrix. Moreover, Matrix Coordinates are given in terms of row number and column

number following a standard mathematical matrix scheme. The element at the upper left

corner of the image corresponds to the element at row 1, column 1, in the Image Matrix; with

row number increasing downwards, and column number increasing rightwards. The Region

of Interest is de�ned in Matrix Coordinates by specifying the row and column numbers that

bound a rectangular region. This is ilustrated in Figure A.5.

Relative Coordinates is the third option for de�ning the Region of Interest. Relative

Coordinates are Cartesian Coordinates with the origin placed at the lower left corner of

the original image, and coordinate's dimensions scaled up so that the height and the width

of the original image equals to a unit of distance, respectively. Consequently, coordinated

values for both vertical and horizontal axes of the cartesian system are always relative to

the size of original image, and lay in between 0 and 1. Figure A.6 illustrates the Relative

Coordinates approach.

Once the Region of Interest is de�ned by the user using either Visual Clicks, Matrix
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Fig. A.5: Matrix Coordinates approach to de�ne the Region of Interest in the MATLAB
script

Coordinates, or Relative Coordinates, an image of the Region of Interest is presented to the

user. Figure A.7 shows a Region of Interest selection example.

The Region of Interest is then converted to grayscale using an 8-bit grayscale conversion.

MATLAB supports image processing of grayscale and color images [14], and using this

feature, the Region of Interest is converted to an 8-bit grayscale image (an image comprising

28 = 256 di�erent shades of gray) unless the original image is already in this format. Indeed,

MATLAB functions ind2gray and rgb2gray are used to perform 8-bit grayscale conversion

for indexed and RGB images, respectively, whenever necessary. In order to perform the 8-bit

conversion using the MATLAB script, click on the �gure that shows the Region of Interest

and press Enter (it must be the active window). Figure A.8 illustrate the Region of Interest

after the 8-bit grayscale conversion.

Once the 8-bit grayscaled Region of Interest has been obtained, black and white bina-

rization is performed. The black and white representation of the Region of Interest is based

upon applying the Otsu thresholding algorithm [15] on the 8-bit grayscaled Region of Inter-
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Fig. A.6: Relative Coordinates approach to de�ne the Region of Interest in the MATLAB
script

est. Otsu's algorithm performs black and white binarization by selecting the threshold shade

of gray (intensity of gray) that minimizes the within class variance in the image's grayscale

histogram, when the background (pixels with shades of gray darker than the threshold),

and foreground (all pixels that are not in the background), are considered as histogram

classes [16]. In order to perform the black and white binarization using the MATLAB

script, click on the �gure that shows the 8-bit grayscaled Region of Interest (it must be

the active window) and press Enter. Figure A.9 shows an image of the previous grayscaled

Region of Interest (Figure A.8) after black and white binarization.

Following black and white binarization, each black pixel in black and white representa-

tion of the Region of Interest is projected across the vertical direction, as shown in Figure

A.10. The aim of this image processing task is to consider the worst case scenario of maxi-

mum unbonded (black) pixels per row across the Region of Interest. Black pixel projection

also simpli�es further analysis by making all rows in the resulting image identical.

In MATLAB, color values for black and white colors in an Image Matrix are zeroes and
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Fig. A.7: Region of Interest example in the MATLAB script

ones respectively, thus providing a means to perform mathematical operations on black and

white images. For this particular case, the color values representing black and white colored

areas will prove useful as they are associated to unbonded and bonded areas, respectively.

For instance, once black pixels are projected vertically, all pixel values in the �rst row

(comprising color values of zeroes and ones) are added up, e�ectively calculating the number

of white pixels in the �rst row. When the total sum of the �rst row of pixels is divided by the

number of pixels in the �rst row and multiplied by 100, an estimate of the LWD is obtained,

as stated in Equation (A.1), that provides the LWD of a given interface using a relation of

lengths:

%LWD =
Bonded interface length

Total interface length
× 100 (A.1)

The output of the MATLAB script is printed after an estimate of the LWD has been

calculated. The output of the MATLAB script includes the following information regarding

the image �le: LWD value, �lename, original Image Matrix dimensions, 8-bit grayscale

threshold value used, and Matrix Coordinates for the selected Region of Interest. An example

of the output is given in Figure A.11. Since the Region of Interest is given in Matrix

Coordinates as part of the output, and because Matrix Coordinates is one option to de�ne
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Fig. A.8: 8-bit grayscale conversion of the Region of Interest example in the MATLAB script

the Region of Interest (see Figure A.11), the output of the script e�ectively provides a

transparent way to refer back to previous results and to repeat estimations, whenever the

original �le and the associated MATLAB script output are used.

After each run, the program resumes and prompts for the next image �lename input.

In consequence, the MATLAB script routine allows the sequential �le execution until a stop

signal is entered by pressing Ctrl+c keystroke combination in MATLAB's command window.

A.1.3 Known Limitations of the MATLAB Script

In order to use the MATLAB script as an application on a general basis, it is important

to realize the scope and limitations of this measuring instrument, as it is presented below.

First, one critical step of the script routine is the de�nition of the Region of Interest,

because it is the input on which all further image processing tasks take place. The option

of selecting a Region of Interest for assessing LWD in the MATLAB script allows single

interface speci�cation (in sample micrographs with multiple layers) and provides compu-

tational simpli�cation for further image processing. However, the interface shown in the

Image File input (Figure A.1) must be horizontally oriented, and it is crucial to de�ne
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Fig. A.9: Illustration of black and white binarization using Otsu thresholding algorithm in
the MATLAB script

the Region of Interest as close as possible to the interface in order to perform a correct

analysis. In this respect, MATLAB has limited dynamic zoom capabilities to facilitate the

selection of the Region of Interest using the Visual Clicks option. Speci�cally, the zoom

in/out option can only be used in the MATLAB script routine when the initial image is

initially shown on screen (Figure A.1), and the zoom magni�cation level cannot be adjusted

afterwards. For this reason, it is also important to set an adequate magni�cation level

for sample microscopy. For picture-wide interfaces, the recommended magni�cation level

range for de�ning the ROI to obtain a LWD estimate using the MATLAB script is 50-100X.

Based on several tests performed, some defects could not be clearly seen inside the MAT-

LAB �gure window with a microscopy magni�cation level lower than 50X, without zoom.

At the other end, picture-wide interfaces do not have enough interface length for proper

analysis when using microscopy magni�cation levels above 100X. For ROI de�nitions that

are not picture-wide, the zoom option available in the MATLAB script routine can be used

with magni�cation levels above 100X and below 50X, and the practical minimum/maximum

magni�cation for microscopy will depend upon the speci�c application.



95

Fig. A.10: Illustration of black region vertical projection applied on a black and white image
in the MATLAB script

The MATLAB script procedure is designed to work with only one micrograph. Multiple

or combined image analysis using the MATLAB script is only indirectly possible at this

development point, by stitching together multiple side-by-side micrographs to make a single

micrograph of a horizontally oriented contiguous interface, for further analysis. On the other

hand, it is worth mention that stitching together micrographs may induce artifacts in the

image as opposed to taking individual LWD measurements on each interface, tabulating

them in a spreadsheet and averaging. That being said, it is worth a mention that the

MATLAB script can be used to perform LWD measurements on micrographs including

multiple interfaces, although in its current implementation, the procedure can only process

one interface per run.

Second, the Otsu thresholding algorithm used for black and white binarization has sev-

eral limitations. Among other limiting factors, it has been reported that the Otsu threshold-

ing method does not work well when an uneven lighting disturbance is present on the input

image �le [25]. Some identi�ed causes for uneven lighting disturbances are non-uniform light

distribution on the image and inability to isolate the scene from other object shadows [25].
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Fig. A.11: MATLAB script output example

In addition to avoiding uneven lightning disturbances, input micrographs with good opti-

cal characteristics (in-focus image, balanced contrast image, adequate depth of �eld (image

sharpness), absence of blurring or image distortions, etc.) are required in order to ensure

accurate LWD assessment by any visual-based method, including the MATLAB script. The

Otsu thresholding routine works best in those ROI that include both bonded and unbonded

areas with clearly di�erent brightness. Despite this, the micrograph quality necessary for

performing accurate black and white binarization using the Otsu method is completely at-

tainable. Based on tests using previous published pictures of ultrasonically consolidated

samples ( [7]), optically unsuitable micrographs are avoided when good sample preparation

(grinding and polishing) and microscopy practices are followed. Experimental results show

that grinding and polishing of ultrasonically consolidated samples must be performed down

to a grit size equal to or lower than 6.5 microns in average particle size.

As for the e�ect of poor sample preparation on MATLAB script LWD results, Figure

A.12 shows a sample micrograph containing scratches and stains, and one 8-bit grayscale

ROI analysis example. Basically, both scratches and stains introduce noise in the Otsu's

thresholding (Black and White binarization) routine that derives into black pixels that do
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not correspond to unbonded areas, and leads to inaccurate LWD results. The sample must

be in not-etched condition because etching creates small cavities that appear as dark areas

in micrographs, causing a similar e�ect to the ROI analysis as the one caused by the stains

and scratches. Moreover, good sample preparation (grinding and polishing) is critical due

to the brightness criteria used in the MATLAB script procedure to make the distinction

between bonded and unbonded regions in the ROI. In general, the MATLAB script does not

automatically di�erentiate between unbonded regions, scratches, stains and etching marks

in the Region of Interest. In fact, the MATLAB script gives a conservative LWD estimate

for the Region of Interest and any black pixel out of the interlayer interface will result in

a LWD assessment bias. For instance, as is shown in Figure A.12, it only takes one black

pixel in a column of the ROI Image Matrix to render the entire column as unbonded area.

Thus it is important that users of the MATLAB script look at the Otsu thresholding results

to make sure there are no stray black pixels outside the interface region that will a�ect the

LWD measurement, before black pixels are extended vertically across the image.

A.1.4 Step by Step MATLAB Script Visual Clicks Instructions

1. Start MATLAB program. Place `lwd.m' MATLAB script �le and all image �les of

interest in the MATLAB working directory.

2. Enter `lwd' (without quotes) at MATLAB command window prompt to run the MAT-

LAB script for LWD measurements.

3. Follow on-screen instructions for image �le input.

4. When the sample image is shown in a MATLAB Figure window, con�rm image �le

selection by pressing Enter, or cancel execution by pressing Ctrl+c while the MATLAB

window is active. You may use Ctrl+Mouse Wheel Scroll to zoom in or out with respect

to the original view at this step. If you cancel the MATLAB script execution, repeat

steps 2 and 3.
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5. Select a region for the analysis using the mouse clicks option. Two separate clicks

specify two diagonally opposite corners of the rectangle that enclose the interface.

This click-de�ned rectangle should be the smallest section of the image that contains

the interface to be analyzed. If necessary, you may click outside the image and the

selection will be adjusted to match the image borders automatically. Do not select the

whole image as your rectangular region.

6. Press enter three times for grayscale images, or four times for color images as it applies.

The LWD estimate is given as part of the output in the MATLAB command window,

between discontinuous lines (- - -). Record this LWD measurement.

7. Repeat steps 2 through 6 for each one of the sample images. If an error is encountered,

re-run the script again (repeat steps 2 through 6). Save all LWD results.

8. Exit the MATLAB script routine by pressing Ctrl+c while the MATLAB window is

active.

9. Close MATLAB program.

A.1.5 MATLAB Script Original Code

The original version of the MATLAB script follows:

% Copyright © 2009 by Raelvim Gonzalez

% All rights reserved. This material may be freely copied and distributed under the terms of this copyright notice.

% Redistribution and use in source and binary forms, with or without modification, are permitted provided that the following conditions

are met:

% * Redistributions of source code must retain the above copyright notice, this list of conditions and the following disclaimer.

% * Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following disclaimer

in the documentation and/or other materials provided with the distribution.

% * This material or any derivative works may be copied, distributed, displayed and performed only if credits to the author are given

in the documentation and/or other materials provided.

% * Written permission from the author is required only if this material or any derivative works is used to make, endorse or promote

government or commercial profits.

%THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDER "AS IS". IN NO EVENT SHALL THE COPYRIGHT HOLDER BE LIABLE FOR ANY DIRECT, INDIRECT,

INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS

OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY,

OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH

DAMAGE.

fprintf('Linear Welding Density Estimator - v6.0');

k=1; % k is the cycle control parameter (program always cycle runs, unless terminated by user)
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while (k>0)

clear; % clear variables

e=-1; % -1 is signal value for Otus method

% Comment out next line in order to use Otsu method for Black/White thresholding. Otherwise the value specified here is used as threshold

(Otsu's method overdrive)

% e=153; % Binary (Black=0 & white=255) image [specify a cutoff value above which gray tones are turned white (=1), whereas the rest

is turned black (=0)]. Default Value is 153.

% clc; % Uncomment this line to clear matlab command window on each run

file=input('\n\n*Specify filename (case sensitive), e.g. sample.tif, or press Ctrl+C to abort: ','s'); % specifies image file (case

sensitive)

close all; % closes all windows except current one

S=imread(file); % reads image file

G=S; % G is a copy of the original image

% creates a dimensional array (rows,columns) of origimal image (G)

[m2 n2] = size(G);

imshow(S); % shows current image

image(S); axis image % Display image with true aspect ratio

pause; % shows the image

%%%%%%%%%%%%%%%%%%%%%%%%%%

% 1. IMAGE REGION SELECTION SECTION

fprintf('\nDefine image region for analysis or press Ctrl+C to abort:\n');

% Bring MATLAB's Command Window to the front

drawnow;

commandwindow;

fprintf(' - Enter V to select a region using mouse clicks on the image (default).\n');

fprintf(' - Enter M to select a region using image matrix�s rows and columns.\n');

fprintf(' - Enter R to select a region using relative coordinates.\n');

reply = input(�,'s');

% Default Option for no imput

if (isempty(reply)==1)

reply='V';

end

% REGION: MATRIX COORDINATES - CODE SECTION

if (reply=='m' || reply=='M')

[m n] = size(S); % creates a dimensional array (rows,columns) of current image (S)

matrix=imfinfo(file); % Gets image properties

if (strcmp(matrix.ColorType,'truecolor')==1) % Column value convertion for analysis

n=n/3;

n2=n2/3;

end

fprintf ('\nPlease select rows and columns region (r1:r2, c1:c2) within the MxN image.\nDefault values are r1=c1=1, r2=M, c2=N (All

picture).\n\n');

fprintf ('r1____\n | |\n |____|\nr2,c1 c2');

% default values

c=1; % c=c1;

d=n; % d=c2;

a=m; % a=r2;

b=1; % b=r1;

fprintf ('\n\nThe complete image matrix is %g x %g (rows x columns)', m, n);

c=input('\nEnter the first row bound "r1": '); % specifies one parameter for defining the image region

if (isempty(c)==1) || (c<=1)

c=1;

end

if (c>m)

c=m;
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end

c=abs(fix(c));

d=input('Enter the second row bound "r2": '); % specifies one parameter for defining the image region

if (isempty(d)==1) || (d<=1)

d=1;

end

if (d>m)

d=m;

end

d=abs(fix(d));

a=input('\nEnter the first column bound "c1": '); % specifies one parameter for defining the image region

if (isempty(a)==1) || (a<=1)

a=1;

end

if (a>n)

a=n;

end

a=abs(fix(a));

b=input('Enter the second column bound "c2": '); % specifies one parameter for defining the image region

if (isempty(b)==1) || (b<=1)

b=1;

end

if (b>n)

b=n;

end

b=abs(fix(b));

% Warning section

if (b<=a)

fprintf ('\nWarning: c1>=c2. The region was adjusted based upon given inputs.\n');

end

if (d<=c)

fprintf ('\nWarning: r1>=r2. The region was adjusted based upon given inputs.\n');

end

sp(1)=min(a,b);

sp(2)=min(c,d);

sp(3)=max(a,b);

sp(4)=max(c,d);

A=[a c;b d];

A=sort(A);

c=A(1,2);

d=A(2,2);

a=A(1,1);

b=A(2,1);

S = G(c:d,a:b,:); % Trim out

figure

imshow(S);

pause; % pauses work until a key is pressed

end

% REGION: RELATIVE COORDINATES - CODE SECTION

if (reply=='r' || reply=='R')

[m n] = size(S); % creates a dimensional array (rows,columns) of current image (S)

matrix=imfinfo(file); % Gets image properties

if (strcmp(matrix.ColorType,'truecolor')==1) % Column value convertion for analysis

n=n/3;

n2=n2/3;
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end

fprintf ('\nPlease select the image region bounds ([a,b] U [c,d]) in relative coordinates (1=total length).\nDefault values are a=c=0,

b=d=1 (All picture).\n\n');

fprintf ('d____\n| |\n|____|\nc,a b');

% default values

a=0;

b=1;

c=0;

d=1;

a=input('\n\nEnter the left bound in the horizontal axis direction "a": '); % specifies one parameter for defining the image region

if (isempty(a)==1) || (a<0)

a=0;

end

if (a>1)

a=1;

end

a=abs(fix(a*n));

if (a==0)

a=1;

end

b=input('Enter the right bound in the horizontal axis direction "b": '); % specifies one parameter for defining the image region

if (isempty(b)==1) || (b>1)

b=1;

end

if (b<0)

b=0;

end

b=abs(fix(b*n));

if (b==0)

b=1;

end

c=input('\nEnter the lower bound in the vertical axis direction "c": '); % specifies one parameter for defining the image region

if (isempty(c)==1) || (c<0)

c=0;

end

if (c>1)

c=1;

end

c=abs(fix(c*m));

if (c==0)

c=1;

end

d=input('Enter the upper bound in the vertical axis direction "d": '); % specifies one parameter for defining the image region

if (isempty(d)==1) || (d>1)

d=1;

end

if (d<0)

d=0;

end

d=abs(fix(d*m));

if (d==0)

d=1;

end

% Warning section

if (b<=a)
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fprintf ('\nWarning: a>b. The region was adjusted based upon given inputs.\n');

end

if (d<=c)

fprintf ('\nWarning: c>d. The region was adjusted based upon given inputs.\n');

end

A=[a c;b d];

A=sort(A);

c=A(1,2);

d=A(2,2);

a=A(1,1);

b=A(2,1);

S = G(c:d,a:b,:); % Trim out

sp(1)=a;

sp(2)=c;

sp(3)=b;

sp(4)=d;

% Display the image subset with appropriate axis ratio

figure;

imshow(S);

pause; % pauses work until a key is pressed

end

% REGION: MOUSE CLICKS- CODE SECTION

if (reply~='m' && reply~='M' && reply~='r' && reply~='R')

% Use ginput to select corner points of a rectangular region by pointing and clicking the mouse twice

h=2;

p = ginput(h);

% Get the x and y corner coordinates as real positive integers.

% Cordinates are row number and column number from the upper left corner of image matrix.

[m n] = size(S); % creates an dimensional array (rows,columns) of current image.

matrix=imfinfo(file);

if (strcmp(matrix.ColorType,'truecolor')==1)

for i=1:2*h;

if p(i)<=1

p(i)=1;

end

% x max range

if i<=h && p(i)>n/3

p(i)=n/3;

end

% y max range

if i>h && p(i)>m

p(i)=m;

end

end

n=n/3;

n2=n2/3;

else

for i=1:2*h;

if p(i)<=1

p(i)=1;

end

% x max range

if i<=h && p(i)>n

p(i)=n;

end
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% y max range

if i>h && p(i)>m

p(i)=m;

end

end

end

sp(1) = min(floor(p(1)), floor(p(2))); %xmin

sp(2) = min(floor(p(3)), floor(p(4))); %ymin

sp(3) = max(ceil(p(1)), ceil(p(2))); %xmax

sp(4) = max(ceil(p(3)), ceil(p(4))); %ymax

% Index into the original image to create the new image

MM = S(sp(2):sp(4), sp(1): sp(3),:);

% Display the subsetted image with appropriate axis ratio

figure;

imshow(S);

image(MM);

axis image % Display image with true aspect ratio

pause; % pauses work until a key is pressed

% [Write image to graphics file.] % Uncomment the following 2 lines if you want to save a copy of the cropped picture (a TIFF file

with 'file_c' as the name)

%imwrite(MM,'file_c.tif', 'TIFF');

%S=imread('file_c.tif');

S=MM;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%

% 2. IMAGE ANALYSIS

% image type identification and convertion to grayscale

G=S;

matrix=imfinfo(file);

if (strcmp(matrix.ColorType,'indexed')==1)

image(S),colormap(map)

G=ind2gray(S,colormap(gray(length(map)))); % Turns image to grayscale (8bits)

figure, imshow(G); % shows current image

image(G);

axis image % Display image with true aspect ratio

pause; % pauses work until a key is pressed

end

if (strcmp(matrix.ColorType,'truecolor')==1)

G=rgb2gray(S); % Turns image to grayscale (8bits)

figure, imshow(G); % shows current image

image(G);

axis image % Display image with true aspect ratio

pause; % pauses work until a key is pressed

end

% Contrast Adjustment of Grayscale image

% G=imadjust(G);

% black & white image convertion

if e==-1

e = graythresh(G); % calculates threshold using the Otsu method

X=im2bw(G, e);

e=e*255;

else

X = G > e; % e is the cutoff value for grayscale image analysis. Its value is specified at the begining of this file.

end

figure;
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imshow(X); % shows current image

pause; % pauses work until a key is pressed

Z=X;

[m n] = size(Z); % creates an array of the dimension (rows,columns) of current image

Z2 = imerode(Z,strel('line',2*m,90)); % Extends the black sections vertically all the way through the picture, so as to create 'bands'

of white and black independent of vertical (y-axis direction) position

figure, imshow(Z2); % shows current image

pause; % pauses work until a key is pressed

s = size(Z2); % creates an array of the dimension (rows,columns) of current image

t = s(2); % total length [assigns t the horizontal (x-axis direction) length of current image]

w = sum(Z2(1,1:n)); % white length [binary sum (white=1, black=0) of the first horizontal line of current image]

b = t - w; % black length ["in a black & white image, what is not white, is black"]

LWD=w/t; % linear percentage of white pixels [This is an estimator of Linear Welding Density]

% FILE INFORMATION

fprintf('------------\n');

file2=strcat('file=',file,' [',num2str(m2),'x',num2str(n2),' (Rows x Columns in image matrix)]');

fprintf(file2);

fprintf('\n8-bit grayscale threshold value for black/white (Black=0 <=t-> white=255): %g',e);

%Spaces

bar_s=max(floor(log10(sp(1)+1)),floor(log10(sp(3)+1)));

d=1;

fprintf('\nSelected image rectangular region:\nPi: r');

for i=1:bar_s+d;

fprintf(' ');

end

fprintf('c\n %g',sp(2));

for i=1:bar_s-floor(log10(sp(1)+1))+d;

fprintf(' ');

end

fprintf('%g\n %g',sp(1),sp(4));

for i=1:bar_s-floor(log10(sp(3)+1))+d;

fprintf(' ');

end

fprintf('%g',sp(3));

fprintf(' \n');

fprintf('LWD = \n');

fprintf(num2str(LWD)); % prints linear welding density (LWD)

fprintf('\n------------'); % Credits: Rael Gonzalez, Pedro Tejada. Nov 2008.

% Brings MATLAB's Command Window to the front

drawnow;

commandwindow;

k=1;

end

A.2 Publication Permissions Supplement

This section includes all required permissions for publication of the papers presented as

chapters of this dissertation.
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