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Figure 2.  Proportion of baseline lever presses per minute during the last five sessions 
      Of EXT EtOH (mean ± SD) and all five sessions of EXT both for individual 
      rats in Experiment 1. 
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Discussion 

 

The results of Experiment 1 suggest that removal of nondrug alternative 

reinforcement in one context can generate relapse to drug seeking in a separate context. 

However, these results cannot be interpreted unambiguously. As shown in Figure 3, 

periods of extinction alternated with periods of alcohol availability during multiple 

schedule training. As noted earlier, multiple schedule training was carried out over 

concerns that introducing food into the multiple schedules would decrease alcohol self-

administration (see Carroll, 1996). During multiple schedule training, rats received 

substantial exposure (55 days) to the eventual food-paired stimuli paired with extinction 

contingencies in place. Refer again to Figure 3, which shows that upon elimination of 

food reinforcers during the EXT both phase, experimental conditions may have 

resembled multiple schedule training when alcohol was still available. Therefore, relapse 

to alcohol seeking may not have occurred because of discontinuing an alternate source of 

nondrug reinforcement per se, but because the EXT both phase may have resembled the 

multiple schedule training conditions. This type of response recovery could be interpreted 

as some form of contextual renewal.  

Multiple studies have demonstrated that relapse to alcohol seeking is susceptible 

to ABA renewal (Burattini et al., 2006; Chaudhri et al., 2008; Hamlin et al., 2007; 

Marinelli et al., 2007; Zironi et al., 2006). That is, a change of context during extinction, 

and then subsequent return to initial training conditions produces relapse to alcohol 

seeking. Exposure to the EXT both phase after substantial exposure to multiple schedule 

training may have produced context-induced relapse similar to renewal. Therefore, it was 

necessary to examine the role of the multiple schedule training phase in the relapse seen 
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Experimental phases  

Multiple schedule 
components Multi-training Baseline Extinction alcohol Extinction Both 

Food component 
 

EXT Food available Food available EXT 

Alcohol component Alcohol available Alcohol available EXT EXT 
 

Figure 3.  Schematic of experimental conditions according to reinforcer availability and  
response requirement. Refer to the Multiple Schedule Training (Mult-training)    
and Extinction Both (EXT Both) phases (bolded and gray). Prior to extinction 
in the food component in the EXT Both phase, animals experienced extinction 
alternating with periods of alcohol availability during Mult-training. Upon 
extinction of previously food-maintained responding during the EXT Both 
phase, the experimental conditions may have resembled conditions during the 
Mult-training phase. Thus, relapse may have been caused by prior exposure to 
food extinction during Mult-training rather than loss of an alternative source of 
reinforcement. 

 

in Experiment 1, thus clarifying the role of losing a source of alternative, nondrug 

reinforcement in the reappearance of alcohol seeking. 

Experiment 2 replicated Experiment 1 with two exceptions. First, the multiple 

schedule training phase was eliminated altogether. This change was made to address 

concerns over a renewal-like relapse operation occurring in the experiment. Second, a 

more stringent extinction criterion was used. This change was made to ensure low 

response rates prior to the relapse phase. 
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CHAPTER V 

 
EXPERIMENT 2: METHOD 

 
 

Subjects 
 
 

Seven experimentally naïve male Long-Evans rats (Charles River, Portage, 

Michigan, USA) approximately 90 days old at the start of the experiment were used. An 

eighth rat was eliminated from the experiment because it did not reliably self-administer 

alcohol. Feeding and housing conditions were identical to those in Experiment 1.

 
Apparatus 

 
 

The equipment used in the Experiment 2 was the same as that used in  

Experiment 1. 

 
Procedure 

 
 

Magazine Training 
 
 Magazine training was conducted as described in Experiment 1. 

 
Alcohol Self-Administration Training 
 

Alcohol self-administration training was the same as in Experiment 1, with one 

exception: during all training sessions, only the lights above the right lever were lit. In 

Experiment 1, the houselight remained on during training sessions. The rats in 

Experiment 2 were trained without the houselight to minimize overlap between the 

alcohol self-administration training context and the contextual stimuli used in the 

baseline multiple schedule.
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Baseline  

 
The multiple schedule training used in Experiment 1 was excluded in Experiment 

2. Once responding for alcohol was established, a chain was inserted into each operant 

chamber prior to experimental sessions and animals were placed directly on a multiple 

RR 25 (lever - alcohol), FR 1 (chain - food) schedule. The response requirement for food 

pellets was increased from FR 1 across successive days until rats responded on an RR 10, 

resulting in a final schedule of RR 25 (lever - alcohol), RR 10 (chain - food). As in 

Experiment 1, differential stimuli signaled the multiple schedule components and these 

stimuli were counterbalanced across subjects. Baseline lasted 35 sessions for each rat. 

 
Extinction Alcohol  
 
 

This condition was identical to the extinction phase as it was described in 

Experiment 1. However, slightly different extinction criteria were used: this phase 

remained in effect for at least 20 sessions for all animals, with additional criteria that the 

mean response rate on the alcohol lever over the final five sessions be less than 10% of 

the mean response rate over the final five sessions of baseline. No maximum number of 

sessions was allotted to reach this criterion. In Experiment 1, five of six rats met these 

criteria within 20 days.

 
Extinction Both  
 
 

 This phase was identical to that described in Experiment 1. 
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Measures 

 
 The dependent measures were the same as those described in Experiment 1, but 

refer to Table 3 for baseline response rates used to calculate proportion baseline. 

 
Results and Discussion 

 
 

Baseline 
 

 Table 3 displays mean response rates, reinforcer rates, and alcohol consumed over 

the final five sessions of baseline. The left panels of the individual subject graphs in 

Figure 3 show lever presses and chain pulls per minute in the multiple schedule 

components during the last five sessions of Baseline. As in Experiment 1, there was 

considerable variability in response output as well as the relationship between the two 

responses within animals. Rats B1, B2, and B3 were essentially non-differential whereas 

rats B4, B5, B6, and B7 responded more on the alcohol lever than on the chain. Although 

these rats did not receive multiple schedule training, the mean discrimination index (right 

lever presses in alcohol component divided by total number of right lever presses in both 

components ! 100%) for all rats over the last five sessions of baseline exceeded 95%.  

Table 4 shows that inactive lever pressing was relatively low across animals, although 

somewhat higher than the rats in Experiment 1. It is not clear why this group of rats made 

more inactive lever presses, but it could be attributable to the lack of multiple schedule 

training. 

 
Extinction Alcohol 
 
 The center panels of Figure 3 show lever and chain response rates in the two 

components during the first and last five days of EXT alcohol.  Just as in Experiment 1,  
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Table 3 

Mean Baseline Response Rates, Reinforcer Rates, and Ethanol Consumption for Rats 

in Experiment 2 

 Alcohol component  Food component 

Subject  

Active 
lever 

(resp/min) 

Inactive 
lever 

(Resp/min) 
Dippers 
per min 

g/kg 
EtOH  

Chain 
(resp/min) 

Inactive 
lever 

(resp/min) 
Pellets 
Per min 

B1 Mean 
SD 
 

 28.68 
   7.91 

0.03 
0.04 

  1.25 
  0.52 

0.46 
0.19 

    42.73 
      1.03 

0.00 
0.00 

    4.20 
    0.38 

B2 
 

Mean 
SD 
 

  60.27 
  20.51 

0.64 
0.46 

  2.76 
  1.11 

1.02 
0.41 

    46.53 
     2.96 

0.00 
0.00 

    4.39 
     0.31 

B3 Mean 
SD 
 

100.59 
   17.70 

0.05 
0.12 

  3.96 
  1.03 

1.42 
0.37 

    79.20 
     5.80 

0.00 
0.00 

    8.19 
    0.70 

B4 Mean 
SD 
 

138.36 
    8.78 

0.21 
0.14 

  5.47 
  0.39 

2.05 
0.14 

     71.35 
      3.22 

0.00 
0.00 

    7.12 
    0.90  

B5 Mean 
SD 
 

  320.33 
   37.78 

2.17 
0.10 

12.95 
  1.11 

4.95 
0.43 

   113.39  
      5.54 

0.01 
0.03 

  11,32 
    1.25 

B6 Mean 
SD 

      79.40 
    4.40 

0.65 
0.33 

 

  3.11 
  0.31 

1.08 
0.10 

     47.96 
      5.33 

0.01 
0.03 

 

  4.57 
  0.63 

B7 Mean 
SD 
 

135.88 
  16.99 

2.83 
0.53 

  5.40 
  1.11 

2.05 
0.45 

   78.43 
    5.20 

0.00    
0.00 

7.88 
1.05 

 

the extinction contingencies were effective in reducing lever pressing in all animals. 

There were also mixed effects on chain pulling in the alternating component: rats B1, B2, 

and B6 showed clear increases in chain pulling whereas the other animals showed no 

clear change. Within these animals there was no apparent relationship between response 

rates during baseline and EXT alcohol. Table 2 shows that with the exception of rats B2 

and B4, inactive lever pressing remained relatively low. 

In Experiment 1, all rats were exposed to 20 days of the extinction phase and the 

mean response rate on the alcohol lever was less than 10% of the baseline mean for five 

of six rats. In the present experiment, four of seven rats met the extinction criterion 
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within 20 days. B4, B6, and B7 took 35, 69, and 30 days, respectively, to meet the more 

stringent extinction criterion. 

 
Extinction Both 

 
 

 The right panels of the graphs in Figure 4 show response rates across sessions of 

the EXT both condition. Again, the extinction contingencies were effective in decreasing 

chain pulling across all subjects. Figure 5 shows lever pressing in terms of mean 

proportion baseline during the last five sessions of the EXT alcohol condition and 

proportion baseline lever rates across all five EXT both sessions. As in Experiment 1 

lever pressing increased for most rats during EXT both relative to EXT alcohol despite 

the continued absence of alcohol in the alcohol component. All rats except B4 showed 

increases on the lever previously associated with alcohol deliveries upon discontinuation 

of food reinforcers in the other multiple schedule component. These rats also showed 

difference with regard to the course of relapse over the sessions in this condition. For 

instance rat B3 showed a marked increase in the first session of EXT both and then 

steadily decreased across subsequent days. Rat B1 showed a more variable pattern, 

peaking during the second and fifth sessions. Showing a different pattern, rats B2 and B6 

showed slight increases across all sessions. Table 2 shows that inactive lever pressing 

decreased in four of seven rats relative to the previous phase. As in Experiment 1, these  
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 Figure 4.  Lever presses (filled points) and chain pulls (empty points) during the 
       last five sessions of Baseline (BLl), the first and last five sessions of  
       Extinction Alcohol (EXT EtOH), and all five sessions of Extinction 
       Both (EXT Both) for individual rats in Experiment 2.  Note that the  
       Scale of the y-axis varies across subjects. 
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 Figure 5.  Proportion of baseline lever presses per minute during the last 
       five sessions of EXT EtOH (mean ±SD) and all five sessions 
       of EXT Both for rats in Experiment 2.  Note that the scale of  

     the y-axis for rate B1 differs from the other animals. 
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Table 4 
 
Mean Inactive Lever Presses Per Minute Across Conditions for Rats in Experiment 2 
 

Alcohol component  Food component 
Subject  Baseline EXT EtOH EXT Both  Baseline EXT EtOH EXT Both 

B1 
 
 

B2 
 
 

B3 
 
 

B4 
 
 

B5 
 
 

B6 
 
 

B7 
 
 
 

Mean 
SD 

 
Mean 

SD 
 

Mean 
SD 

 
Mean 

SD 
 

Mean 
SD 

 
Mean 

SD 
 

Mean 
SD 

0.03 
0.04 

 
0.64 
0.46 

 
0.05 
0.12 

 
0.21 
0.14 

 
2.17 
0.10 

 
0.65 
0.33 

 
2.83 
0.53 

0.21 
0.14 

 
1.19 
0.44 

 
0.08 
0.09 

 
2.28 
0.76 

 
1.75 
0.24 

 
0.32 
0.32 

 
0.83 
0.21 

0.11 
0.06 

 
1.01 
0.80 

 
0.47 
0.24 

 
1.49 
0.29 

 
0.67 
0.36 

 
1.01 
0.76 

 
1.37 
0.44 

 

 0.00 
0.00 

 
0.00 
0.00 

 
0.00 
0.00 

 
0.00 
0.00 

 
0.01 
0.03 

 
0.01 
0.03 

 
0.00 
0.00 

0.01 
0.03 

 
0.00 
0.00 

 
0.00 
0.00 

 
0.00 
0.00 

 
0.04 
0.06 

 
0.00 
0.00 

 
0.00 
0.00 

0.36 
0.34 

 
1.12 
0.33 

 
0.55 
0.41 

 
0.44 
0.23 

 
0.35 
0.49 

 
0.57 
0.35 

 
1.00 
0.65 

 
 
 
results are indicative of increased alcohol lever pressing due to alcohol seeking and not 

general activation. 

 
Discussion 

 
 

Despite the exclusion of the multiple schedule training phase used in 

Experiment1, extinguished alcohol seeking relapsed similarly in Experiment 2 upon 

discontinuation of nondrug reinforcers in the food component of the multiple schedule. 

Thus, it appears that the training conditions consisting of extinction components 

alternating with alcohol availability did not play a critical role in the relapse observed in 
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Experiment 1. The present experiments provide a demonstration of relapse induced by 

loss of nondrug reinforcement in a separate context.
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CHAPTER VI 

 
GENERAL DISCUSSION 

 
 

Podlesnik et al. (2006) demonstrated that loss of an alternative source of nondrug 

reinforcement within a stimulus context could produce relapse to alcohol seeking in that 

context. The present experiments explored nondrug reinforcer loss in a context separate 

from the drug self-administration stimulus context as a means of producing relapse to 

extinguished drug seeking. In Experiment 1, rats responded for food or alcohol in 

different contexts arranged by alternating components of a multiple schedule. Both 

reinforcers were available during baseline, alcohol deliveries were withheld during the 

EXT alcohol phase, and both food and alcohol were withheld during the EXT both phase. 

Responses on the lever previously associated with alcohol deliveries increased during 

EXT both sessions relative to the last five sessions of EXT alcohol. Inactive lever 

pressing during alcohol components did not consistently or substantially increase, 

suggesting that rats were seeking alcohol and the increased lever pressing was not the 

result of nonspecific, general activation. Relapse to alcohol seeking appeared to have 

been brought on by discontinuation of food reinforcers in the alternating component. 

However, early training conditions complicated this interpretation of increased lever 

pressing: during multiple schedule training, periods of extinction alternated with alcohol 

availability, so extinction in the food component during the EXT both phase may have 

served as a cue for alcohol availability in the other component resulting in elevated lever 

pressing. Thus, the role of these training conditions was examined in a second 

experiment. 
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Experiment 2 replicated Experiment 1 except that the problematic training 

conditions were removed from the procedure and a more stringent extinction criterion 

was used. These rats experienced the same baseline, EXT alcohol, and EXT both phases 

and again, lever pressing increased during the EXT both phase relative to the end of the 

EXT alcohol phase. Like Experiment 1, output on the inactive lever during alcohol 

components did not increase in the same manner as the active lever. Therefore, it appears 

that in Experiment 1 extinction in the food component serving as a cue for alcohol 

availability was not the sole cause of the observed relapse to alcohol seeking. The results 

of Experiment 2 suggest that it was the loss of food reinforcers in the alternating multiple 

schedule component that induced relapse to alcohol seeking in the alcohol component. 

Collectively, the present experiments provide a demonstration that loss of 

nondrug reinforcers in one context can reinstate extinguished alcohol seeking in a 

separate context. The procedure used in Experiments 1 and 2 provides what may be a 

novel model of relapse analogous to situations that produce relapse in humans in which 

positive, context-specific events are discontinued (Falba et al., 2005; Temple et al., 

1991). This new model may prove useful in developing new forms of treatment and 

exploring the parameters (e.g., variations in the rate of alternative reinforcement) 

necessary to produce relapse via discontinuation of reinforcement specific to a context 

different than the drug-taking context  

Although it appears that we have ruled out an account of the observed relapse 

based on ABA renewal-like effects, another form of renewal may still provide an 

explanation for the observed relapse. According to an interpretation of resurgence made 

by Bouton and Swartzentruber (1991), all instances of operant resurgence may be forms 
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of ABC renewal. As noted earlier, ABC renewal is a form of renewal in which rats are 

trained in one context (context A), experience extinction in a second context (context B), 

and then the trained behavior returns when the animal is exposed to a novel context 

(context C). If reinforcer availability during the various experimental phases contributed 

to the overall context of the present experiments, then it could be argued that initial 

training took place while both reinforcers were available (context A), extinction of 

alcohol responding took place while just food was available (context B), and then alcohol 

seeking recovered when food reinforcers were no longer available (context C). However, 

some studies suggest that an ABC renewal account of the present results is unlikely. For 

instance, in conditioned suppression paradigms, ABC renewal has been reported to be 

weaker than ABA renewal (Harris, Jones, Bailey, & Westbrook, 2000). Furthermore, 

there has been little evidence to support ABC renewal in operant conditioning paradigms, 

and more importantly, Zironi et al. (2006) failed to find ABC renewal with rats self-

administering alcohol. Thus, responding maintained by alcohol deliveries, or operant 

responding in general, may not be affected by ABC renewal, further supporting the 

argument that the response recovery observed in present experiments can be attributed to 

loss of a response-dependent, nondrug source of reinforcement.

 
Behavioral Contrast 

 
 

Another phenomenon that may inform the present experiments is behavioral 

contrast. Behavioral contrast refers to an inverse relationship between the response rate in 

a multiple schedule component associated with a steady rate of reinforcement and a 

variable reinforcement rate associated with an alternating component (Reynolds, 1961; 
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see Williams, 2002). For example, a high reinforcement rate in the variable component 

typically results in a lower response rate in the steady reinforcer rate component, and vice 

versa. These changes in response rate occur despite no direct changes to the 

contingencies controlling that response. The present experiments can be classified as 

instances of behavioral contrast in that responding in the alcohol component of the 

multiple schedule remains on extinction, yet responding increases as a result of changes 

to the contingencies in the alternating food component. 

In fact, a previous experiment has explored the possibility that behavioral contrast 

could serve as model of alcohol consumption (McSweeney, Melville, & Higa, 1988). 

McSweeney et al. noted that alcohol consumption may increase despite no changes to 

contingencies related to alcohol consumption. They reasoned that these fluctuations in 

alcohol consumption could be attributed to the contingencies related to alternative 

reinforcers. Thus, McSweeney et al. examined behavioral contrast in multiple and 

concurrent schedules in which rats received both food and alcohol reinforcers. They 

reported increased responding for alcohol in concurrent, but not multiple schedules when 

a food-maintained response was placed on extinction. It is not entirely clear why they 

failed to observe increased responding for alcohol in the multiple schedule in light of the 

results of the present experiments. However, McSweeney et al. examined ongoing 

alcohol self-administration whereas the present experiments examined relapse of 

extinguished alcohol self-administration. There are some instances in which variables 

that initiate relapse do not increase ongoing drug self-administration. For example, 

although footshock reliably produces relapse to alcohol seeking in reinstatement 

paradigms (Le et al., 1998) it has mixed effects on ongoing alcohol consumption. 
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Footshock has reportedly increased (Anisman & Waller, 1974; Volpicelli & Ulm, 1990), 

decreased (Van Erp, Sheffield, & Miczek, 1994), or not affected alcohol consumption 

(Fidler & Lolordo, 1996). It could also be that extinction provides a more sensitive 

baseline to measure contrast effects. Regardless of the McSweeney et al. (1988) results, I 

will consider some of the mechanisms of behavioral contrast as they might apply to the 

present experiments. 

One account of behavioral contrast posits that changes in response rate result from 

the matching law (Herrnstein, 1970). Matching in multiple schedules is based on 

allocating behavior to the components according to relative rates of reinforcement, and is 

described by the following equation,  

 

in which P1 refers to the behavior occurring in one component, R1 and R2 are the number 

of reinforcers received in each component, R0 is unscheduled reinforcements (e.g., 

grooming or exploring the operant chamber), which according to Hernnstein (1970) 

should take a value close to zero, k is the asymptotic response rate, and m characterizes 

the interaction between the two components (varies from 0-1). Thus, the equation 

predicts contrast if R2 drops to zero because the denominator becomes smaller resulting 

in an increase in P1. This account cannot explain the increase of behavior observed in the 

relapse phase of Experiments 1 and 2 in that reinforcement rate drops to zero in both 

components of the multiple schedule. If R1 were also to drop to zero, then the equation 

predicts no behavior at all (i.e.,  P1 = 0). 

Other accounts of contrast may be able to account for the effect observed in the 

present experiments. According to McLean (1995) behavioral contrast occurs because of 
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the reallocation of extraneous reinforcement. In short, an organism directs most behavior 

toward the programmed contingencies during an experimental session and the remaining 

behavior toward other activities maintained by naturally occurring, reinforcing activities 

(e.g., grooming). Different reinforcement rates in components of a multiple schedule 

allow for different amounts of behavior maintained by nonexperimenter-controlled 

contingencies to occur in the components. That is, if one component is associated with a 

higher rate of reinforcement than an alternating component, less behavior maintained by 

extraneous reinforcement will occur in the component with the higher reinforcement rate. 

In the present experiments during the extinction phase, most extraneously reinforced 

behavior is presumably occurring in the alcohol component because most of the time in 

the alternating component is spent responding for food. Once chain pulling is 

extinguished, less chain pulling occurs in the food component allowing for more 

extraneously reinforced behavior to occur in that component. Because more extraneously 

reinforced behavior occurs in the food component, less occurs in the alcohol component 

and more time can be directed toward the alcohol lever. The present experiments do not 

allow for assessment of this account. 

Amsel (1971) attributed increases in responding observed in behavioral contrast 

experiments to a frustration effect. Amsel (1958) defines frustration as “a 

conceptualization of a hypothetical, implicit reaction elicited by nonreward after a 

number of prior rewards.” Although this account offers little in the way of explanation of 

the relapse observed in the present experiments, some frustration research might be 

helpful in pinning down an underlying mechanism. The relevant frustration research has 
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centered on behavioral and neurochemical changes accompanying situations of 

nonreward.  

Multiple studies have demonstrated increases in stress hormones resulting from 

frustrative nonreward, specifically corticosterone (Lyons, Fong, Schrieken & Levine, 

2000; Romero, Levine, & Sapolsky, 1995). Corticosterone levels also increase during 

extinction of operant behavior (Coover, Goldman, & Levine, 1971; De Boer, De Beun, 

Slangen, & Van Der Gugten, 1990) and increase in a dose-dependent manner when rats 

are subjected to periods of electric shock varying in duration (Friedman, Ader, Grota, & 

Larson, 1967). While the results of these studies suggest that frustration and shock-

induced stress share the same underlying mechanism, there is evidence that stress-

induced relapse is not dependent on corticosterone, but rather corticotropin-releasing 

factor (CRF). This finding generalizes across shock-induced reinstatement of cocaine- 

(Erb, Shaham, & Stewart, 1998), heroin- (Shaham et al., 1997), and alcohol-seeking (Le 

et al., 2000). To my knowledge, no studies have examined the role of CRF in situations 

of frustrative reward or extinction. Thus, it remains to be seen whether stress and 

frustration are similarly controlled. A future extension of the present study might explore 

CRF antagonism as a means of blocking relapse produced via loss of reinforcers 

delivered in a single context, as in resurgence preparations, or in a separate context, as in 

the present arrangement. Successfully blocking relapse in either case would provide 

evidence of a common mechanism controlling relapse produced via reinforcer loss and 

exposure to shock. 
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Limitations and Future Directions 

 
 

While the present experimental design appears to address some instances of 

reinforcer loss, which may be more analogous to human situations, it does have some 

limitations. For instance, cessation of alcohol consumption in the present experiments 

was involuntary because responding for alcohol was placed on extinction. Future studies 

may employ means other than extinction to decrease alcohol-maintained responding. 

Interpretation of the current experiments may also be complicated by the fact that 

the alternative nondrug reinforcer was food. One limitation of using food is that it is a 

source of calories. At present, it is unclear whether relapse to alcohol seeking occurred as 

a result of calorie seeking or drug seeking. A similar preparation using intravenous self-

administration of a drug without calories (e.g., cocaine) could address these concerns. An 

additional limitation to the use of food as a reinforcer is that people experience a variety 

of nondrug reinforcers besides food. Leisure activities or familial interactions are 

unquestionably reinforcing, but are qualitatively different than food. As noted earlier, 

some studies have examined the effects of enriched housing conditions consisting of 

access to nonspecifics and novel objects on drug self-administration and relapse. 

Enriched housing has shown to be a protective factor during those phases of drug self-

administration (Stairs et al., 2006; Theil et al., 2009). Another potential direction to take 

this research, and make further improvements to the model, is inducing relapse via loss of 

those enriched housing conditions. 
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Conclusion 

 
The present experiments provide a demonstration of what may be a novel animal 

model of relapse, which may inform drug self-administration literature about the potential 

for loss of context-specific reinforcement to induce relapse. Situations in which context-

specific reinforcement is lost may be similar to situations such as job loss or divorce, 

which sometimes induce episodes of relapse in human drug takers (Gallo et al., 2001; 

Temple et al., 1991). The present experimental arrangement extends the face validity of 

animal models in general by creating circumstances more like those experienced by 

people, and may also enhance predictive validity if neurobiological measures translated 

from the animal model can help predict vulnerability in humans (see Shippenberg & 

Koob, 2002). Furthermore, investigation of blocking the type of relapse produced in this 

model with behavioral or pharmacological manipulations may lead to advances in 

pharmacological and clinical treatments in human populations. 
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