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ABSTRACT 

 
Predictive Modeling and Analysis of Student Academic Performance 

in an Engineering Dynamics Course 

 
by 

 
Shaobo Huang, Doctor of Philosophy 

Utah State University, 2011 

 
Major Professor: Ning Fang, Ph.D. 
Department: Engineering and Technology Education 

 
 Engineering dynamics is a fundamental sophomore-level course that is required 

for nearly all engineering students.  As one of the most challenging courses for 

undergraduates, many students perform poorly or even fail because the dynamics course 

requires students to have not only solid mathematical skills but also a good understanding 

of fundamental concepts and principles in the field.  A valid model for predicting student 

academic performance in engineering dynamics is helpful in designing and implementing 

pedagogical and instructional interventions to enhance teaching and learning in this 

critical course.  

The goal of this study was to develop a validated set of mathematical models to 

predict student academic performance in engineering dynamics.  Data were collected 

from a total of 323 students enrolled in ENGR 2030 Engineering Dynamics at Utah State 

University for a period of four semesters. Six combinations of predictor variables that 
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represent students’ prior achievement, prior domain knowledge, and learning progression 

were employed in modeling efforts. The predictor variables include X1 (cumulative GPA), 

X2~ X5 (three prerequisite courses), X6~ X8 (scores of three dynamics mid-term exams). 

Four mathematical modeling techniques, including multiple linear regression (MLR), 

multilayer perceptron (MLP) network, radial basis function (RBF) network, and support 

vector machine (SVM), were employed to develop 24 predictive models.  The average 

prediction accuracy and the percentage of accurate predictions were employed as two 

criteria to evaluate and compare the prediction accuracy of the 24 models.  

The results from this study show that no matter which modeling techniques are 

used, those using X1 ~X6, X1 ~X7, and X1 ~X8 as predictor variables are always ranked as 

the top three best-performing models. However, the models using X1 ~X6 as predictor 

variables are the most useful because they not only yield accurate prediction accuracy, 

but also leave sufficient time for the instructor to implement educational interventions. 

The results from this study also show that RBF network models and support vector 

machine models have better generalizability than MLR models and MLP network models. 

The implications of the research findings, the limitation of this research, and the future 

work are discussed at the end of this dissertation. 

(135 pages) 
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PUBLIC ABSTRACT 

 
Predictive Modeling and Analysis of Student Academic Performance 

in an Engineering Dynamics Course 
 

by 

Shaobo Huang, Doctor of Philosophy 
 

 
Engineering dynamics is a fundamental sophomore-level course required for 

many engineering students. This course is also one of the most challenging courses in 

which many students fail because it requires students to have not only solid mathematical 

skills but also a good understanding of dynamics concepts and principles.   

The overall goal of this study was to develop a validated set of mathematical 

models to predict student academic performance in an engineering dynamics course 

taught in the College of Engineering at Utah State University.  The predictive models will 

help the instructor to understand how well or how poorly the students in his/her class will 

perform, and hence the instructor can choose proper pedagogical and instructional 

interventions to enhance student learning outcomes.  

In this study, 24 predictive models are developed by using four mathematical 

modeling techniques and a variety of combinations of eight predictor variables. The eight 

predictor variables include students’ cumulative GPA, grades in four prerequisite courses, 

and scores in three dynamics mid-term exams.  The results and analysis show that each of 

the four mathematical modeling techniques have an average prediction accuracy of more 

than 80%, and that the models with the first six predictor variables yield high prediction 

accuracy and leave sufficient time for the instructor to implement educational 

interventions.  
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CHAPTER I 

INTRODUCTION 

 
Engineering dynamics is a fundamental sophomore-level course that nearly all 

engineering students majoring in aerospace, mechanics, and civil engineering are 

required to take (Ibrahim, 2004; Rubin & Altus, 2000; Zhu, Aung, & Zhou, 2010). The 

course cultivates students’ ability to “visualize the interactions of forces and moments, 

etc., with the physical world” (Muthu & Glass, 1999). It is an essential basis for many 

advanced engineering courses such as advanced dynamics, machine design, and system 

dynamics and control (Biggers, Orr, & Benson, 2010; Huang & Fang, 2010). 

However, engineering dynamics is also regarded as one of the most challenging 

courses for undergraduates (Self, Wood, & Hansen, 2004). The course requires students 

to have solid mathematical skills and a good understanding of fundamental concepts and 

principles of the field. Many students perform poorly in or even fail this course. The 

mean score of the final comprehensive exam in the dynamics class is below 70 out of 100 

at Utah State University in 2009.  On average, only 53% of the engineering dynamics 

questions were answered correctly in the Fundamentals of Engineering (FE) Examination 

in U.S. in 2009 (Barrett et al., 2010).  

Pedagogical and instructional interventions can improve student academic 

performance by building up a more solid foundation and enhancing students' learning of 

engineering concepts and principles (Etkina, Mestre, & O’Donnell, 2005). For example, 

interventional process of constructing knowledge can help students to relate (and, later, 

integrate) new information to prior knowledge and achieve complex learning goals 
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(Etkina et al., 2005; Royer, 1986). Students may be able to construct a hierarchical 

structure of knowledge and gain better understanding of the principles after training 

(Dufresne, Gerace, Hardiman, & Mestre, 1992).  

To achieve better learning outcomes, the choice of instructional interventions 

must take into account the diverse academic backgrounds and varied performance of 

students in relevant courses because each student will have a different reaction to them. 

For example, a study conducted by Palincsar and Brown (1984) showed that implicit 

instructions could help average students to achieve greater understanding and success in 

class, whilst the same teaching method would hinder the learning process of lower-

performance students.  

Many education researchers and instructors have made extensive efforts in 

constructing effective models to predict student academic performance in a class 

(Emerson & Taylor, 2004; Holland, James, & Richards, 1966; Kotsiantis, Pierrakeas, & 

Pintelas, 2003; Lowis & Castley, 2008; Pittman, 2008). The results of these predictive 

models can help the instructor determine whether or not a pedagogical and instructional 

intervention is needed. For example, the instructor can determine how well, or how 

poorly, students may perform in the class. Then, appropriate pedagogical and 

instructional interventions (for example, designing an innovative and effective teaching 

and learning plan) can be developed and implemented to help these academically at-risk 

students.   

Variables such as students’ prior knowledge and prior achievement contribute 

significantly to the prediction accuracy of the model that predicts student academic 
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performance (Fletcher, 1998). Thompson and Zamboanga (2003) concluded that prior 

knowledge and prior achievement (such as GPA) are significant predictors of student 

academic performance in a class and represented 40% to 60% of variance in learning new 

information (Dochy, 1992; Tobias, 1994). However, if prior knowledge is insufficient or 

even incorrect, learning and understanding of new information will be hindered (Dochy, 

Segers, & Buehl, 1999).  

Psychological variables, such as goals, are controversial predictors for academic 

achievement. Some studies found that psychological variables were significant predictors 

(Cassidy & Eachus, 2000) and increased the amount of variance explained for academic 

achievement (Allen, Robbins, & Sawyer, 2010). However, other studies discovered that 

the change in explained variance was not significant when psychological variables were 

included (French, Immekus, & Oakes, 2005). It has been suggested that the variables 

have different effects on different learning subjects (Marsh, Vandehey, & Diekhoff, 2008). 

Identifying and choosing effective modeling approaches is also vital in 

developing predictive models. Various mathematical techniques, such as regression and 

neural networks, have been employed in constructing predictive models. These 

mathematical techniques all have advantages and disadvantages. For example regression, 

one of the most commonly used approaches to constructing predictive models, is easy to 

understand and provides explicit mathematical equations. However, regression should not 

be used to estimate complex relationships and is susceptible to outliers because the mean 

is included in regression formulas. On the other hand, neural networks can fit any linear 

or nonlinear function without specifying an explicit mathematical model for the 
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relationship between inputs and output; thereby, it is relatively difficult to interpret the 

results.  

In a recent work by Fang and Lu (2010), a decision-tree approach was employed 

to predict student academic achievement in an engineering dynamics course. Their model 

(Fang & Lu, 2010) only generates a set of “if-then” rules regarding a student’s overall 

performance in engineering dynamics. This research focused on developing a set of 

mathematical models that may predict the numerical scores that a student will achieve on 

the dynamics final comprehensive exam. 

 
Problem Statement 

 
As stated previously, student low academic performance in the engineering 

dynamics course has been a long-standing problem.  Before designing and implementing 

any pedagogical and instructional interventions to improve student learning in 

engineering dynamics, it is important to develop an effective model to predict student 

academic performance in this course so the instructor can know how well or how poorly 

the students in the class will perform.  This study focused on developing and validating 

mathematical models that can be employed to predict student academic performance in 

engineering dynamics.   

 
Research Goals and Objectives 

 
The goal of this study is to develop a validated set of mathematical models to 

predict student academic performance in engineering dynamics, which will be used to 
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identify the academically-at-risk students. The predicted results were compared to the 

actual values to evaluate the accuracy of the models.  

The three objectives of the proposed research are as follows: 

1. Identify and select appropriate mathematical (i.e., statistical and data mining) 

techniques for developing predictive models. 

2. Identify and select appropriate predictor variables/independent variables that 

can be used as the inputs of predictive models. 

3. Validate the developed models using the data collected in four semesters and 

identify academically-at-risk students.  

 
Research Questions 

 
Three research questions have been designed to address each research objective of 

the study. These three research questions include:  

1. How accurate will predictions be if different statistical/data mining techniques 

such as multiple linear regression (MLR), multilayer perceptron (MLP) 

networks, radial basis function (RBF) networks, and support vector machine 

(SVM) are used? 

2. What combination of predictor/independent variables yields the highest 

prediction accuracy?  

3. What is the percentage of academically at-risk students that can be correctly 

identified by the model? 
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Scope of This Research 

 
Student academic performance is affected by numerous factors.  The scope of the 

research is limited to the investigation of the effects of a student’s prior achievement, 

domain-specific prior knowledge, and learning progression on their academic 

performance in the engineering dynamics course. Psychological factors, such as self-

efficacy, achievement goals, and interest, were not included in constructing predictive 

models.  

In the future study, psychological factors will be considered for developing the 

predictive models and further interviews will be conducted to confirm the identified 

academically at-risk students and diagnose if those students have psychology-related 

issues and problems in addition to having academic problems. How to effectively apply 

the predictive models will also be examined in the future study.  

 
Uniqueness of This Research 

 
A variety of commonly used literature databases were examined, including the 

Education Resources Information Center, Science Citation Index, Social Science Citation 

Index, Engineering Citation Index, Academic Search Premier, the ASEE annual 

conference proceedings (1995-2011), and the ASEE/IEEE Frontier in Education 

conference proceedings (1995-2011). The only paper on predictive modeling of student 

academic performance in the engineering dynamics course is done by Fang and Lu 

(2010).  However, not only did their work use only one modeling approach (a decision 

tree approach), but their work took into account only student prior domain knowledge.  
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CHAPTER II 
 

LITERATURE REVIEW  

 
This chapter includes two sessions. The first session reviews studies concerning 

the teaching and learning of engineering dynamics as well as the prediction of student 

academic performance. Features of engineering dynamics, factors that influence the 

prediction accuracy, and variables used for developing predictive models in various 

disciplines are discussed. The second session introduces the statistical and data mining 

modeling techniques used in this research, including MLR, MLP network, RBF network, 

and SVM.  

 
Predictive Modeling of Student Academic Performance 

 
Engineering Dynamics 

Engineering dynamics is a foundational sophomore-level course required for 

many engineering students. This course is essential for engineering students because it 

teaches numerous foundational engineering concepts and principles including motion, 

force and acceleration, work and energy, impulse and momentum, and vibrations. The 

course encompasses many fundamental building blocks essential for advanced studies in 

subsequent engineering courses such as machine design, advanced structural design, and 

advanced dynamics (North Carolina State University, 2011; Utah State University, 2011).    

Most dynamics textbooks used in engineering schools in the U.S. have similar 

contents (Ibrahim, 2004). Take the popular textbook authored by Hibbeler (2010) as an 

example. The textbook has 11 chapters covering the following topics on kinematics and 
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kinetics of particles and rigid bodies:   

1.    Kinematics of a Particle 

2.    Kinetics of a Particle: Force and Acceleration 

3.    Kinetics of a Particle: Work and Energy 

4.    Kinetics of a Particle: Impulse and Momentum 

5.    Planar Kinematics of a Rigid Body 

6.    Planar Kinetics of a Rigid Body: Force and Acceleration 

7.    Planar Kinetics of a Rigid body: Work and Energy 

8.    Planar Kinetics of a Rigid Body: Impulse and Momentum 

9.    Three-Dimensional Kinematics of a Rigid Body 

10.  Three-Dimensional Kinetics of a Rigid Body 

11.  Vibrations 

 Assessment of student academic performance. A student’s academic 

performance is typically assessed by homework, quizzes, and exams. The textbook often 

includes many dynamics problems that can be used as students’ homework assignments. 

Many homework problems often require students to select and correctly apply dynamics 

concepts and principles. Quizzes and exams can be of any format that the instructor 

chooses, such as multiple choice, true or false, matching, and free-response questions. 

The assessment of a student’s performance may also include the student’s level of 

participation in class discussions. However, it is the final comprehensive exam that 

generally makes up the largest percentage of a student’s final grade.  

 Difficulties in learning dynamics. Engineering dynamics is “one of the most 



9 
 
difficult courses that engineering students encounter during their undergraduate study” 

(Magill, 1997, p. 15).  There are at least three reasons for this. First, solving engineering 

dynamics problems requires students to have a solid understanding of many fundamental 

engineering concepts and principles.  Students must have the ability to visualize the 

interactions of forces and moments (Muthu & Glass, 1999) and apply Newton’s Laws, 

the Principle of Work and Energy, and the Principle of Impulse and Momentum for a 

particle or for a rigid body. However, some dynamics problems can be solved using 

different approaches. For example, one can use the Conservation of Energy, Newton’s 

Second Law, or the Principle of Impulse and Momentum to solve a problem that involves 

the motion of a bouncing ball (Ellis & Turner, 2003).   

Second, solving dynamics problems requires students to have solid mathematical 

skills. For example, knowledge about cross multiplication, differential equations, and 

integral equations are required to solve dynamics problems that involve angular impulse 

and momentum.  

Since dynamics brings together “basic Newtonian physics and an array of 

mathematical concepts” (Self & Redfield, 2001, p. 7465), the prerequisites for 

engineering dynamics include calculus, physics, and engineering statics. Calculus 

prepares students with mathematical fundamentals such as differential equations. Physics 

and statics equip students with a necessary familiarity with such concepts as kinematics, 

Newton’s Laws, and impulse and momentum. 

Third, a large class size increases the challenge level of learning dynamics 

because it is difficult for the instructor to pay sufficient attention to each individual in a 
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large class (Ehrenberg, Brewer, Gamoran, & Willms, 2001). Class size refers to the ratio 

of the number of students to the number of instructors teaching the class during a 

particular class period. Class size is generally defined as “small” if the student-to-

instructor ratio is lower than 30:1 and “large” if the ratio is higher than 70:1 (Kopeika, 

1992).  Engineering dynamics is often taught in classes with a large number of students. 

At USU, 50 to 60 students take the class in a fall semester and more than 100 students 

take it in a spring semester.  

Table 1 summarizes seven studies that focused on the relationship between class 

size and student achievement. Three of them (Nos. 1-3) focused on the effect of class size 

on achievement for elementary school students. One (No. 4) studied the data collected 

from elementary school through high school. Three (Nos. 5-7) examined the effect of 

class size on undergraduate students. These studies, published between 1979 and 2002, 

yielded mixed results. Two studies (Nos. 3, 5) reported a nonsignificant effect, while the 

other four (Nos. 1, 2, 4, 6, 7) suggested a negative relationship between class size and 

student achievement.   

 
Predicting Student Academic Performance 

Need for predicting student academic performance. Prediction of student 

academic performance has long been regarded as an essential research topic in many 

academic disciplines for a number of reasons. First, predictive models can help the 

instructor predict student academic performance and then take some proactive measures 

(Veenstra, Dey, & Herrin, 2008; Ware & Galassi, 2006). With a validated predictive 

model, an instructor can identify academically at-risk students. The instructor may 
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Table 1  

Studies on the Relationship Between Class Size and Student Achievement 

No. Researcher & year Participants 
Research 
method Relationship 

1 Cahen & Filby, 1979 Elementary Qualitative Negative 
2 Angrist & Lavy, 1999 Elementary Quantitative Negative 
3 Hoxby, 2000 Elementary Quantitative N/A 
4 Levin, 2001 Elementary 

to high 
Quantitative Negative 

5 Kennedy & Siegfried, 1997 Economics 
undergraduate 

Quantitative N/A 

6 Kopeika, 1992 Engineering 
undergraduate 

Quantitative Negative 

7 Dillon, Kokkelenberg, & 
Christy, 2002 

Undergraduate Qualitative Negative 

 

consider adopting specific instructional strategies for those academically at-risk students. 

For example, if a model predicts that a student will receive a final exam score below 50 

(out of 100), he or she will be identified as potentially academically at-risk. The student 

might first be interviewed, followed by the observation of his/her classroom performance. 

This will help the instructor to develop a clear understanding of that student’s learning 

skills and difficulties.  Based on the instructor’s judgment, additional instructional 

interventions may be implemented on that student. A detailed discussion of these 

instructional interventions is beyond the scope of this research; however, some examples 

of additional instructional interventions may include one-on-one tutoring and review of 

important concepts and principles after class, assigning more representative technical 

problems for additional student, providing remedial lessons to improve the student’s 

mathematical skill, and asking the student to review previously learned concepts in 

relevant courses.  Computer simulations and visualization of dynamics problems can also 
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help the student understand the processes on a deeper level.  

Additionally, the results of predictive models can help the instructor to develop an 

effective intervention strategy to reduce the dropout rate of students from relevant 

courses or programs (Lowis & Castley, 2008). In Lowis and Castley’s 2-year study, a 

questionnaire based on “Seven Principles of Good Undergraduate Teaching” was 

employed to predict student learning progression and academic achievement. In the first 

phase of their study, approximately 200 psychology students were surveyed during a 

scheduled class of their first year at a university in the East Midlands. The results showed 

that the students who eventually withdrew from the class before the mid-term of their 

first year had low scores in the questionnaire. In the second phase of their study, 116 

psychology freshmen responded to the questionnaire after Week 7. Twenty-eight students 

were predicted to withdraw. Fifteen of the students were included in the intervention 

group and were asked to explain reasons for their answers to the questionnaire and to 

analyze their strengths/weaknesses. The other 13 students were placed in the control 

group. At the end of the first year, four students in the control group withdrew; however, 

no student in the intervention group withdrew.  

A third positive effect of predictive modeling is that the instructor can employ the 

predicted results to modify existing course curriculum, such as the redesign of 

cooperative learning activities like group work. Although cooperative learning is reported 

to have a positive effect on student academic achievement (Brush, 1997), studies show 

that the group with ability-matched members would gain higher achievement than the 

group with one member that performs significantly better than the other members 
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(Nihalani, Wilson, Thomas, & Robinson, 2010; Onwuegbuzie, Collins, & Elbedour, 

2003). Predictive models allow the instructor to identify a student’s academic skills. 

According to the predicted results, the students with compatible skills can be grouped 

together to maximize the success of cooperative learning for all students involved. 

Finally, students themselves can also use the predicted results to develop the 

learning strategies that are most effective for them personally. A predictive model helps 

students to develop a good understanding of how well or how poorly they would perform 

in a course. From the predicted results, academically at-risk students may rethink the way 

in which they have been studying. Ultimately, with help from the instructor, these 

students may design a better learning strategy to improve their success in the course. 

Validation of the predictive models. Validation of the predictive models includes 

internal and external validation and reflects the differences between predicted values and 

actual values (Das et al., 2003; Bleeker et al., 2003). Internal validation is the “estimation 

of the prediction accuracy of a model in the same study used to develop the model” 

(Glossary Letter I, 2011, para. 51). External validation is the process of validating the 

developed models “using truly independent data external to the study used to develop the 

models” (Glossary Letter E, 2011, para. 69). Das et al. (2003) employed prediction 

accuracy to assess the internal and external validation of the predictive models. Artificial 

neural network and multiple-logistic-regression models were developed to predict 

outcome of lower-gastrointestinal haemorrhage. Data from 190 patients in one institution 

were used to train and internally validate the predictive models. The predictive models 

were externally validated by using data from 142 patients in another institution. 
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Prediction accuracy was calculated by the ratio of the correct predictions to total 

predictions. Results showed that neural network models had similar prediction accuracy 

to multiple-logistic-regression models in internal validation, but were, however, superior 

to multiple-logistic-regression models in external validation. 

Another study conducted by Bleeker et al. (2003) suggested that external 

validation, which was assessed by prediction accuracy, was necessary in prediction 

research. In total, 376 datasets were used to develop and internally validate a predictive 

model and 179 datasets were used to externally validate the model. The ROC area was 

employed to measure prediction accuracy, and dropped from 0.825 in internal validation 

to 0.57 in external validation. The poor external validation indicated necessary of refitting 

the predictive model. The ROC area of refitted model was 0.70. 

Factors that influence the prediction accuracy of predictive models. The 

prediction accuracy of a predictive model is affected by at least two factors: (1) the 

selection of predictors and (2) the mathematical techniques that are used to develop the 

predictive model. On the one hand, the prediction accuracy of a predictive model changes 

with different predictors. Lykourentzou, Giannoukos, and Mpardis (2009) compared the 

mean absolute error of prediction accuracy generated by different predictors. In their 

study, data of 27 students or 85% of a class in a 2006 semester were used to train the 

model, and data of five students or 15% in the same semester were used as the internal 

validation dataset. Another dataset of 25 students in a 2007 semester were used for 

external validation.  Students took four multiple-choice tests: mc1, mc2, mc3, and mc4. 

Three predictive models developed using neural network were compared: model #1 used 
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mc1 and mc2 as input variables; model #2 used mc1, mc2, and mc3 tests; and model #3 

used all four tests. While keeping all other conditions the same but with different 

predictors, the mean absolute error of prediction accuracy was 0.74 for model #1, 1.30 for 

model #2, and 0.63 for model #3. 

On the other hand, the mathematical techniques used to develop a predictive 

model also affect the accuracy of prediction.  In the same study (Lykourentzou et al., 

2009), two modeling techniques—neural network and multiple linear regression—were 

compared.  In terms of the mean absolute error, predictions from all the neural network 

models were more accurate than those of MLR models. The mean absolute error of the 

prediction accuracy of neural network models was only 50% of that of the corresponding 

MLR models. Another comparison was made by Vandamme, Meskens, and Superby 

(2007) which predicted students’ academic success early in the first academic year. In 

total, 533 students from three universities were classified into three achievement 

categories: low-risk, medium-risk, and high-risk students. The mathematical techniques 

used in the Vandamme et al. (2007) study included decision trees, neural networks, and 

linear discriminant analysis. Their results showed that linear discriminant analysis had the 

highest rate of correct classifications based on the collected samples. However, none of 

the three models had a high rate of correct classification. They found that a larger sample 

size was needed to increase the rate of correct classification for each model.  

Factors that affect student academic performance. The following paragraphs 

introduce the factors that affect student academic performance. 

Prior domain knowledge. Domain knowledge is an individual’s knowledge of a 
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particular content area, such as mathematics (Alexander, 1992; Dochy, 1992). Prior 

domain knowledge is defined as the knowledge that is available before a certain learning 

task and contains conceptual and meta-cognitive knowledge components (Dochy, De 

Rijdt, & Dyck, 2002). Prior domain knowledge is often measured by the grades earned in 

diagnostic exams or pretests (see Table 2).  In this research, prior domain knowledge 

refers to the mathematical and physical knowledge students learned in the prerequisite 

courses. 

Table 2  

The Effects of Student Prior Knowledge on Academic Performance 

Researcher 
& year 

Participants Sample 
size Major/class 

Variables 
examined Freshman Higher 

Danko-
McGhee & 
Duke, 1992 

100% 892 Intermediate 
Accounting 

Overall GPA, 
related course 
grades, diagnostic 
exam 
 

O’Donnell 
& 
Dansereau, 
2000 

100% 108 Education 
and 
psychology 

Prior knowledge 
of the ANS and 
PTa 
 
 

Hicks & 
Richardson, 
1984 

 100% 312 Intermediate 
Accounting 

Diagnostic test, 
overall GPA, 
principles GPA 
 

Thompson 
& 
Zamboanga, 
2004 
 

85% 25% 353 Psychology ACT, pretest 
 
 

Hailikari et 
al., 2008 

67% 33% 139 Mathematics Math tasks, GPA 

 
aANS: autonomic nervous system; PT: probability theory 
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A number of studies, such as those shown in Table 2, have investigated the effect 

of prior domain knowledge on student academic performance. Two of these studies 

(Hailikari, Nevgi, & Komulainen, 2008; Thompson & Zamboanga. 2004) focused on the 

impact of prior domain knowledge on student academic achievement at the college level. 

Hailikari and colleagues’ (2008) study indicated that compared to prior academic success 

and self-belief, a student’s prior domain knowledge was the strongest variable that 

contributed to his/her academic achievement in related classes (β = .42, p  < .001). 

Thompson and Zamboanga (2004) designed a study to investigate the effect of prior 

domain knowledge on course achievement for freshmen psychology students.  Their  

prior domain knowledge was measured by using two pretests, one to determine academic 

knowledge of psychology and another to gage familiarity with popular psychology.  The 

results of this study showed that for both pretests, psychological knowledge (r = .37) and 

popular psychology (r = .20), were significantly (p  < .01) correlated with new learning. 

However, only the pretest of scholarly knowledge was identified as the most significant 

predictor for student academic performance. 

Other similar studies have been conducted with students from different academic 

backgrounds including Hicks and Richardson (1984) and Danko-McGhee and Duke 

(1992) who used diagnostic tests to investigate the effect of students’ prior domain 

knowledge on new learning. Hicks and Richardson (1984) found that a high correlation 

existed between diagnostic scores and course scores that students earned in an 

intermediate accounting class (r = .57,  p  < .001). A 2-year study was conducted by 

Danko-McGhee and Duke (1992) to explore the variables related to students’ grades in an 
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accounting course. These research findings supported Hicks and Richardson’s (1984) 

conclusion that the diagnostic examination, which was related to prerequisite courses, 

shared a relatively high variance with course performance ( 2R = .19).  

However, it must be noted that the quality of students’ prior domain knowledge is 

a significant factor. In other words, prior knowledge that contains inaccuracies and 

misconceptions may also hinder new learning (Hailikari et al., 2008; O’Donnell & 

Dansereau, 2000; Thompson & Zamboanga, 2004). Fisher, Wandersee, and Moody (2000) 

found that prior knowledge profoundly interacted with learning and resulted in a diverse 

set of outcomes. New learning may be seriously distorted if prior knowledge contains 

significant misconceptions or inaccuracies of a subject matter. 

Extensive literature review shows that prior domain knowledge is generally a 

reliable predictor of student academic performance in a variety of courses. Approximately 

95% of studies in different academic fields support the claim that students’ prior 

knowledge, especially domain knowledge, has a significant positive impact on student 

academic performance (Dochy et al., 2002). Nevertheless, the impact varies according to 

the amount, completeness, and correctness of students’ prior knowledge.  As Dochy et al. 

(2002, p. 279) concluded, “the amount and quality of prior knowledge substantially and 

positively influence gains in new knowledge and are closely linked to a capacity to apply 

higher order cognitive problem-solving skills.” 

Prior achievement. In this study, prior achievement refers to a student’s 

cumulative GPA, not the grade the student earned in a particular course.  

On the one hand, prior achievement is correlated with prior knowledge and affects 
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academic performance. Hicks and Richardson (1984) studied the impact of prior 

knowledge and prior achievement on the academic performance of accounting students. 

The descriptive analysis they performed showed that a moderate correlation (r = .31) 

existed between a student’s overall GPA (prior achievement) and diagnostic score (prior 

knowledge) in a particular class.  

On the other hand, some studies in a variety of academic disciplines confirmed 

that GPA (prior achievement) has a significant direct effect on student achievement. In 

the same study mentioned above, Hicks and Richardson (1984) also found a strong 

correlation (r = .52) between a student’s overall GPA and his/her final grade in an 

accounting course. A simple linear regression was employed based on students’ overall 

GPAs and course grades. The results showed that overall GPA shared 27.3% variance of a 

student’s final grade.  Based on the data collected from 471 students who had been 

recruited from four sections in an introductory psychology course, Harachiewicz, Barron, 

Tauer, and Elliot (2002) found that student high school performance was a positive 

predictor of their short-term and long-term academic success. Similar results have also 

been found in economics (Emerson & Taylor, 2004), mathematics (Hailikari, Nevgi, & 

Ylanne, 2007), agriculture (Johnson, 1991), chemistry (Ayan & Garcia, 2008), and 

engineering (Flectcher, 1998; Wilson, 1983) disciplines. 

Some studies investigated the impact of prior achievement on academic success 

without specifying students’ majors. For example, Hoffman and Lowitzki (2005) 

collected a set of data from 522 “non-major students” at a private Lutheran university to 

study the effect of students’ characteristics on their academic success. The results 
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revealed that the impact of high school grades varied with a student’s ethnicity and race. 

Prior achievement was a significant and strong predictor of academic performance for 

white students and students of color, but not for non-Lutherans. Although the sample was 

very similar to the overall population at the university level, the research findings may 

not be generalizable because of the strong religion influence in Hoffman and Lowitzki’s 

(2005) study.  

Standardized tests. The Scholastic Aptitude Test (SAT) and the American College 

Test (ACT) are two standardized tests widely used to measure students’ academic skills in 

the U.S. (Harachiewics et al., 2002). Some studies suggested that SAT/ACT scores were 

significant predictors of academic performance, but SAT/ACT scores were not as precise 

an indicator as was prior achievement (Camara & Echternacht, 2000; Fleming & Garcia, 

1998; Hoffman, 2002). Some other studies found no relationship between SAT scores and 

achievement in a group of students (Emerson & Taylor, 2004). 

The predictive validity of standardized test scores may be affected by some 

factors such as race. Fleming (2002) conducted a study to compare the impact of 

standardized test scores on students of different races. His results indicated that, on 

average, standardized test scores had a correlation of 0.456 with student academic 

success. However, SAT has higher predictive validity for Black freshmen who attended 

Black colleges (R2
 = .158) than for White freshmen attending primarily White colleges 

(R2 = .092).  

Students’ grades may also affect the predictive validity of standardized test scores. 

In the above-mentioned article (Felming, 2002) that studied prediction of student 
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academic performance from standardized test scores, SAT/ACT scores were found to be 

significant predictors in the first year of college. However, SAT/ACT scores had a weak 

or even nonsignificant relationship with academic performance as a student’s academic 

career progressed. It is therefore reasonable to conclude that standardized tests, which are 

generally taken by students in high school, have significant and high correlation 

coefficients for student academic performance in the first year in college, but have a weak 

and low correlation with student academic performance beyond the first year.   

Other influencing factors. Some research considered noncognitive variables, 

such as personality traits like leadership and self-efficacy, as predictors of student 

academic performance (see Table 3). It was found that the effects of noncognitive 

variables on student academic achievement differ according to the target groups and 

purpose of the predictive model. For example, in Ting’s (2001) study, different predictors 

were identified for different target groups. For all students, SAT total score, positive self-

concept, leadership experiences, and preference of long-term goals were identified as 

significant predictors. In predicting GPA for all male students, leadership experience did 

not contribute much and was excluded from the model. In predicting GPA for all female 

students, preference of long-term goals was excluded from the model. 

In Lovegreen’s (2003) study, all noncognitive variables had little contribution in 

predicting academic success of female engineering students in their first year of college. 

Although Lovegreen (2003) included similar noncognitive predictors, as did Ting (2001) 

and other researchers, different conclusions were made. The participants in Lovegreen’s 

(2003) study (100 female first-year engineering students in a research-extensive
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university) were different from those in other studies.  The conflicting results from 

Lovegreen’s (2003) study and other studies, such as Ting (2001), indicated that the 

contribution of noncognitive variables varies with target student groups and the purpose 

of the model. 

As the first step for predicting student academic performance in engineering 

dynamics, this study focuses on the effects of a student’s prior achievement and prior 

domain knowledge. The effects of noncognitive variables on student performance in 

engineering dynamics will be the focus of more studies in the future. 

 
Statistical and Data Mining Modeling Techniques  

 
Data mining is also called knowledge discovery in database (Han & Kamber, 

2001). It integrates statistics, database technology, machine learning, pattern recognition, 

artificial intelligence, and visualization (Pittman, 2008). Data mining analyzes the 

observational datasets to summarize “unsuspected relationships” between data elements 

(Hand, Mannila, & Smyth, 2001). It has two functions:(a) to explore regularities in data, 

and (b) to identify relationships among data and predict the unknowns or future values.  

For the purpose of this research, three data mining techniques (MLP network, RBF 

network, and SVM) and one statistical technique, which are all commonly used for 

predictive modeling, are described.  

 
Multiple Regression 

 Multiple regression takes into account the effect of multiple independent variables 

on a dependent variable and determines the quantitative relationships between them.  If 
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the relationship between independent variables and a dependent variable is linear, a MLR 

may be employed. MLR is a “logical extension” of simple linear regression based on the 

least square principle (Field, 2005). It establishes quantitative linear relationships among 

these variables by using 

 

0 1 1 2 2ˆi i i n iny b b x b x b x      

 
where ˆ iy is the predicted value of a dependent variable; 

ix  is the predictor, also called the predictor variable or the independent variable; 

0b is the predicted intercept of iy ; 

ib  is the regression coefficient. 

In the least-square estimation process, parameters for the multiple regression model, 

which can minimize the sum of squared residuals between the observed value and the 

predicted value, are calculated as (Everitt, 2009) 

 
1( )' 'b X X X y  

where                                                  1 2[ , , , ]'my y y y   
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However, if the relationship between independent variables and the dependent 
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variable is nonlinear, three approaches are commonly used to estimate the nonlinear 

relationship in multiple regression: polynomial regression, nonlinear transformation (also 

called intrinsically nonlinear), and nonlinear regression (Cohen, Cohen, West, & Aiken, 

2003).  

Polynomial regression can approximate any unknown nonlinear relationships 

among the variables using additively exponential functions (Criddle, 2004) 

 

2 3
0 1 1 2 1 3 1

n
n nY b b X b X b X b X


         

 
The highest order (e.g., 3X is of order 3) in polynomial regression determines the 

shape (the number of bends) of regression. For example, the quadratic equation 

2
0 1 2Y b b X b X


    generates one bend (a parabola) in regression. The cubic equation 

2 3
0 1 2 3Y b b X b X b X



    causes two bends (an S-shape) in regression. 

By introducing variables 2
iX , 3

iX , etc., nonlinear relationships between iX  and Y  

can be determined. Regression equation 3 is “linear in the parameters” and can be 

analyzed with multiple regression (Cohen et al., 2003). 

However, the variables iX  (i=1,2,…n) need to be centered before employing 

polynomial regression because the equation is meaningful only if the variables iX  have 

meaningful zeros (Cohen et al., 2003). The full function for polynomial regression is: 

       2 3

0 1 1 1 2 1 1 3 1 1

n

n n nY b b X X b X X b X X b X X

            

 Nonlinear transformation can change the relationship between the predictors iX  
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and the dependent variable Y by changing the scale or units of the variables, such as 

changing X (Y) to logX (logY), Xa ( Ya ), or X ( Y ). Nonlinear transformation can help 

simplify the relationships between iX and Y by eliminating heteroscedasticity, and 

normalizing residuals (Cohen et al., 2003).  

Three elements must be considered before choosing between the transformed 

variables and the original variables. First, one must consider whether the transformation 

is supported by relevant theories. Some psychophysical theories require nonlinear 

transformation to estimate the parameters of a model. The second aspect is the 

interpretation of the model. The final factor is the improvement of fit. Nonlinear 

transformation can substantially improve the overall fit of the model through simplifying 

the relationships between predictors and the dependent variable (Cohen et al., 2003).  

Nonlinear regression is used to estimate the parameters of a nonlinear model 

which cannot be linearized by nonlinear transformation. A particular nonlinear equation 

must be specified to conduct nonlinear regression based on theory or the appropriateness 

of the relationships between predictors and the dependent variable, for example, 

( )dX
iY c e    (Cohen et al., 2003).  

Selection of predictor/independent variables. Four approaches are typically 

used to select appropriate predictor/independent variables from a list of candidate 

variables: forward selection, backward selection, stepwise regression, and the enter 

approach. With the forward selection approach, candidate independent variables are 

entered one by one into the initial model, which is a constant. The candidate variables 

that do not have a statistically significant contribution to the mean value of the predicted 
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value are excluded.  

In the backward selection approach, all candidate independent variables are first 

included in the model. Then, candidate variables are successively removed until all 

remaining variables in the model cause a statistically significant change in the mean 

value of the predicted value if eliminated.  

The stepwise regression method is a combination of both forward and backward 

selection. The initial model for the stepwise regression approach is a constant. Candidate 

independent variables are added to the model one by one. If a candidate variable makes a 

significant change to the mean of the predicted value, the variable will be temporarily 

kept in the model. If a candidate variable does not contribute significantly, the variables 

which were kept in the model earlier are removed from the model one by one to see if 

any more significant contributions will be generated by discarding one of the candidate 

variables.  

With the enter approach, all candidate variables must be included in the model at 

first, with no regard to sequencing. Significant levels and theoretical hypotheses can 

assist a researcher in deciding which variables should be retained. Generally, the enter 

approach is the default method of variable entry in many commercial software packages, 

for example, SPSS.  

 Factors that affect the prediction accuracy of multiple regression. In theory, 

the best model should be achieved through any one of the three automatic selecting 

approaches (forward selection, backward elimination, and stepwise regression). However, 

an inferior model might be selected if, for example, two candidate independent variables 
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(such as X1 and X2) are highly correlated with each other. If this is the case, then, at least 

one candidate independent variable must be excluded from the model. Assume an 

automatic variable selection approach, such as stepwise, retains X1. It is possible that the 

model with X2 is equal to or even better than the model containing X1.  It is suggested that 

a healthy degree of skepticism be maintained when approaching the multiple regression 

model with automatic selection methods (Everitt, 2009).  

 Applications of multiple regression models. The multiple regression models 

have been widely employed for predicting student academic performance in a variety of 

disciplines. Delauretis and Molnar (1972) used stepwise regression to predict eight 

semesters of grade-point averages (GPA) for the 1966 freshman in engineering class at 

Purdue University. Precollege indicators, including high school rank, SAT score, ACT 

score, and cumulative college GPA, were incorporated into the predictor set. Based on a 

large sample size, Delauretis and Molnar (1972) found that college GPA was an effective 

predictor. Prediction accuracy ranged from 0.54 to 0.68 (p < .01) when precollege 

measurements and college GPA were used as predictors; however, prediction accuracy 

declined to 0.26 when using precollege measurements only. Delauretis and Molnar (1972) 

concluded that “it is overly simplistic to investigate GPA solely” and that further study 

was needed to construct a comprehensive model. 

Marsh et al. (2008) developed multiple regression models to predict student 

academic performance (measured by GPA) in an introductory psychology course. Student 

information such as age, gender, classification, ACT, SAT, and general psychology exam 

scores collected from 257 students were used as predictors.  Their results showed that 
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general psychology exam scores were an effective variable to predict GPA ( 2
1 5examR  = .46), 

and general psychology exam scores had equal or greater predictive power than did SAT 

or ACT scores ( 2
SATR = .06, 2

ACTR = .14). Therefore, Marsh et al. (2008) suggested that 

scores in other required courses be used to predict student academic performance. 

 
Neural Networks 

Neural networks refer to a set of interconnected units/neurons that function in 

parallel to complete a global task. Two types of neural networks most commonly used 

include MLP and RBF networks. These two types of neural network models are 

introduced in the following paragraphs. 

 MLP network. MLP network, also known as multilayer feed forward neural 

network, is the neural network model that has been most widely studied and used 

(Maimon, 2008). It has a promising capability for prediction because of its ability 

regarding “functional mapping problems” in which one needs to identify how input 

variables affect output variables (Cripps, 1996; Maimon, 2008). Error back propagation is 

one of its key learning methods. 

The schematic diagram graph of a multilayer perception neural network is shown in 

Figure 1. An MLP network contains an input layer, one or more hidden layers, and an 

output layer. Each layer consists of a set of interconnected neurons. The neurons, which 

include nonlinear activation functions, learn from experience without an explicit 

mathematical model about the relationship between inputs and outputs (Cripps, 1996). 

Sample data enter the network via the input layer, and exit from the output layer after 



30 
 

 
 

 

Figure 1. Schematic graph of a MLP neural network. 

 

being processed by each hidden layer.  Each layer can only influence the one next to it.  If 

the output layer does not yield the expected results, the errors go backward and distribute 

to the neurons.  Then the network adjusts weights to minimize errors. 

Several factors may influence the accuracy of MLP, such as the number of layers, 

units in the hidden layers, activation function, weight, and learning rate.  Increasing the 

number of layers and units may improve the prediction accuracy of the MLP network;  

however, it also increases complications and training time. Initial weight determines 

whether the network can reach a global minimum. The learning rate determines how 

much the weight is changed each time.  

RBF network. RBF network is a three-layer feed-forward network. It takes the 

RBF function as the activation function in the hidden layer, and a linear function as the 

activation function in the output layer (Maimon, 2008). This RBF network approach can 

estimate any continuous function, including nonlinear functions, and has a good 

generalization capability.  
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The prediction accuracy of the RBF network is mainly affected by the number of 

units in the hidden layer. If the number is too small, the network is too simple to reflect 

the objective; however, if the number is too large, over-fit may occur and the 

generalization capability of the network would decline. 

Factors that affect the prediction accuracy of neural network models. 

Although neural networks are good at learning and modeling, one possible shortcoming 

of neural networks is over fitting, which cannot be overlooked. When over fitting occurs, 

the predictive capability of the neural network model will be decreased (Fulcher, 2008). 

This means that the model is highly accurate only when the training dataset is used, but 

prediction falters if other dataset is included. 

To avoid the over fitting phenomenon, it is necessary to prune the model, that is, 

separate the data that are used for building the predictive model into the training and 

testing datasets, and use the testing dataset to modify the model to prevent over fitting. In 

this way, the prediction accuracy of the neural network model can be improved when 

dealing with different datasets (Linoff & Berry, 2011).  

 Applications of neural network models. Although neural networks do not yield 

an explicit set of mathematical equations as does the MLR approach, it is popular in the 

educational research community because of its outstanding performance compared to 

traditional techniques such as multiple regression. Lykourentzou et al. (2009) used neural 

network models to predict student achievement in an e-learning class. Scores of four 

multiple-choice tests in an e-learning class in the 2006 semester (mc1, mc2, mc3, and 

mc4) were used as predictors. Data from 27 students or 85% of the class were used to 



32 
 

 
 

train the model, and data from five students or 15% of the class in the same semester 

were used as the internal validation dataset. Another set of data from 25 students in 2007 

was used as the external validation dataset.  Three neural network models were compared: 

NN1 model using mc1 and mc2 as inputs; NN2 model using mc1, mc2, and mc3 as 

inputs; and NN3 model using all mc tests as inputs. With different inputs, the mean 

absolute error of NN1, NN2, and NN3 was 0.74, 1.30, and 0.63, respectively. The neural 

network models were also compared with MLR models.  A comparison of the mean 

absolute errors showed that all neural network models performed much better than the 

regression models. The prediction error of neural network models was approximately 50% 

compared to the corresponding regression models. 

 
Support Vector Machine 

SVM is a learning system developed by Vapnick (1995) based on the structural 

risk minimization (SRM) principle. Compared to the traditional empirical risk 

minimization (ERM) principle, which minimizes the errors in training data, SRM 

minimizes an upper bound on the expected risk.  This feature enables SVM to be more 

accurate in generalization.   

The SVM method was first used to handle classification problems (pattern 

recognition) by mapping nonlinear functions into linear functions “in a high dimensional 

feature space” (Cristianini & Taylor, 2000).  However, by introducing a loss function, a 

SVM model can also be applied to regression problems as well (Gunn, 1998).  For 

regression purposes,  - insensitive loss function is often used (Deng & Tian, 2004; 

Stitson, Weston, Gammerman, & Vapnik, 1996).   is the number that is so small that 
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smaller than which the predictive error (difference between the predicted value ( )f x  and 

the actual value y) can be ignored. In general,   is set as a small positive number or zero, 

for example, 0.001. Equation 1 and Figure 2 illustrate the  - insensitive loss function. 

 

   
0

,
,

L y f x
y f x 


 

     
              

 for ,

otherwise

y f x   

                   (1) 

where  is the parameter to identify  

            is a user-defined precision parameter 

Given a set of data  , , 1, , , ,d
i i i ix y i n x R y R   , where dR is a Euclidean space, the 

linear regression function commonly used is shown in Equation 2 (Smola & Scholkopf, 

2004): 

( ) ( )f x w x b                                                              (2) 

 
 

   

Figure 2. The  - insensitive loss function. 

 
The objective of regression is to find a function in the form of Equation 2 to yield 

minimal loss-function. Therefore, the initial constrained optimization problem is  

C 

  y-f(x) 
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Considering the fitting error, two slack variables 0i   and 0i

   are 

introduced. To minimize the  - insensitive loss function  2

1

2
n

ii
i

C   



  , the 

equivalent primal optimization problem becomes 
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where constant 0C  . Constant C  measures “the trade-off between complexity and 

losses” (Cristianini & Taylor, 2000) and stands for the penalty on the sample data which 

has a larger error than  .  To solve this quadratic optimization problem, Lagrange 

multipliers , , ,i i i i      are introduced as (Cristianini & Taylor, 2000) 
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 

          

Then we have  
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The Lagrangian dual problem of the primary problem is defined as follows: 
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The regression function at a given point is determined as 

    
1

( )
l

i i i
i

f x x b x x b   



      
 

 where  ix x  is the dot product of vector ix and  vector x . 

Nonlinear regression problems in a low-dimensional space can be mapped into 

linear regression problems in a high-dimensional space. The mapping process can be 

undertaken by SVM through using the kernel function ( )k   to replace the dot product of 

vectors (Collobert & Bengio, 2001).  Polynomial kernel, Gaussian kernel, and hyperbolic 

tangent kernel are often used. They are expressed as (Hong & Hwang, 2003) 
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Polynomial kernel   ( , ) ( , 1) pK x y x y     

Gaussian kernel   
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Hyperbolic tangent kernel  ( , ) tanh( , )K x y k x y      

 
The optimization problem is thus defined as 
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The regression function is  

 

   
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 Factors that affect the prediction accuracy of SVM models. The prediction 

accuracy of SVM is mainly affected by two parameters: the penalty factor C  and the 

kernel parameter. The penalty factor C  determines penalty for the data whose deviations 

are larger than precision . They affect the prediction accuracy and the SVM model’s 

ability to generalize. The kernel parameter affects the generalization ability of the SVM 

model. However, there is no standard method for optimizing the two parameters. The 

method most often used is the grid method (Chen, Wang, & Lee, 2004; Friedrichs & Igel, 
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2005). 

 Applications of SVM models. SVM has been used for many applications, such 

as pattern identification and image processing (Romon & Christodoulou, 2006). In recent 

years, SVM has also been applied in control engineering (Mohandes, Halawani, & 

Rehman, 2004). However, SVM has not yet been widely applied in educational research. 

One study using SVM to predict the dropout rate of new students was conducted by 

Kotsiantis et al. (2003). Data were collected from four written assignments, face-to-face 

consulting meeting with tutors, and final examinations. Various techniques were 

employed to identify dropout-prone students by using the collected data as well as other 

information including sex, age, and parental occupation. The results showed that SVM 

performed better than neural networks after the third training phase, which included both 

the data used for the seconed step and the data from the first written assignment. Only 

ordinal data were included in the study of Kotsiantis et al. (2003). However, a study has 

not yet been conducted to investigate the prediction accuracy of SVM in educational 

research that involves the use of continuous data. 

 
Chapter Summary 

 
In this chapter, studies of predicting student academic performance as well as four 

modeling techniques that can be used for developing predictive models were reviewed.  It 

is shown that (a) academic performance of sophomore and junior students can be 

predicted by prior achievement and prior domain knowledge; and (b) modeling 

techniques, including multiple regression, MLP network, RBF network, and SVM may 
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influence the prediction accuracy of the models. Prediction accuracy can be employed to 

assess the internal and external validation of the predictive models. 
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CHAPTER III 

RESEARCH DESIGN 

 
The goal of this study was to develop a validated set of statistical and data mining 

models to predict student academic performance in an engineering dynamics course. This 

chapter describes how the predictive models were developed using six combinations of 

predictors and four modeling techniques (MLR, MLP network, RBF network, and SVM). 

The models were developed and validated based on the quantitative data of student 

academic performance collected during four semesters from 2008 to 2011. The criteria 

used to evaluate and compare the models are also defined.  

The three objectives of this research were as follows: 

1. Identify and select appropriate mathematical (i.e., statistical and data mining) 

techniques for constructing predictive models. 

2. Identify and select appropriate predictor variables (i.e., independent variables) 

that can be used as inputs for predictive models. 

3. Validate the developed models using the data collected during multiple 

semesters to identify academically-at-risk students.  

Three research questions were designed to address each research objective:  

1. How accurate will predictions be if different statistical and data mining 

modeling techniques such as traditional multiple linear regression, MLP 

networks, RBF networks, and SVM are used? 

2. What particular combination of predictor variables will yield the highest 

prediction accuracy?  
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3. What is the percentage of academically-at-risk students that can be correctly 

identified by the models? 

 
Overall Framework 

 
Cabena, Hadjinian, Stadler, Verhees, and Zanasi (1997) created a five-stage model 

for data mining processes, including the determination of business objectives, data 

preparation, data mining, results analysis, and knowledge assimilation.  Feelders, Daniels, 

and Holsheimer (2000) illustrated six stages of the data mining process, including 

defining the problem definition, acquiring background information, selection and 

preprocessing of data, analyzing and interpreting, as well as reporting acquired data. 

Pittman (2008) proposed a data mining process model for education, which includes 

determining a dataset based on student retention rates, domain knowledge, and data 

availability. The next steps would be extracting data from a data warehouse, generating 

instances, calculating derived variables, and assigning outcome variables. The last step 

would entail generating descriptive and exploratory statistics for the dataset and 

eliminating highly correlated variables and normalizing numeric data elements.  

The modeling framework of this study was based on the data mining process 

models described above. Figure 3 shows the modeling framework. 

 
Data Collection 

Students who were enrolled in ENGR 2030 Engineering Dynamics in the College 

of Engineering at Utah State University in Fall 2008-Spring 2011 participated in this 

study (see the Appendix for a copy of the IRB approval letter).  Approximately 120  
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Figure 3. The modeling framework of this study. 
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students enrolled in the engineering dynamics course in spring semester, and 60 students 

enrolled in this course in fall semester. 

Information regarding student academic performance was collected from a total of 

324 students in four semesters: 128 students in Semester #1 (Spring 2009), 58 students in 

Semester #2 (Fall 2008), 53 students in Semester #3 (Fall 2009), and 85 students in 

Semester #4 (Spring 2011).  The reason for assigning Spring 2009 as Semester #1 was the 

largest number of students enrolled in that semester; therefore, the data collected in 

Spring 2009 were more representative. Figure 4 shows student demographics. As seen in 

Figure 4, the majority of the 324 students were either mechanical and aerospace 

engineering majors (174, or 53.7%) or civil and environmental engineering majors (94, or 

29%).  

Candidate variables to be used as predictors. Based on extensive literature 

review and the experience in teaching engineering dynamics, data regarding students’ 

prior achievement, domain-specific prior knowledge, and learning progression were 

collected. Eight variables (X1, X2, …, X8) were selected as the candidate  

predictor/independent variables of the predictive models. X1 (cumulative GPA) indicates 

prior achievement. X2~ X5 (grades earned in the prerequisite courses for engineering 

dynamics) indicate prior domain knowledge. X6~X8 (grades earned from three 

engineering dynamics mid-term exams) indicate learning progression in this particular 

course. Data collected from four semesters in Fall 2008-Spring 2011 were used to 

develop and validate the models. 
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*MAE: Mechanical and aerospace engineering 
*CEE: Civil and environmental engineering 
*Other: Biological engineering, general engineering, pre-engineering, undeclared, or nonengineering 
majors 

 
Figure 4. Student demographics. 

 
 

The reasons for selecting these particular variables are discussed below.  

  X1 (cumulative GPA) was included because it is a comprehensive 

measurement of a student’s overall cognitive level.   

  X2 (statics grade) was included because numerous concepts of statics (such as 

free-body diagram, force equilibrium, and moment equilibrium) are employed 

throughout the dynamics course.   

  X3 and X4 (calculus I and II grades) are an accurate measurement of a student’s 

mathematical skills needed to solve calculus-based dynamics problems.  

  X5 (physics grade) was used to measure a student’s basic understanding of 

physical concepts and principles behind various dynamics phenomena.   

  X6 (score of dynamics mid-term exam #1) measures student problem-solving 
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skills concerning “kinematics of a particle” and “kinetics of a particle: force 

and acceleration.”  

  X7 (score of dynamics mid-term exam #2) measured student problem-solving 

skills concerning “kinetics of a particle: work and energy” and “kinetics of a 

particle: impulse and momentum.”   

  X8 (score of dynamics mid-term exam #3) is a measurement of student 

problem-solving skills on “planar kinetics of a rigid body” and “planar 

kinetics of a rigid body: force and acceleration.”   

The following examples explain three representative dynamics problems used to 

prepare students for the three dynamics mid-term and final exams. Knowledge of 

projectile motion, impulse and momentum, and general plane motion are tested in 

examples 1, 2, and 3, respectively.  

 
Example 1:  

Given: Skier leaves the ramp at 25o
A   and hits the slope 

at B. 

Find: The skier’s initial speed Av  
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Example 2: 
 

Given: A 40 g golf ball is hit over a time interval of 3 ms by 
a driver. The ball leaves with a velocity of 35 m/s, at 
an angle of 40o. Neglect the ball’s weight while it is 
struck.  

 
Find: The average impulsive force exerted on the ball. 

 

 

 
 
Example 3: 
 

Given: A 50 lb driving-wheel has a radius of gyration       
kG = 0.7 ft. While rolling, the wheel slips with     

K = 0.25.  

 
Find: The acceleration aG of the mass center G. 
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Independent variables. The dynamics final exam (the output Y) is 

comprehensive and covers all the above-listed dynamics topics as well as three additional 

topics that students learned after mid-term exam #3. The three additional topics included 

“planar kinetics of a rigid body: work and energy,” “planar kinetics of a rigid body: 

impulse and momentum,” and “vibration.” The following is one more example of the 

type of questions found on the final exam. This quotation (example 4) examines a 

student’s problem-solving skills in dealing with undamped free vibration.  

 
Example 4: 

Given: The bob has a mass m and is attached to a cord of 
length l. Neglect the size of the bob. 

 
Find: The period of vibration   for the pendulum. 

 

 

For each student, nine data points, including eight predictor variables and one 

dependent variable, were collected: X1 (cumulative GPA), X2 (statics grade), X3 and X4 

(calculus I and II grades), X5 (physics grade), X6 (score of dynamics mid-term exam #1), 



47 
 

 
 

X7 (score of dynamics mid-term exam #2), X8 (score of dynamics mid-term exam #3), and 

Y (dynamics final exam grade).   

To solve the problems shown in examples 1, 2, 3, and 4, knowledge of the 

prerequisite courses including statics (X2), calculus (X3~X4), and physics (X5) are required, 

such as scalars and vectors, the free-body diagram, moment of a force, integral and 

differential equations, kinematics in two dimensions, impulse and momentum, and tense 

force. 

 
Data Preprocessing 

The collected data (Y,  X1,  X2,  X3, …,  X8) were initially in different scales of 

measurement:  X1 varies  from 0.00 to 4.00, while  X2,  X3,  X4,  and X5 are letter grades 

from A to F; X6 and X8 vary from 0.00 to 15.00; X7 from 0.00 to 16.00; and Y from 0.00 to 

100.00. Before they could be of any use in mathematical models, these raw data must be 

preprocessed, which is described in the following paragraphs. 

First, to establish a standard unit for all variables and make models easier to 

construct, all letter grades in X2, X3, X4, and X5 were converted into the corresponding 

numerical values using Table 4.   

Second, the numerical values of all data were normalized, so each datum varied 

within the same scale from 0 to 1, as shown in Table 5.  There were two purposes for 

applying normalization. The first one was to avoid the cases in which one variable 

received a higher or lower weight for its coefficient due to its initial low or high scale of 

measurements. The second purpose was to decrease data processing time.  The 

normalized value of data was calculated through dividing the initial value of the data by  
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Table 4   
 
Conversion of Letter Grades  
 

Letter 
grade A A- B+ B B- C+ C C- D+ D F 

Numerical 
value 

4.00 3.67 3.33 3.00 2.67 2.33 2.00 1.67 1.33 1.00 0.00 

 
 

Table 5   

Normalization of the Raw Data 

Variables Initial value of data Normalized value of data 
X1  Cumulative GPA 0.00 - 4.00 (numerical value) Initial value/4 
X2  Engineering Statics Letter grade A, A-, B+, B, etc. Initial value/4 
X3  Calculus I Letter grade A, A-, B+, B, etc. Initial value/4 
X4  Calculus II Letter grade A, A-, B+, B, etc. Initial value/4 
X5  Physics Letter grade A, A-, B+, B, etc. Initial value/4 
X6  Mid-Exam #1 0.00 - 15.00 (numerical value) Initial value/15 
X7  Mid-Exam #2 0.00 - 16.00 (numerical value) Initial value/16 
X8  Mid-Exam #3 0.00 - 15.00 (numerical value) Initial value/15 
Y   Final Exam 0.00 - 100.00 (numerical value) Initial value/100 

 
 

its range. For instance, the range of GPA that a student could receive was 0.00-4.00.  

Suppose that one student earned a GPA of 3.55, then that student’s normalized GPA 

would be 3.55  4.00 = 0.8875. 

The following five steps were performed before the predictive models were 

constructed:  

First, in the case of missing student data, averages of all other records for the 

student were filled in to utilize the model to its full extent.  For example, assuming the 

collected data for one student are X1 ~ X7, the missing value for X8 would be estimated 

using Equation 3.   
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1 2 3 4 5 6 7
8 7

X X X X X X X
X

     


                                     
(3) 

However, the student would be excluded from the study if three or more data 

points were missing because glaring error may be introduced to the models if replacing 

these missing data points with average value of the student. Two cases in Semester #1, 

eight cases in Semester #2, four cases in Semester #3, and five cases in Semester #4 

missed one data point, respectively. One case in Semester #2 missed two data points. One 

case in Semester #4 missed four data points that had to be excluded from the sample. 

Finally, the valid samples collected from the four semesters were as follows: 128 data 

sets in Semester #1, 56 data sets in Semester #2, 58 data sets in Semester #3, and 84 data 

sets in Semester #4. A total of 323 students, or in other words 323 9 2,907   data points 

from all four semesters, were collected. 

A second challenge was to identify the outliers, which may be generated by 

measurement errors and rare cases. Outliers may significantly affect the correlation 

between independent and dependent variables by changing slope coefficients and 

standard error deviation. However, not all outliers deserve attention. Leverage, 

discrepancy, and influence were employed to identify the problematic outliers.  

 Third, descriptive statistics of the normalized data were employed. Information 

about the mean and standard deviation of the variables was generated. Histograms and 

scatter plots were employed to present the distribution of the data, including normality 

and the relationships between predictors and dependent variables.  

Fourth, multiple collinearity was tested, which may occur when two or more 
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independent variables share too much variance. If adding one variable makes another 

variable flip the sign in regression, or the sign of one variable differs from theoretical 

expectations, there might be collinearity problems. Diagnostic statistical analysis was 

performed to detect collinearity. The variance inflation factor and tolerance redundancy 

were determined to assess the degree of collinearity (Cohen et al., 2003).  

Finally, the correlation matrix was developed. Pearson’s correlation, a number 

ranging from -1 to +1 that measures the degree and direction of the correlation between 

two continuous variables, was employed to demonstrate the correlation between eight 

independent variables and one dependent variable. The positive value for a correlation 

coefficient implies that the two variables trend in the same direction, while the negative 

value for a correlation coefficient implies the two variables trending in the opposite 

direction. The higher the absolute value of a correlation coefficient, the stronger the 

relationship between the two variables.  Pearson’s correlation coefficient r is computed as  

 

  
 

1

1

n

i i
i

X Y

X X Y Y

r
n S S



 





 

 
where X and Y are two variables, and XS and YS are the sample standard deviations of X 

and Y (Howell, 2010). 

 
Criteria Used for Assessing Prediction Accuracy 

 
Data collected from the first semester were employed for internal validation of the 

predictive models. Data collected from the other three semesters were used to test for 
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external validation. Data for both internal and external validations were from the same 

population because the participants learned the dynamic course with the same instructor 

at the same university.  

The prediction accuracy of each model was examined by using the following two 

criteria:  

1.  Average prediction accuracy (APA) indicates, on average, how well the 

model predicts the final exam scores of students in the dynamics course. The 

average prediction accuracy for the final exam scores was calculated as 

 

1

1
APA 1 100

n i i

i i

P A
%

n A




     

 

 
where n is the total number of cases, Pi is the predicted final exam score of the 

ith student in the class (i = [1,n]), and Ai is the actual final exam score of the ith 

student. The higher the average prediction accuracy, the better the model.   

2. Percentage of accurate predictions (PAP). The percentage of accurate 

predictions among all predictions was calculated as the number of accurate 

predictions divided by the total number of predictions.  In this study, an 

accurate prediction was defined as the prediction in which the predicted value 

is within 90-110% of the actual value (namely, the prediction error is ±10%).  

The higher the percentage of accurate predictions, the better the model.   
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Determining the Appropriate Sample Size for  

Predictive Model Development 

 
Statistical analysis was performed to determine the minimum sample size for 

developing effective predictive models. Different sample sizes were tested to determine 

the appropriate sample size to be used in the training of predictive models. 

To determine the minimum sample size for developing predictive models, a 

desired power needs to be set. The power is defined as the probability that a null 

hypothesis will be rejected when the null hypothesis is false (Bezeau & Graves, 2001; 

Cohen, 1962). The cost of committing type II error when compared to the cost of 

gathering research data determines which power to choose. Generally, a quite large power 

is 0.95 or higher, and a small power is around 0.60 (Cohen et al., 2003). Most studies 

choose a power value from 0.70 to 0.90. The power value of 0.80, which falls between 

0.70 and 0.90, is a reasonable one to choose (Cohen, 1988) and was used in this study.  

Power analysis concerns the relationships among power, sample size, significance 

criterion ( ), and the effect size (ES) 2f .  The necessary sample size can be determined 

if the ES, desired power, and  are available. Generally, the more predictors included, the 

larger the sample size needed. To estimate the minimum sample size to develop all 

predictive models, the number of predictors was set at eight, which is the maximum value 

in this study. An online statistics calculator (Soper, 2004) was used to estimate the sample 

size at the given desired power of 0.8, the alpha level of 0.05, and the number of 

predictors of eight. A medium effect size was employed as the anticipated effect size. 

To confirm sample size for training the predictive models, the MLR technique 
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was employed to develop a set of models using different sample sizes. MLR was selected 

to determine sample size because it has been a traditional statistical technique in 

educational research and was easy to use 

Dataset for Semester #1 (Spring 2009) was randomly split into a training dataset 

and a testing dataset using various combinations as follows: 

 30% of the full dataset as the training dataset and the remaining 70% as the 

testing dataset 

 40% of the full dataset as the training dataset and the remaining 60% as the 

testing dataset 

 50% of the full dataset as the training dataset and the remaining 50% as the 

testing dataset 

 60% of the full dataset as the training dataset and the remaining 40% as the 

testing dataset        

 100% of the full dataset as the training dataset. 

Five MLR models were generated. Datasets collected during Semester #1 (Spring 

2009) were used for internal validation while data sets collected in Semester #2 (Fall 

2008) were used for external validation. APA and PAP were employed to compare the 

prediction accuracy of the five models generated by using five different sample sizes. 

 
Predictive Modeling 

 
Training data were finally selected based on the appropriate sample size, which 

was using the method described in the section above. Four statistical and data mining 
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techniques were used to develop the predictive models by using six combinations of 

predictor variables listed below. 

I . X1 used as predictor  

II. X1, X2, X3, X4, and X5 used as predictors  

III. X6 as the predictor 

IV. X1, X2, X3, X4, X5, and X6 used as predictors 

V. X1, X2, X3, X4, X5, X6, and X7 used as predictors 

VI. X1, X2, X3, X4, X5, X6, X7, and X8 used as predictors 

Combination I and II only consider a student’s prior achievement and prior 

knowledge before taking the dynamics course. Combination III only considers a student’s 

early performance in the dynamics class by including results on Exam #1.  Combination 

IV considers not only prior achievement, but also a student’s early performance (the first 

dynamics mid-term exam) in class. Combination V takes into consideration a student’s 

prior achievement and the performance in the first and second dynamics mid-term exams. 

Combination VI includes a student’s prior achievement and the performance in all three 

dynamics mid-term exams (i.e., Exams #1, #2, and #3). 

The predictive models developed with the first combination of predictors can be 

applied before the dynamics course starts. Thus, it would be possible for the instructor to 

design a specific course curriculum and choose proper learning aids according to the 

predicted results at the beginning of the semester.  The predictive models with 

combinations III-VI can only be used as the dynamics course proceeds. X6 would not 

become incorporated until the end of the first quarter of the semester, and X7 not until the 
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middle of the semester, while X8 would not come into play until the last quarter of the 

semester. The instructor may choose different combinations during different periods in a 

semester according to the needs of each class.  

The predictive models were developed by using four statistical and data mining 

techniques, including MLR, MLP network, RBF network, and SVM, as well as the six 

combinations of predictors.  

The commercial software package SPSS 18 was employed for constructing 

multiple regression, MLP, and RBF models. MATLAB was used to develop the SVM 

models. All candidate predictors in various combinations were adopted as inputs for MLP, 

RBF, and SVM models regardless of the statistical significance of the candidate 

predictors.  

 
MLR Models 

The MLR models were developed using the “enter” mode.  The statistical 

significance threshold of 0.05 was adopted, which is the most commonly used threshold 

for predicting student academic performance p < .05 (Marsh et al., 2008; Thompson & 

Zamboanga, 2004; Ting, 2001).  

However, all the inputs were kept in the regression models regardless of their 

significance level. The reason is justified as follows. When different modeling techniques 

are used to create a new model, the contribution of each predictor varies with the 

techniques. For example, cumulative GPA was the most important predictor for one MLR 

model, while it was the second most important predictor in another MLP model. The 

results would be biased if the regression models used only significant predictors while the 
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other models used that all input predictors regardless of significance.  

Explicit mathematical equations were generated in the following form: 

 

  0

T

i n i nŶ a b b X X     

 
where matrix iX represents one of the six combinations of predictors; and the matrix of ib  

represents corresponding regression coefficients.  

 
Neural Network Models 

An arbitrary value was set for MLP/RBF models using a random number 

generator. A small testing sample, generally smaller than the training sample, is able to 

train the neural network more efficiently. Eighty percent data were used as the training 

sample, while the other twenty percent were used as the testing sample to trace errors 

during training to prevent overtraining. The default value of relevant parameters in SPSS, 

such as the minimum relative change in training error, the minimum relative change in 

training error ratio, and the maximum training epochs, were adopted and optimized 

automatically with specific criteria and algorithms. 

 
SVM Models 

M files in MATLAB were employed to construct the SVM models. The RBF 

kernel, one of the kernels most commonly seen in SVM regression, was used (Chapelle & 

Vapnik, 2000; Hong & Hwang, 2003; Thissen, van Brakel, de Weijer, Melssen, & 

Buydens, 2003; Trafalis & Ince, 2000).  The basic idea of SVM regression is to map the 

data into a high dimensional feature space via a nonlinear map (Chapelle, Vapnik, 



57 
 

 
 

Bousquet, & Mukherjee, 2002; Hearst, 1998).  As described in the second session in 

Chapter II, the following dual-Lagrangian problem is solved when constructing an SVM 

model:  

     

   

l l

i i i i i
i 1 i 1

l

i i j j i j
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The regression function is  
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Two parameters, penalty factor Cand the width of kernel 2 , affect the prediction 

accuracy of an SVM model. Eight points from a prediction accuracy curve were selected 

to show how the two parameters C  and 2  affect prediction accuracy.  

The grid method is often used to optimize C  and 2 for SVM models 

(Cherkassky & Ma, 2004; Momma & Bennett, 2002; Staelin, 2002). In the defined range 

and minimum unit, the grid method searches by increasing one unit of one variable at a 

time. For example, assume C  is in the range [a, b], with every m as a unit; while 2 is in 

the range [w, z], with every n as a unit. The grid method first generates results with [C ,

2 ] = [a, w]; then results with [C , 2 ] = [a+m, w+n]; and finally results with [C , 2 ] = 

[b, z].  
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However, the extent to which C  and 2 can be optimized depends on the pace of 

the grid method (Staelin, 2002), that is the m and n values mentioned above. If m and n 

are large, the optimization results may not be accurate enough because the relationship 

between the prediction accuracy of SVM and the number of parameters is not linear. If m 

and n are small, the grid method will be time consuming. For example, in SVM models, 

data collected in Semester #1 and #2 were used to demonstrate how the penalty factor C  

and the width of kernel 2  affect the prediction accuracy of SVM models when X1~X8 

are used as predictors. The full dataset collected in Semester #1 was used to train and 

internally validate the SVM models. Data collected in Semester #2 were used for external 

validation. Figures 5-8 show how the change of the two parameters C  and 2  affect the 

average prediction accuracy and the percentage of accurate predictions using internal and 

external validations. The results show that the penalty factor C  and the width of kernel 

2  affect the prediction accuracy of the SVM model in a nonlinear way.  

Genetic algorithms were employed to overcome the shortcomings of the grid 

method and optimize parameters C  and 2  (Pai & Hong, 2005). In this study, genetic 

algorithms select the fittest member and pass the genetic information from one generation 

to the next. Selection, crossover, and mutation are three main processes associated within 

genetic algorithms. The flow chart of genetic algorithms is shown in Figure 9. 

The relevant parameters of genetic algorithms were set as follows:  

The maximum number of generations (max gen) = 200 

The size of the population (sizepop) = 20 

The probability of crossover (pcrossover) = 0.4 
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Figure 5. Effects of C  and 2  on the average prediction accuracy of the SVM model in 
Semester #1. 
 

 
Figure 6. Effects of C  and 2  on the percentage of accurate prediction of the SVM 
model in Semester #1. 
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Figure 7. Effects of C  and 2  on the average prediction accuracy of the SVM model in 
Semester #2. 

 
Figure 8. Effects of C  and 2  on the percentage of accurate prediction of the SVM 
model in Semester #2. 
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Figure 9. Flow chart of genetic algorithms. 
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The probability of mutation (pmutation) = 0.01  

The range of penalty factor C (cbound) = [0.01, 400] 

The range of width of the kernel 2  (gbound) = [0.001, 1000]. 

The overall framework of genetic algorithm and SVM is demonstrated in Figure 

10. 

The SVM package LibSVM (Chang & Lin, 2001) was the method of preference 

for regression calculation in this study. LibSVM enables users to easily apply SVM as a 

tool (Chang & Lin, 2001). The Matlab main code is as follows: 

% Load the training data (data collected in Semester #1) and the external 

validation data (data collected in Semesters #2, #3, and #4) 

 

Figure 10. Overall framework of genetic algorithm (GA) and SVM. 
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load train_in; 

load train_out; 

load vali_in_Sem2; 

load vali_out_Sem2; 

load vali_in_Sem3; 

load vali_out_Sem3; 

load vali_in_Sem4; 

load vali_out_Sem4; 

 
% Search for the best parameters by using a genetic algorithm 

 
 [bestCVmse,bestC,bestG] = GA_SVM (train_in,train_out);  

 
 % Train the predictive model with the best parameters, where ‘-c’ sets the 

penalty factor C of   -loss function; ‘-g’ sets the width of the kernel; and ‘-s 3’ sets the 

loss function for regression as   -loss function. 

 
cmd = [' -c ',num2str(bestC),' -g ',num2str(bestG),' -s 3 '];  

model = svmtrain (train_out,train_in,cmd);  

% Apply the developed model to the data collected from Semesters #2, #3, and #4. 

 
[ptrain1,train_mse2] = svmpredict(vali_out_Sem2, vali_in_Sem2,model); 

[ptrain2,train_mse3] = svmpredict(vali_out_Sem3, vali_in_Sem3,model); 

[ptrain3,train_mse4] = svmpredict(vali_out_Sem4, vali_in_Sem4,model); 
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Comparison of the Predictive Models 

 
The predictive models developed by using the training dataset were applied to the 

full datasets collected during Semesters #2, #3, and #4. Because each semester presented 

a new set of students, the datasets collected in Semesters #2, #3, and #4 can be used to 

assess external validity of the developed models and examine the generalizability of the 

developed models.  

Moreover, to investigate which combination, among the 24 combinations of 

candidate predictors and mathematical techniques, yields the most accurate prediction, 

the predicted results using the data collected in Semesters #2, #3, and #4 were compared. 

Two criteria were adopted: the average percentage of predictive accuracy and the 

percentage of accurate prediction. Prediction accuracy measures the degree of proximity 

of the predicted results to actual values. The percentage of accurate prediction represents 

the percentage of cases whose predicted values are within 90-110% of the actual values 

(namely, the prediction error is ± 10%). 
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CHAPTER IV 

RESULTS AND ANALYSIS 

 
Presented in this chapter are the results of the preprocessing of data, the selection 

of sample size, the effects of relevant parameters of the predictive models, and internal 

and external validations of those predictive models.  

 
Descriptive Analysis of the Normalized Data 

 
Table 6 shows the results of descriptive analysis of the normalized data collected 

during the four semesters.  As seen in Table 6, most variables of X1-X8 and Y in Semesters 

#2 and #3 had lower means and higher standard deviations, and some variables in 

Semester #4 had higher means and lower standard deviations.  For example, compared to 

students in Semester #1 as a whole, students in Semesters #2 and #3 had lower 

cumulative GPAs, lower statics scores, lower dynamics mid-exam #3 scores, and higher 

standard deviations in GPAs, statics, and dynamics mid-exam #3 scores. Meanwhile, 

students in Semester #4 had higher cumulative GPAs, higher statics scores, higher 

physics scores, and lower standard deviations in GPAs, statics, and physics scores. 

The above research findings imply that students in Semesters #2 and #3 did not 

perform as well as students in Semester #1, and that students in Semesters #2, #3, and #4 

were more diverse in their academic performance. Figures 11-14 further show the 

histograms of students’ normalized final exam scores in the dynamics course throughout 

the four semesters. The distribution of the final exam scores comes closest to a normal 

distribution during Semesters #2 and #4, and to a bimodal distribution in Semester #3. 
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Figure 11. Histogram of students’ normalized dynamics final exam scores in Semester #1 
(n = 128). 

 

 

Figure 12.  Histogram of students’ normalized dynamics final exam scores in Semester 
#2 (n = 58). 
 
 

Thus, Semesters #2, #3, and #4 provided excellent “external” cases to validate the 

generalization ability of the predictive models developed from the data collected in 

Semester #1. Figure 15(a-h) shows the scatter plots of the final exam scores against each  
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Figure 13. Histogram of students’ normalized dynamics final exam scores in Semester #3 
(n = 53). 
  

 

Figure 14.  Histogram of students’ normalized dynamics final exam scores in Semester 
#4 (n = 84). 
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(a) n = 128                                                    (b) n = 128 

                             
(c) n = 128                                                    (d) n = 128 

 
 (e) n = 128                                                        (f) n = 128 

 
                              (g) n = 128                                                        (h) n = 128 

Figure 15. Scatter plots of the dependent variable Y against the predictor variables Xi. 
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predictor variable in Semester #1 (n = 128). Nearly all predictor variables (except X4 

calculus I) had a linear relationship with the dynamics final exam score. Figure 15(c) 

shows that calculus I (X4) had nearly no effect on the dynamics final exam score. 

 
Identification of Outliers in the Collected Data 

 
Leverage, discrepancy, DFFIT, and DFBETAS were employed to test if there 

were outliers in the collected data. Leverage assesses how unusual case i is on the 

independent variables.  Discrepancy measures the difference between the predicted and 

the actual value. DFFIT assesses the overall impact of case i on the regression results. 

DFBETAS assess the influence of case i on regression coefficients. 

The cutoff value for leverage was 3k/n = 0.19 (Cohen et al., 2003), where k is the 

number of predictor variables (k = 8), and n is the total number of cases used to develop 

the models (n = 128). The cutoff value was 3.5  for discrepancy and 1  for influence 

(Cohen et al., 2003). Figures 16-18 show that no case exceeds the cutoff value. 

The influence on a specific regression coefficient was also tested using DFBETAS. 

No outlier was identified by DFBETAS. Therefore, it can be concluded that there was no 

outlier in the data collected in Semester #1. This implies that all data collected in this 

semester can be used to develop predictive models. 

 
Testing of Multiple Collinearity 

 
Table 7 illustrates collinearity analysis, which is used in cases where all eight 

predictors (X1~X8) are included in the regression model. All tolerances are higher than 0.2, 
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Figure 16. Assessing the leverage of the data collected in Semester #1 (n = 128). 

 

 

Figure 17. Assessing the discrepancy of the data collected in Semester #1 (n = 128). 
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Figure 18. Assessing DFFIT of the data collected in Semester #1 (n = 128). 

 
Table 7  
 
Collinearity Analysis of the Data Collected in Semester #1 

 
Model Collinearity analysis 

Tolerance Variance inflation factor 
(Constant)   

X1  Cumulative GPA 0.331 3.025 

X2  Statics 0.480 2.082 

X3  Calculus I 0.900 1.111 

X4  Calculus II 0.531 1.882 

X5  Physics 0.781 1.280 

X6  Dynamics mid-term exam #1 0.674 1.484 

X7  Dynamics mid-term exam #2 0.656 1.523 

X8  Dynamics mid-term exam #3 0.739 1.353 
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and the variance inflation factors are less than five. The results indicate that collinearity is 

not an issue that needs to be considered in predictive modeling in this study. 

 
Correlation Analysis 

 
As seen from Tables 8 to 11, a statistically significant corelationship (p < 0.01 or 

p < 0.05) exists between the dynamics final exam score and each of the eight predictor 

variables for all four semesters with only one exception: the corelationship between the 

dynamics final exam score and the Calculus I grade.  This latter corelationship is not 

statistically significant in Semesters #1 and #4 (p > 0.05) but is statistically significant in 

Semesters #2 (r = 0.270, p < 0.05) and #3 (r = 0.301, p < 0.05).  This result is consistent 

with the research findings shown in Figure 15(c) that in Semester #1, the effect of 

Calculus I on the dynamics final exam score was small. However, to generate a general 

predictive model to cover as many cases as possible, it was decided to include the 

Calculus I grade as a predictor variable in the predictive models. 

 
Determining the Appropriate Sample Size 

 
Soper’s (2004) statistical calculator was used to determine the minimum sample 

size in this study. The effect size, power, number of predictors, and probability level were 

also factors in the determination. The effect size was anticipated by the squared multiple 

correlation and the power level was set as 0.8, as discussed in Chapter III.  Figure 19 

shows that the minimum sample size was 46 for the development of predictive modeling 

in this study. 
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Figure 19.  The minimum sample size determined by Soper’s (2004) statistics calculator.  

 

In theory, the larger the sample size, the better the prediction accuracy of a model. Five 

regression models with different sample sizes were developed using a variety of 

combinations of predictors X1~X8. The mathematical formula of each regression model 

(I-V) is expressed below. 

Model I: 
0 429 0 567 0 233 0 040 0 050 0 2811 1 2 3 4 5

0 258 0 122 0 3346 7 8

Y . . X . X . X . X . X

. X . X . X

      

           

 
Model II: 

 
0 380 0 520 0 006 0 213 0 051 0 0792 1 2 3 4 5
0 084 0 055 0 5856 7 8

Y . . X . X . X . X . X

. X . X . X

      

           

 
Model III: 

 
0 309 0 556 0 194 0 002 0 028 0 1023 1 2 3 4 5
0 251 0 070 0 5916 7 8

Y . . X . X . X . X . X

. X . X . X

      

          

 
Model IV: 

 
0 334 0 500 0 201 0 021 0 057 0 1544 1 2 3 4 5
0 281 0 053 0 5406 7 8

Y . . X . X . X . X . X

. X . X . X

      

           
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Model V: 
 

0 369 0 515 0 097 0 024 0 085 0 1495 1 2 3 4 5
0 233 0 001 0 5566 7 8

Y . . X . X . X . X . X

. X . X . X

      

         
 

 
 
To confirm that the minimum sample size is 46, a sample size of 39 (in Model I) 

was also studied. Data from Semesters #1 and #2 were used for internal and external 

validations, respectively. Table 12 shows the results from these internal and external 

validations.   

As illustrated in Table 12, in general, the prediction accuracy of the developed 

regression models was found to reduce in external validation by up to 1.1% (for Model I).  

However, the percentage of accurate prediction was reduced by up to 12.7% (for Model 

II).  Based on the results of both internal and external validations, it can be concluded that 

the developed regression models have excellent predictability with 87%-91% of the 

average prediction accuracy, but they have only moderate ability (46%-66%) to generate 

accurate predictions (again, an accurate prediction is defined as the prediction with ±10% 

of prediction error). 

The percentage of accurate prediction for Model II (a sample size larger than 46) 

was higher than that for Model I (a sample size smaller than 46) in both internal and 

external validations. However, when sample size increases from 30% to 40%, the average 

prediction accuracy decreases only slightly. 

Three larger sample sizes for training the model were tested, including 64 (50% of 

the data collected in Semester #1), 77 (60% of the data collected in Semester #1), and 128 

 
 



80 
 

 
  

Table 12   
 
Comparison of Different Sample Sizes 

 
 Sample 

size 
(training 
dataset / 

full 
dataset) 

Average prediction accuracy 
(%) 

 Percentage of accurate 
predictions (%) 

Regression 
model 

Internal 
validation 
(Semester 

#1) 

External 
validation 
(Semester 

#2) 

Internal 
validation 
(Semester 

#1) 

External 
validation 
(Semester 

#2) 

I 39 (30%) 89.2 88.1  51.7 46.6 

II 51 (40%) 87.7 87.3  61.0 48.3 

III 64 (50%) 90.7 89.8  65.6 56.9 

IV 77 (60%) 89.4 90.1  60.8 56.9 

V 128(100%) 90.3 90.5  65.6 56.9 
 

 (100% of the data collected from Semester #1). In term of the percentage of 

accurate prediction, Models III, IV, and V outperformed Models I and II. In general, the 

average prediction accuracy increased with a larger sample size. Therefore, in this study, 

the full dataset of Semester #1 (n = 128) was employed as the training dataset for 

developing all types of predictive models (MLR, MLP, RBF, and SVM).   

Six MLR models were developed using the full dataset (n = 128) collected from 

Semester #1 and six combinations of predictors. These MLR models have explicit 

mathematical equations as follows: 

MLR Model 1: 

10.047 0.781Y X   

MLR Model 2: 

1 2 3 4 50.022 0.715 0.034 0.063 0.077 0.204Y X X X X X       
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MLR Model 3: 

60.334 0.487Y X   

MLR Model 4: 

1 2 3 4 5

6

0.053 0.567 0.025 0.041 0.101 0.191

      0.334

Y X X X X X

X

      


 

MLR Model 5: 

1 2 3 4 5

6 7

0.079 0.502 0.036 0.036 0.090 0.186

     0.303 0.138

Y X X X X X

X X

      

 
 

MLR Model 6: 

1 2 3 4 5

6 7 8

0.369 0.515 0.097 0.024 0.085 0.149

      0.233 0.001 0.556

Y X X X X X

X X X

      

  
 

However, there were no simple mathematical equations for other types (MLP, 

RBF, and SVM) of predictive models. MLP and RBF networks have multiple layers and 

neurons. For example, Figure 20 shows a simple architecture for a MLP network that has  

 

 

Figure 20. A sample structure of a MLP network. 
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five inputs, one hidden layer, four neurons in the hidden layer, and one output. Equation 4 

shows the mathematical output of the jth neuron in the hidden layer 
jh  and the output Y: 

5

1

4

1

( )

( )

j ij i
i

j j
j

h f w X

Y f w h












                                                      (4) 

where 
jh is the output of the jth neuron in the hidden layer, 

ijw  is the weight between the 

ith input and the jth neuron, and  f   is the activation function. 

Relevant parameters for MLP, RBF, and SVM models were adjusted to ensure 

these types have the highest possible prediction accuracy. For example, the penalty factor 

C was 2.23 and the width of kernel 2  was 0.06 for the SVM model using X1~X8 

as predictors. The penalty factor C was 0.28 and the width of kernel 2  was 0.63 for the 

SVM model using X1~X5 as predictors. 

 
Internal and External Validations 

 
Results of Internal Validation (Using Data  
from Semester #1) 
 

Tables 13-16 compare different combinations of predictors and show that the 

models using X1~X8 as predictors generate the best prediction, except for one case in 

which the percentage of accurate predictions from model #24 is 3.1% lower than that of 

model #23.  

Comparison of different modeling techniques: The average APA is 88.1% for 

MLR models (Table 13), 89.0% for MLP models (Table 15), 88.4% for RBF models 
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(Table 16), and 84.0% for SVM models during Semester #1 (Table 17). The average PAP 

is 57.3% for all MLR models (Table 13), 55.9% for all MLP models (Table 15), 51.7% 

for all RBF models (Table 16), and 60.6% for all SVM models (Table 17) in Semester #1. 

In terms of the average prediction accuracy (APA) and the percentage of accurate 

prediction (PAP), all types of models yield accurate predictive results. SVM models have 

relatively low APA, but relatively high PAP. Among the four types of models, RBF 

models yield the lowest average PAP. 

 
Results of External Validation (Using Data  
from Semesters #2, #3, and #4) 
 

MLR. Comparison of different combinations of predictors: Table 13 shows that 

the average APA varies from 88.4% to 89.5%, and the average PAP varies from 47.1% to 

59.9% among the six different combinations of predictors. In terms of APA and PAP, the 

top three best-performing MLR models are #6, #5, and #4 and the worst-performing is 

model #3.  

Comparison of model performance in different semesters: Table 13 shows that on 

average, the MLR models generate the lowest APA (87.9%) and PAP (50.8%) in Semester 

#3. The APA and PAP for external validation are 1.7% and 6.5%, respectively, lower than 

those for internal validation. In Semester #2, the MLR models generate the highest APA 

(90.2%) and PAP (59.2%). 

Table 14 further shows the R-square and standardized coefficients   of each model. 

It is shown that the MLR models explain 20.1% - 44.7% of student academic 

performance in the engineering dynamics course. If all eight predictor variables are
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included in the model, the most important predictor variables that affect prediction 

accuracy are: dynamics mid-term exam #3 (β8 = 0.413), cumulative GPA (β1 = 0.295), 

dynamics mid-term exam #1 (β6 = 0.220), and physics (β5= 0.142). 

 MLP network. Comparison of different combinations of predictors: When the 

predictors change in MLP models, the average APA varies from 88.2% to 89.4%, and the 

average PAP varies from 48.0% to 57.2% as illustrated in Table 15. In terms of APA and 

PAP, the top three best-performing MLP models are #12, #11, and #10 and the worst-

performing is model #9. 

Comparison of model performance in different semesters: Table 15 shows that on 

average, the MLP models generate the lowest APA (87.8%) and PAP (48.4%) in Semester 

#3. The APA and PAP determined from external validation are 1.2% and 7.5%, 

respectively, which is lower than those determined from internal validation. For Semester 

#2, the MLP models generate the highest APA (90.2%) and PAP (58.9%), which are 

higher than those for internal validation (APA = 89.0% and PAP = 55.9%). 

RBF. Comparison of different combinations of predictors: Table 16 shows that the 

average APA is no lower than 88.0% and the average PAP is no lower than 51.5% in RBF 

models with different combinations of predictors. In terms of APA and PAP, the top three 

best-performing RBF models are #18, #16, and #17 and the worst-performing is model 

#15. 

Table 16, which compares model performance during different semesters, shows 

that the RBF models also have low prediction accuracy in Semester #3 when the average 

of APA is 88.0% and the average of PAP is 50.9%. The APA and PAP from external 
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validation are almost the same as those from internal validation. In Semester #2, the RBF 

models generate the highest APA (90.4%) and PAP (64.7%), which are higher than those 

from internal validation (APA = 88.4% and PAP = 51.7%). 

SVM. Table 17, which compares different combinations of predictors, shows the 

average APA varies from 88.1% to 90.1%, while the average PAP varies from 50.2% to 

64.0% among the six different combinations of predictors. In terms of APA and PAP, the 

top three best-performing SVM models are models #24, #23, and #22 and the worst-

performing model is model #21. 

Table 17, which compares model performances in different semesters, shows that 

on average, the PAP for external validation in Semesters #2 and #3 are 9.2% and 6.6%, 

respectively, which is lower than those from internal validation. In Semester #2, the SVM 

models generate the highest APA (90.4%) and PAP (63.8%), which are higher than those 

from internal validation (APA = 84.0% and PAP = 60.6%). 

 
Comparison of Different Modeling Techniques 

 
 

From Tables 13-16, the following observations are made: 

1. In internal validation, SVM models have relatively low APA, but relatively 

high PAP.  

2. RBF models yield the lowest average PAP among the four types of models in 

internal validation. 

3. Although MLP models generate good APA in external validation, RBF and 

SVM models outperform MLP models in terms of PAP. RBF and SVM 
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models have the nearly the same level of performance in terms of APA and 

PAP. The MLP models have the lowest performance among the four types of 

models based on the data collected in this study.  

Table 18 shows an example of prediction with different modeling techniques and 

different combinations of predictors. 

 
Identifying Academically At-Risk Students 

 
One of the purposes of this study is to identify academically at-risk students. 

Tables 18-21 show the percentage of academically at-risk students that have been 

correctly identified by the four types of predictive models. A cell in the table is called a 

“good cell” if the value in it is larger than 50, which means that more than 50% of 

academically at-risk students are correctly identified by the model. In Tables 18- 21, there 

are a total of 19 “good cells” which are highlighted in bold. 

Comparison of different combinations of predictors: The models with X1~X8 as 

predictors yield nine good cells. The models with X1~X7 and X1~X6 as predictors have 

four good cells. The average percentage of academically at-risk students correctly 

identified in Semesters #2-#4 (external validation) is 58.8% for models using X1~X8 as 

predictors, 41.2% for models using X1~X7 as predictors, and 40.9% for models using 

X1~X6 as predictors. 

Comparison of different modeling techniques: Both RBF and SVM models generate 

seven good cells. However, SVM Model #19 fails to correctly identify any academically 

at-risk student in Semester #4. On average, RBF models correctly identify 64.1% of 
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academically at-risk students in Semester #2, 46.7% of those students in Semester #3, and 

28.1% in Semester #4. SVM models identify 64.1% of those students in Semester #2, 

44.7% in Semester #3, and 10.5% in Semester #4. Table 23 shows an example of 

identifying academically at-risk students. 

 

Table 18  
 
An Example of Prediction: The Dynamics Final Exam Score was 90 (out of 100) for a 
Student in Semester #4 
 

Model 
type 

Model 
no. 

Predicted 
score Prediction accuracy (%) 

Is it an 
accurate 

prediction? 
MLR 1 75 83.3 N 

2 80 88.9 N 
3 76 84.4 N 
4 80 88.9 N 
5 81 90.0 Y 
6 84 93.3 Y 

MLP 7 74 82.2 N 
8 84 93.3 Y 
9 73 81.1 N 
10 83 92.2 Y 
11 79 87.8 N 
12 87 96.7 Y 

RBF 13 72 80.0 N 
14 77 85.6 N 
15 76 84.4 N 
16 78 86.7 N 
17 79 87.8 N 
18 81 90.0 Y 

SVM 19 77 85.6 N 
20 82 91.1 Y 
21 82 91.1 Y 
22 83 92.2 Y 
23 85 94.4 Y 
24 87 96.7 Y 
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Table 19 
 
Academically At-Risk Students Correctly Identified by MLR Models 
 

MLR 
model no. 

Predictor 
variables 

Semester 
#1 (%) 

Semester 
#2 (%) 

Semester 
#3 (%) 

Semester 
#4 (%) 

1 X1 25.0 23.1 22.7 5.3 
2 X1~X5 32.1 38.5 31.8 5.3 
3 X6 28.6 30.8 27.3 26.3 
4 X1~X6 35.7 46.2 36.4 15.8 
5 X1~X7 28.6 46.2 36.4 21.1 
6 X1~X8 39.3 76.9 63.6 47.4 

 
 
 
 

Table 20  
 
Academically At-Risk Students Correctly Identified by MLP Models 

 
 
 
 
 
 
 
 
 
 

 
 

 
Table 21  
 
Academically At-Risk Students Correctly Identified by RBF Models 

 
RBF 

model no. 
Predictor 
variables 

Semester 
#1(%) 

Semester 
#2(%) 

Semester 
#3(%) 

Semester 
#4(%) 

13 X1 14.3 69.2 27.3 26.3 
14 X1~X5 7.1 38.5 40.9 21.1 
15 X6 14.3 38.5 31.8 36.8 
16 X1~X6 14.3 76.9 54.5 15.8 
17 X1~X7 14.3 76.9 50.0 15.8 
18 X1~X8 21.4 84.6 63.6 52.6 

MLP  
model  no. 

Predictor 
variables 

Semester 
#1 (%) 

Semester 
#2 (%) 

Semester 
#3 (%) 

Semester 
#4 (%) 

7 X1 7.1 23.1 18.2 10.5 
8 X1~X5 7.1 46.2 40.9 15.8 
9 X6 10.7 38.5 36.4 0.0 
10 X1~X6 7.1 53.8 45.5 10.5 

11 X1~X7 10.7 46.2 13.6 15.8 
12 X1~X8 39.3 76.9 59.1 36.8 
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Table 22  
 
Academically At-Risk Students Correctly Identified by SVM Models 

 
SVM 

model no. 
Predictor 
variables 

Semester 
#1(%) 

Semester 
#2(%) 

Semester 
#3(%) 

Semester 
#4(%) 

19 X1 10.7 30.8 27.3 0.0 
20 X1~X5 10.7 30.8 22.7 5.3 
21 X6 28.6 84.6 54.5 26.3 
22 X1~X6 17.9 76.9 45.5 5.3 
23 X1~X7 21.4 92.3 59.1 10.5 
24 X1~X8 14.3 69.2 59.1 15.8 
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Table 23  
 
An Example of Identifying Academically At-Risk Students 

Model 
type 

Model 
no. 

For the particular 
student 

Average 
prediction 

accuracy of the 
model (%) 

Is the student 
correctly identified 
as academically at-

risk? 
Predicted 

score 
Actual 
score 

MLR 1 54 50 92.0 Y 
2 56 50 88.0 Y 
3 59 50 82.0 Y 
4 50 50 100.0 Y 
5 48 50 96.0 Y 
6 32 50 64.0 Y 

MLP 7 60 50 80.0 N 
8 56 50 88.0 Y 
9 59 50 82.0 Y 
10 52 50 96.0 Y 
11 58 50 84.0 Y 
12 33 50 66.0 Y 

RBF 13 49 50 98.0 Y 
14 60 50 80.0 N 
15 58 50 84.0 Y 
16 60 50 80.0 N 
17 50 50 100.0 Y 
18 57 50 86.0 Y 

SVM 19 56 50 88.0 Y 
20 64 50 72.0 N 
21 54 50 92.0 Y 
22 52 50 96.0 Y 
23 44 50 88.0 Y 
24 45 50 90.0 Y 
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CHAPTER V 

DISCUSSIONS AND CONCLUSIONS 

 
This chapter summarizes the major research findings and discusses the limitations 

of this study and possible future work. 

 
Summary of This Research 

 
Student low academic performance in engineering dynamics has been a long-

standing problem. A valid predictive model would provide the instructor with a tool to 

predict how well, or how poorly, the students in the class will perform in this particular 

course. In this study, a validated set of statistical and data mining models have been 

developed to predict student academic performance in an engineering dynamics course 

by using six combinations of predictor variables and four statistical and data mining 

modeling techniques. Twenty-four predictive models have been developed. The average 

prediction accuracy and the percentage of accurate predictions have been employed as 

two criteria to evaluate and compare the prediction accuracy of the 24 models. The 

following paragraphs summarize the major findings from this research. 

 
Answers to the Research Questions 

 
Research Question #1 :  How accurate will predictions be if different statistical 

and data mining modeling techniques such as traditional MLR, MLP networks, RBF 

networks, and SVM are used? 

A total of 24 predictive models have been developed by using MLR, MLP, RBF, 
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and SVM techniques. The prediction accuracy of MLP models remains nearly unchanged 

in spite of the change in relevant parameters, such as the maximum training epochs.  The 

initial value of these parameters does not significantly affect the prediction accuracy of 

MLP and RBF models. The prediction accuracy of SVM models is affected by changing 

the penalty factor C and the width of kernel 2 . In cases in which all above-mentioned 

parameters are optimized, and based on the average prediction accuracy and the 

percentage of accurate predictions, the order of the overall prediction accuracy of the four 

types of models is: 

 
RBF

MLP < MLR < 
SVM

 

 
 

Research Question #2 : What combination of predictor/independent variables 

yields the highest prediction accuracy?  

According to the combinations of predictors, the 24 models are grouped into the 

following six sets: 

1. Models using X1 as predictors  

2. Models using X1, X2, X3, X4, and X5 as predictors  

3. Models using X6 as the only predictor 

4. Models using X1, X2, X3, X4, X5, and X6 as predictors 

5. Models using X1, X2, X3, X4, X5, X6, and X7 as predictors 

6. Models using X1, X2, X3, X4, X5, X6, X7, and X8 as predictors 

Table 24 summarizes the prediction accuracy of the six sets of models that use 

different combinations of predictors. The results indicate that the best combination of  
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Table 24  

Prediction Accuracy of Models 1 to 6 

Combination of 
predictor variables 

Prediction accuracy 

APA (%) PAP (%) 

1)   X1 88.6 54.9 
2)   X1 ~X5 88.5 53.7 
3)   X6 88.3 49.2 
4)   X1 ~X6 89.2 56.3 
5)   X1 ~X7 89.5 56.9 
6)   X1 ~X8 89.8 61.5 

 
 
predictors is model 6, which includes all predictors X1~ X8. 

Research Question #3:  What is the percentage of academically at-risk students 

that can be correctly identified by the predictive model? 

The percentage of academically at-risk students who are correctly identified by 

the predictive models varies from 0% to 92.3%, depending on the particular combination 

of predictor variables. The top three predictor combinations that correctly identify the 

highest percentage of those students are as follows:  

 

1 6
1 8

1 7

X ~X
X ~X

X ~X


 
 

RBF and SVM models performed similarly in Semesters #2 and #3 when 

predictor-combinations X1 ~X6, X1 ~X7, and X1 ~X8 were employed to develop the models. 

However, RBF models performed much better than the SVM models in Semester #4 in 

terms of identifying the percentage of academically at-risk students. RBF models 

correctly identified 64.1% of academically at-risk students in Semester #2, 46.7% in 
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Semester #3, and 28.1% in Semester #4. 

 
Discussion of the Results 

 
The following points can be deduced from the comparison of the four types of 

models with different combinations of predictors: 

1.  No matter what modeling techniques are used, models with X1 ~X6, X1 ~X7, 

and X1 ~X8 are always ranked as the best-performing models. Including students' in-class 

performance measurements (X6 ~X8) as predictor variables increases the prediction 

accuracy of the models because they (X6 ~X8) represent student achievement throughout 

the dynamics course.  

2.  The best combination of predictors that yield the highest prediction accuracy is 

X1 ~X8. This combination works well for all models. However, X7 and X8 are the last two 

dynamics mid-term exams. Including X7 and X8 as predictor variables is not beneficial for 

the instructor because it might be too late for him or her to implement educational 

interventions to improve student learning. Therefore, the models with X1 ~X6 as 

predictors are the most useful because they not only yield accurate prediction results, but 

also leave sufficient time for the instructor to implement educational interventions. 

3.  In general, the prediction accuracy of the models that include X6 (dynamics 

mid-term exam #1) as the only predictor is lower than that of the models with X1 

(cumulative GPA) as the only predictor. This is because X1 is a more comprehensive 

representation of a student’s skills and knowledge than X6. However, X6 has more 

influence than X1 on student academic performance in dynamics final exam in MLR 
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models. This is because partial topics tested in the final exam were covered in mid-term 

exam #1 (X6).  

4. In general, the prediction accuracy of all models in Semester #3 is lower than in 

the other three semesters. One possible reason is the distribution of data. Student 

performance varies from semester to semester. The distribution of the dynamics final 

exam score is close to a normal distribution in Semesters #1, #2, and #4, but is a bimodal 

distribution in Semester #3.  

5. Compared to MLR and MLP models, RBF and SVM models have lower 

prediction accuracy in internal validation but higher prediction accuracy in external 

validation in terms of both APA and PAP. One possible reason is that RBF and SVM 

models are more robust against disturbance when applying the predictive models to 

different semesters. In other words, RBF and SVM models have better generalizability.  

6. X2 ~ X4 had non-significant or even negative coefficients in MLR models. This 

may be caused by the correlation between predictor variables; for example, the 

correlation coefficient between X4 and X1 was 0.668. However, the correlation was not 

problematic because collinearity was not an issue in this study.  To keep the predictor 

variables consistent with those for MLP, RBF, and SVM models, all predictor variables 

were kept in the MLR models. 

7. MLP models have the lowest prediction accuracy compared to the models 

developed by the other three types of modeling techniques. On the one hand, the MLP, 

multilayer feed forward neural networks, has “difficulty in making correct predictions on 

data that are contradictory to the ones used for their training” (Lykourentzou et al., 2009). 
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Many factors that are unpredictable, such as students’ health and motivation, affect 

student academic performance. Some students may have high prior achievement and in-

class performance (measured by the dynamics mid-term exams), but low achievement in 

the dynamics final exam. On the other hand, the scaled conjugate gradient algorithm was 

used to adjust the weight values in the MLP networks. However, that algorithm didn’t 

guarantee that the weight values were globally optimal. The risk of local minima of 

parameters limits the performance of MLP models. 

 
Implications of the Research Findings 

 
The following is an overview of the research completed in the study: (a) Different 

combinations of predictors have been identified to predict student academic performance 

in an engineering dynamics course; (b) various statistical and data mining techniques 

have been used and compared in developing predictive models; and (c) models have been 

used to identify academically at-risk students in the engineering dynamics course. 

The research findings from this study imply that RBF and SVM models are the 

best at predicting the “average” academic performance of all students in the dynamics 

class. The models using X1 and X1~X5 as predictors only take into account a student’s 

prior knowledge and prior achievement, and can be used only as an initial attempt to 

estimate student performance in dynamics. These models can be developed before the 

course even begins. The positive aspect of these types of models is that the instructor has 

sufficient time to consider what proactive measures he or she will use to improve 

performance in the new semester.  
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However, if the instructor would like to predict student performance more 

accurately, he/she should not use the models with X1, X1~X5, or X6 as predictors because 

those models have low prediction accuracy, especially a low percentage of accurate 

predictions.  The models with X1~X6 as predictors are recommended because they have 

moderate predictability to generate accurate predictions and also leave enough time for 

the instructor to implement educational interventions.   

If the main purpose is to identify academically at-risk students, the instructor 

should use RBF models with X1~X6 or X1~X7 as predictors because they represent student 

prior knowledge, prior achievement, and in-class performance in the dynamics course. 

RBF models are more robust to the change of data in term of identifying academically-at-

risk students.  

Finally, although the models including X1~X8 are the mathematically best among 

the four types of models, they cannot be used until after the third exam when the semester 

is almost over and when educational interventions for academically at-risk students are 

difficult to implement.  Therefore, the primary application of the models with X1~X8 as 

predictors might be labeled as “interpretation” rather than “prediction,” which means 

these models can be used to “explain” how each of the eight predictor variables affects a 

student’s final exam score.  

 
Limitations of This Research 

 
This research has several limitations.  First, only some cognitive variables 

including prior achievement and prior domain knowledge were concerned in this study. 
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Non-cognitive variables such as motivation, interest, major, and gender were not included 

in this study. Although the APAs of the predictive models were high, the PAPs were 

moderate. R-square of the MLR models also showed that more than 50% of student 

academic performance in dynamics was not explained by the cognitive predictor 

variables used in this study. 

Second, the grades that a student earned in prerequisite courses might not truly 

reflect the student’s knowledge of those topics. A student may have taken prerequisite 

courses years ago. By the time he/she takes dynamics, his/her knowledge of prerequisite 

courses may have improved. For example, some students took calculus courses more than 

two semesters before they took dynamics, and got only a C- in the calculus final exam. 

However, they may have received more practice with calculus problems through some 

other courses, such as physics, and it is possible that they would now understand calculus 

at a level higher than their below-average grade would suggest. The prediction accuracy 

is reduced when the grade earned in calculus is used as a predictor variable. 

Third, no differentiation is made between norm-referenced and criterion-

referenced scores in the data collected.  Different predictor variables might use different 

criteria. A student who earns 60 (out of 100) in a criterion-referenced system may receive 

an A in a norm-referenced system (Gronlund & Waugh, 2009).  Thus, a student who got 

an A in a prerequisite class might not truly understand the given topics as well as his/her 

grade indicates, and may receive a low grade in the dynamics course.   
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Recommendations for Future Studies 

 
Educational research shows that some psychological factors, such as learning 

style, self-efficacy (Ransdell, 2001; Riding & Rayner, 1998; Tracey & Sedlacek, 1984), 

motivation and interest, and teaching and learning environment (Graaff, Saunders-Smits, 

& Nieweg, 2005), also play a role in student learning and thus affect student achievement. 

Therefore, future studies should include psychological variables in the models so as to 

increase their prediction accuracy (Lin, Imbrie, & Reid, 2009). A longitudinal study could 

be employed that involves the measurement of student psychological factors as well as 

other information such as students’ majors. 

To better assess student prior domain knowledge, a pretest prior to the start of the 

dynamics course is suggested in future studies. The pretest should cover the topics in 

statics, calculus, and physics, such as free-body diagrams, integral and differential 

equations, and impulse and momentum.  

In addition to mid-term exams, dynamics homework may also be included as a 

predictor variable in the predictive models. Student performance in homework 

assignments reflect student learning progression and problem-solving skills. In the future 

studies, efforts will be made to investigate whether the prediction accuracy of the models 

can be increased by including student performance in dynamics homework assignments 

as an additional predictor variable. 

Finally, it must be pointed out that the predictive models developed in this study 

were based on the data collected at Utah State University.  The developed models can be 

employed as a general tool to predict student academic performance in dynamics course, 
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so they can benefit both teaching and learning.  When extending the modeling techniques 

to another institution of higher learning, it is recommended to collect the data on student 

academic performance at that particular institution to develop corresponding predictive 

models.  This will ensure that the corresponding predictive models best reflect the 

features of teaching and learning at that particular institution. 
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