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Fig. 6.2: Free flight tests of the outer platform maneuvering system using the QuadPowered
board controller.

tests in order to reduce the outer platform’s weight. The four rotors were designed to carry

only 1/6th of the total vehicle weight. The outer platform, with full length landing gear,

exceeded that weight. Figure 6.2 shows the outer platform in its final configuration during

one of many successful flight tests.

6.2 Static Thrust Vectoring Tests

Figure 6.3 shows the load cell outputs for a typical test, adjusted for their initial zero

offsets. In this test, the throttle setting was incrementally increased from idle to 100%.

At each throttle setting, the pitch vane was swept through a deflection range from -5◦

through 5◦. Figure 6.3a plots the load cell outputs. Figure 6.3b plots the vane deflections.

The engine throttle settings are also indicated on the load graph. The effects of the vane

deflections are clearly visible on all six load cell readings.

In Figure 6.3a, the level of the lateral load cell outputs can be seen to drift away

from center as the throttle was increased. This drift is a test stand artifact, and is likely

caused by deflections in the load cells and the test stand structure itself. To correct for this

effect, each lateral load cell voltage was reduced by an amount directly proportional to the

corresponding axial load cell voltage according to Equation 6.1.

V{I}ladj = V{I}l + k{I}V{I}a (6.1)
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Fig. 6.3: Load cell mV output for a typical thrust vectoring test case.
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Fig. 6.4: Comparison of original and adjusted load cell readings.

In Equation 6.1, the index I corresponds to the load cell indices A,B, and C. The

subscript l implies a lateral load cell reading, and the subscript a implies an axial load

cell reading. These coefficients were selected to minimize the drift of the mean lateral load

signal away from the zero trim-line. Figure 6.4 compares the original (a) and adjusted (b)

lateral load cell readings. The drift is dramatically reduced.

Figure 6.5 plots the forces and moment for all three axes using the adjusted load cell

data. The Fz force data corresponds to a positive thrust level. Cross-talk between the

axes has been virtually eliminated. However, there is a slight pitching moment asymmetry,

which is likely due to the combined effects of exit plane wake asymmetry and vorticity in the

flow. The exit plane asymmetry can be clearly observed in Figure 4.6. The lower velocity

on the right-hand side of the wake has the effect of reducing the vane effectiveness in that

direction.

A curve-fit was applied to the moment data of Figure 6.5 to generate the pitch axis,

look-up table data presented in Figure 6.6a. A similar look-up table data set was generated

for the vehicle roll axis. The magnitude of the measured vectoring force is considerably less

than was predicted during the TVC design phase. The data from Figure 5.10 was replotted

in Figure 6.6b with reversed axes for ease of comparison to Figure 6.6a. Comparing these

figures shows that the measured moment about the gimbal point is approximately 40%
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Fig. 6.5: Calculated thrust vectoring forces and moments using adjusted load cell data.

lower than the predicted moment as defined by Equation 6.2.

Percent Difference = predicted moment−measured moment
predicted moment

100% (6.2)

As an example, assume that the engine is running at 75% throttle. The desired moment

computed by the PID algorithm is 0.62 N-m. By examining Figure 6.6aand interpolating

between the 70% and 80% throttle lines, it is determined that an angle of attack of -5◦

is required to achieve the desired pitching moment of 0.62 N-m. Recalling the analysis

of (4.3), an engine throttle setting of 75% has an average Mach number of approximately

0.6. Examining Figure 6.6b reveals that, at Mach 0.6, an angle of attack of -5◦ produces a

pitching moment of 1.06 N-m. Using these numbers in Equation 6.2, the measured moment

is calculated to be 41.5% less than the predicted moment.

Clearly the linear potential-flow model used to design the turning vanes does not ac-

count for several essential flow field factors that contribute to the reduced lift of the airfoils.

The cause of the reduced gimbal point moment at lower throttle settings is not definitively

known, though it is likely due to a combination of the rotational swirl of the exit plume,
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Fig. 6.6: Airfoil angle of attack required, as a function of throttle setting (or Mach number),
to achieve a desired moment for the vehicle’s pitch axis.

discussed in (4.4), and interfering flow fields produced by the two orthogonal sets of airfoils.

As expected, the thrust vectoring vanes slightly reduce the total thrust available from

the engine. Figure 6.7 shows the thrust vs. RPM curve measured with the vectoring system

installed as compared to the engine manufacturer’s published data and the thrust measured

without the vectoring system. The vanes were held at a zero degree deflection angle during

these measurements. The addition of the vectoring system reduces the available thrust by

17-18% at the 85% operational throttle setting.

6.3 Moment of Inertia Measurements

Before a combined systems test (CST) could be performed, it was essential to un-

derstand the rotational inertia, natural frequencie, and damping ratio for both the pitch

and roll axes of the inner platform. A series of inertia swings were performed to estimate

these parameters. The process follows the method outlined by Wolowicz and Yancey [46].

The platform dynamics for each axis were modeled as a simple linear pendulum. This
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Fig. 6.7: JF-170 Rhino thrust vs. RPM curve with the vectoring system installed.

second-order model is valid for small angle approximations, and, for the pitch axis, is given

by

θ̈ + B

Iyy
θ̇ + K

Iyy
θ = My

Iyy
(6.3)

An identical expression can be written for the roll axis. In Equation 6.3, the param-

eter B is the rate damping term and K is the torsional spring coefficient. For the inertial

swing tests, the platform was perturbed to a non-zero position and allowed to swing freely

(My = 0) and the acceleration time histories along each axis were recorded by accelerom-

eters. Tests were performed with the fuel tank empty, partially full, and entirely full.

Interestingly, the response time histories showed almost no dependence on the fill level of

the fuel tank. If the linear pendulum model is valid, this result is as expected. Figure 6.8

shows typical responses for both the pitch and roll axes.
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Fig. 6.8: Unforced response of inner platform compared to pendulum model.

When written in terms of the natural frequency and damping ratio [47], the unforced

response of the inner platform is

θ̈ + 2ζωnθ̇ + ω2
nθ = 0 (6.4)

where the natural frequency and damping ratio respectively are

ωn =
√
K

Iyy
, and ζ = B

2
√
KIyy

(6.5)

The pendulum-model responses plotted in Figure 6.8 use the best-fit estimates for the

natural frequency and damping ratio. Table 6.1 lists these parameters. The data presented

in Figure 6.9 verifies the best-fit calculations for natural frequency. The power spectrum

magnitude of the response-time histories is plotted against cyclic frequency. For both axes,

there are distinct response peaks near 1 Hz. The secondary peak near 2 Hz on the pitch

axis plot is very likely due to fuel slosh in the tank. Clearly, the system is very lightly

damped, and any non-steady input has the potential to grow. Also, the natural response
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Table 6.1: Best-fit Linear Pendulum Model Parameters for the Inner Platform

Axis ζ ωn (rad/s) fn (Hz)
Pitch Axis 0.04 6.44 1.025
Roll Axis 0.045 6.09 0.97

Table 6.2: Inner Platform Mass, Vertical Center of Gravity and Moment of Inertia Estimates

Pitch Axis Mass (kg) ωn (rad/s) Zcg (cm) Inertia
(
kg−m2)

Tank Empty 6.67 6.44 10.2 0.161
Tank Full 8.33 6.44 9.0 0.177
Roll Axis Dry Mass (kg) ωn (rad/s) Zcg (cm) Inertia

(
kg−m2)

Tank Empty 7.14 6.09 10.2 0.193
Tank Full 8.80 6.09 9.0 0.209

frequency, near 1 Hz for both axes, must not be excited by the thrust vectoring control

algorithm. These considerations are of paramount importance when selecting the control

law parameter values.

Assuming the “spring force” that returns the inner platform to its vertical orientation

is entirely due to the vertical offset of the center of gravity from the gimbal pivot (Zcg), the

torsional spring constant can be estimated as

K = minnergZcg (6.6)

where minner is the mass attached to the inner platform and g is the acceleration of gravity.

Using this expression, the principal rotational inertia of the inner platform about the pitch

axis can be estimated by

Iyy = K

ω2
n

= minnergZcg
ω2
n

(6.7)

A similar expression exists for the roll axis. Based on material and component weight

estimates and the fuel mass, Table 6.2 shows the estimates of the moments of inertia and

other accompanying parameters for full and empty fuel tanks.
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Fig. 6.9: Inner platform unforced response spectrum magnitude.
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Fig. 6.10: Test setup for TVC ground tests.

6.4 Free Gimbal Combined Systems Tests

A series of CSTs were performed prior to the first hover flight test in order to evaluate

the performance of the thrust vectoring controls. The objectives of these free-gimbal tests

were to verify the system stability, and also to demonstrate that the thrust vectoring system

could effectively control the pitch and roll angles of the inner platform. Figure 6.10 shows

the test arrangement. The fully integrated vehicle was placed in the test cell on a steel grate

test stand which suspended the nozzle exit plane approximately one meter above the test

cell floor. The ESLRV’s legs were safety-wired to the grate, which was weighted to prevent

the vehicle and the test stand from lifting off the ground.

Depending on the test objective, the pitch and roll gimbals could be locked in place

or allowed to rotate. Tests with either gimbal locked and with both gimbals free to rotate

were performed. The annular gas tank attached to the inner platform was fully fueled at

the start of each test. The full fuel tank holds approximately 1.66 kg of kerosene; enough

for approximately five minutes of engine run time at 85% throttle.

The first attempts at controlling the inner platform with the PID controller were un-

successful. The PID controller was extremely sensitive to disturbances and gain selection.

Small changes in the selected gains would excite pitch and roll axis gyroscopic coupling
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(caused by the rotating jet turbine), and the platform controller would become entirely

unstable.

6.4.1 Proportional Filtered Control Method

With the failure of the PID control law and in order to expedite early flight testing in

a near-hover operating mode, a less complex control law was implemented. This algorithm,

while very sluggish with regard to the allowable maneuvering performance, is highly robust

and allows for significant parameter variations to be performed without continuously excit-

ing the gyroscopic coupling. This control algorithm uses only a proportional error feedback

and filters which insure that the moment command frequency is significantly lower than

the natural rotational frequency of the inner platform. The coupled filter tends to dampen

noisy oscillations in the IMU attitude measurements. Also, the low frequency commands

do not excite inter-axis gyroscopic coupling. Because the early tests were intended only to

demonstrate the ability of the vehicle to achieve a stable hover condition, the sluggishness

of the control command was not an issue.

The form of the hover control law assumes a second order filter of the form

d2

dt2
My + 2ζωn

d

dt
My + ω2

nMy = ω2
nIyyKpθ̃ (6.8)

In Equation 6.8, ωn is the natural radian frequency of the filter, and ζ is the damping

ratio. When Equation 6.8 is converted to the frequency domain and discretized, the resulting

difference equation is

(My)k = a2

b
(Ek + 2Ek−1 + Ek−2)−

(
c

b
(My)k−1 + d

b
(My)k−1

)
(6.9)

In Equation 6.9, the coefficients a, b, c, and d are given by
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

a = ωn
(

∆t
2

)
b = 1 + 2ζa+ a2

c = 2
(
a2 − 1

)
d = 1− 2ζa+ a2


(6.10)

6.4.2 Proportional Filtered Control Law Tests

As was mentioned previously, this interim control law was developed to expedite early

flight testing in a near-hover operating mode. The test procedure started with the vectoring

control proportional gains set to zero for both pitch and roll axes. The initial damping

ratio was set to 1.0 and the cyclic natural frequency was set to 0.1 Hz. The commanded

reference control angles were set to zero. The engine was started, allowed to stabilize, and

ramped up to 35% throttle. The control gain was gradually increased until the vehicle

began to demonstrate signs of oscillatory instability. The primary feature of this instability

was a gyroscopic coupling between the pitch and roll axes. If not abated, this coupling

would eventually cause the vehicle to become entirely unstable. As the vehicle approached

incipient instability, the gain was halved and the pitch and roll oscillations were allowed to

dampen out. Once this acceptable gain was selected, then a similar approach was performed

for the natural frequency of the filter. The filter frequencies were gradually increased until

an incipient instability was one again encountered. At this point the frequency was halved,

and the system was allowed to stabilize.

This process was performed repeatedly with the throttle gradually increased to the

desired 85% level. Once the 85% throttle level was reached, the commanded pitch and roll

angles were varied to place the engine in multiple pitch and roll orientations. This approach

verified that the engine could be precisely pointed, and remain stable while maneuvering

from one commanded angle set to another. The commanded angle limits varied between

±10◦. Figure 6.11 shows the inner platform’s response to various pitch and roll angle

commands. Each of the commanded orientations was held approximately five seconds before

the next angle set was commanded.
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Fig. 6.11: Commanded orientation vs. IMU sensed orientation for both pitch and roll axes.
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Chapter 7

Thrust Vectoring System Design Evolution

The successful control mentioned in the previous chapter occurred only once. Since that

test, the vehicle has been beleaguered with issues. Aluminum shavings from the fuel tank

clogged the FADEC-controlled fuel valve and destroyed the fuel pump. Additionally, the

thermocouple, glowplug and starter motor failed at separate times requiring replacement

of each part. While these were only minor setbacks that could be easily remedied, each

failure caused a delay in testing of at least a few days, if not weeks. Figure 7.2 illustrates

the design evolution of the vehicle as the research team worked to fix root cause of each

successive failure.

Two much bigger issues, however, did occur that caused delays of several months in

the ground tests. As a result of the the aluminum shavings, the fuel valve could not close

properly. Unknown to the test crew, after an unsuccessful engine start, fuel had been

spraying into the combustion chamber and was not burned. With the engine in a vertical

orientation, the combustion chamber forms a bowl with no outlet for the unburned fuel. On

the next start attempt, the unburned fuel suddenly combusted resulting in what is termed

a hot start. At the first sign of trouble, the startup procedure was shut down and the fire

was quickly put out, but the initial explosion of fuel warped the exhaust gas vanes. The jet

engine had to be sent back to the factory to be repaired.

During the month that the engine was being repaired, efforts focused on the other

major setback. It was noted after the initial success of the proportional filtered control

law that, during tests thereafter, the IMU would stop working a short time after the jet

engine was started. Without continuous data from the IMU, the control algorithms could

not work. The original avionics setup had the IMU and FADEC communicating with the

flight computer through an externally powered USB hub. It was thought that the USB hub
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was sensitive to either vibration, or some electromagnetic interference from the jet engine.

The hub was replaced with a new one, yet the problem persisted.

Next, a new logic level shifting board was built so that the FADEC could communicate

directly through a hardwired RS-232 connection with the flight computer allowing the IMU

to communicate directly through the one available USB port. This setup eliminated the

need for the USB hub, yet still resulted in loss of IMU data during the engine startup

procedure. A second logic level shifting board was built that allowed both the FADEC and

the IMU to communicate through separate hardwired RS-232 connections. It was hoped

that the USB port had a loose connection that was susceptible to vibrations. Eliminating

it would hopefully fix the issue; however, this attempt at a fix also failed.

In addition to altering the connection and communication methods of the avionics

package, the IMU was put through a series of tests to see if the sensor itself was sensitive to

either vibrations or magnetism. The entire avionics package was exposed to strong magnetic

fields and a spectrum of vibrations up to 10,000 Hz. The error could not be duplicated.

The avionics package proved that it was durable enough to handle both intense vibrations

and electromagnetic interference.

The last attempt to fix the issue with the IMU involved wrapping it in foam to try

to isolate it from acoustic interference. The jet engine creates an intense volume of sound

on the order of 130 dB or more. The bar graph shown in Figure 7.1 shows the acoustic

levels measured at third octave intervals within the range of human hearing, typically 20

Hz to 20,000 Hz. These measurements were made by a Casella CEL-573 real-time acoustic

analyzer [48]. This sensor is commonly used for short-term environmental noise surveys

within the range of human hearing. The data shows that individual third octave intervals

can have acoustic levels over 130 dB. The overall acoustic level was measured at 134.3

dB. Levels above 130 dB can cause instant permanent hearing loss. The acoustic analyzer

used only measured acoustic levels in frequencies up to 20,000 Hz. It can be assumed that

the jet engine is creating acoustic noise well above this value as the data shows a nearly

continuously upward trend in dB level as the frequency level increases.
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Fig. 7.1: Sound levels produced at third octave frequencies by the JF-170 jet engine.

An acoustic isolation box was built to shield the IMU from the sound field created by

the jet engine. The box was lined with silicone and a sound isolation tar commonly used

with car audio systems. When placed in this sealed box, the IMU was able to continuously

send good data to the on-board flight computer. The IMU was apparently sensitive to

intense acoustical vibrations.

With the IMU shielded against the engine’s noise a few additional ground tests took

place. A third controller was used on these last few ground tests. This new controller, an

enhanced PID method, used six gains on each axis in an attempt to account for the cross-

axis gyroscopic coupling. In an attempt to better understand the vehicle’s dynamics, and

hopefully to design a more robust control system, a high-fidelity model of the ESLRV’s inner

platform was created in Simulink®. This model used a linear quadratic regulator (LQR) [43]

to predict the twelve gains that would be used on the actual vehicle. The Simulink® model

showed that this new controller was more robust than a normal PID controller and was

faster at restoring the engine to its proper orientation.

The IMU worked well During the last few ground tests, but the new controller was

unable to prevent the gyroscopic instabilities from taking over. This enhanced PID con-

troller did prevent the system from becoming completely unstable as was seen during earlier

ground tests with the standard PID controller, but it was still not stable enough for a hov-

ering flight test. Finally, in late January 2011, during one of the ground tests, a second
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Fig. 7.2: Design progression of the inner gimbal avionics.

engine fire, cause unknown, permanently ended all future tests and a hope for a working

TVC system. Budget and time constraints did not allow for the lengthy and costly repair

process required to restore the engine to operational status.



100

Chapter 8

Conclusions

A method for attitude control of a vertically thrusting jet engine has been demon-

strated. This method used airfoils placed in the high-speed exhaust flow of the jet engine to

vector some of the engine’s thrust for use in controlling engine’s attitude. Precise attitude

control of the jet engine, serving as a means for gravity offset, is necessary to achieve a

successful, free-flying, reduced-gravity simulation.

Ground tests show that, in its current configuration, the aerodynamic thrust vectoring

system built for the ESLRV is not yet capable of stable attitude control of the inner gimbal.

Testing revealed the cross-axis gyroscopic coupling to be a dominant source of error. This

gyroscopic coupling quickly grows to a full limit instability that eliminates the possibility

of stable flight.

Ground tests with the proportional filtered controller demonstrated that the TVC sys-

tem is capable of holding a commanded attitude. This controller, however, lacks sufficiently

fast enough response times in order to be a viable controller for flight tests. The standard

PID controller, having response times on the order of milliseconds, was entirely unable to

stabilize the inner gimbal and served only to excite the gyroscopic coupling into a full limit

instability.

Efforts were made to improve the standard PID controller so that it could predict

and account for the strength of the cross-axis gyroscopic coupling. A linear quadratic

regulator was used to calculate twelve gains (six for each axis). Three gains on each axis

were designated for the standard proportional, integral and derivative gains. The additional

three gains on each axis were again proportional, integral and derivative gains, but were

used to account for and predict cross-axis motion.

This improved PID controller was still not able to completely overcome the gyroscopic
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coupling motion. It did, however, limit the effect of this incipient error source as it did not

grow to become a full limit instability. It is believed that, with the appropriate changes to

the gains, the improved PID controller would have been able to successfully stabilize the

inner gimbal. This may never be known, as the second engine fire and associated schedule

and budget constraints eliminated the possibility of further testing.

One possible reason the TVC system was not able to achieve stable attitude control is

the lack of sufficient control authority. The disparity between the predicted and measured

gimbal point moments – a difference of approximately 40% – supports this theory. This

gimbal point moment disparity is likely the result complex flow interactions produced by

the swirl of the exhaust flow and the orthogonal airfoil pairs.

A new nozzle that molds the exit-plane velocity profile into a uniform profile equal

to the current average exit velocity should be investigated. This nozzle would reduce the

effects of swirl and the effects of complex flow interactions. A uniform flow nozzle would

also eliminate the momentum hole, discovered during engine characterization, and possibly

increase the thrust produced by the engine. A new jet engine with a more ideal exit-plane

flow field could be used as an alternative to replacing the nozzle on the existing jet engine.

Additionally, the vehicle’s structure and fuel tank are not of an optimal design and

unnecessarily increase the inner platform’s rotational inertia while subsequently decreasing

the TVC system’s control authority. Optimizing the structure and fuel tank design could

have many benefits including decreasing the vehicle’s mass and increasing the TVC system

control authority.

Table 8.1 presents a roadmap for future work on the ESLRV or a similar vehicle. The

benefits from using a new nozzle (or jet engine) and other research efforts are detailed in

Table 8.1. Some of these benefits include: an increased understanding of the behavior of

the TVC system, and an increase in the control authority of the TVC system. Increasing

the control authority has the added benefit of decreasing the deflection angle required for

a desired gimbal point moment. This in turn would decrease the system response time,

allowing for the controller to respond faster to disturbances in attitude.
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Table 8.1: Roadmap for Future Research

Research Effort Method Benefit

Resolve disparity
between predicted and

measured gimbal
point moment

3-D CFD model of nozzle
and airfoils

Better prediction of gimbal
point moment: more accurate
prediction of TVC system

behavior
New nozzle (or jet engine)
with a slower, uniform

velocity profile

No rotational swirl and no
localized reduction in lift:
increased control authority

Reduce the inner
platform’s angular

momentum

Optimize tank size, shape
and weight (suggest
molded plastic)

Increased control authority

Optimize gimbal ring size
and weight Increased control authority

Improve the
Simulink® model and

the PID control
method

Measure angular
momentum of turbine
instead of using best

estimate

Greater accuracy in
prediction of controller gains

Pivot inner platform at its
center of gravity

Able to discretize controller
algorithm from simplified

equation of motion and then
do a control law analysis to
optimize gains for desired

behavior
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Despite the issues observed during ground testing, the aerodynamic TVC system pre-

sented has demonstrated its potential as a viable attitude control method. The continued

development of this research and other technologies that allow “pin-point” autonomous

landing systems to be evaluated, refined, and matured is essential to the future of extrater-

restrial exploration.

Perhaps the biggest lesson learned from this design effort is that building and flying a

vehicle with 11 degrees of freedom motion is a very daunting task. The 1960’s era LLRV

and LLTV design were notable in that they successfully built such a complex vehicle that

could fly. However, it can be justifiably argued that flying the LLRV and LLTV during

training was more dangerous that the lunar landing itself.

In the pre-apollo era, the analog flight approach was the best available simulation

option. In the modern era, with a variety of simulation and computer generated image

(CGI) options available, it is more likely that a reduced order system, with several degrees of

motion freedom constrained and adjusted for using CGI, may provide a safe flight simulation

environment with high enough fidelity that is sufficient for pilot training.

It is likely that the physical-analog gravity offset system creates the most realistic

simulation. However, the risks inherent in an 11 degrees of motion freedom vehicle will

likely limit the usefulness of the physical gravity offset to unmanned, autonomous vehicles.
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