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Figure 6.15. Cause of error in segmentation.

and many errors can be directly attributed to it [96]. The authors in [97] define character

segmentation as an operation that seeks to decompose an image of a sequence of characters

into subimages of individual symbols. This process can also be extended to include word

segmentation where entire words are segmented instead of characters. Character segmen-

tation is much more popular than word segmentation because it allows virtually unlimited

words to be recognized.
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Figure 6.16. Differences between arithmetic and geometric mean.

Word segmentation, on the other hand, is relatively simpler but places a restriction

on the number of words that can be recognized since the system needs a way to classify

them. This approach is better suited in cases with a limited lexicon. We use both word and

character segmentation in our application. Word segmentation is used to segment words

like ‘Calories’, ’Fat’, etc and character segmentation is used to segment the numerical values

of those categories.

6.3.4.1 Word Segmentation

The word segmentation process is responsible for identifying and segmenting words

from the line segmented in the previous step. The line segment may contain some noise due

to the remnants of black colored lines from the nutrition table. The presence of these lines

may cause segmentation errors and so it is important to eliminate them. One approach is to

identify regions that belong to the characters and then segment words based on information

from those regions. Let us first identify a region called middle zone, which belongs to the

torso of characters.

We can define four imaginary lines - topline, midline, baseline and beardline for every

letter in the Latin alphabet [98]. The baseline is defined as the line on which the letters

rest. The midline is defined as the line connecting the top of letters like ‘a’, ‘c’, ‘e’, etc. and

the top of the torso of letters like ‘b’, ‘d’, etc. The topline is defined as the line connecting

the ascenders of the letters like ‘b’, ‘d’, etc. and finally, the beardline is defined as the line

connecting the descenders of letters like ’g’, ’j’, etc. Figure 6.17 shows the topline, midline,
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baseline and beardline for letters in a word.

The topline and the beardline touch only a few letters in the alphabet while the midline

and the baseline touch most of the letters in the alphabet. We can now extract the middle

zone, which is the area between the midline and the baseline to detect words in a line.

Consider Figure 6.18, which shows a horizontal projection (HP (word)) of the black colored

pixels in a word. Let δ
δyHP (word) denote the gradient along the y axis. Figure 6.19 shows

this gradient. It can be observed that the gradient has minimum value at the baseline and

maximum value at the midline. The baseline connects the bottom of the letters and so

it connects a lot of black colored pixels that have white colored pixels below them. This

causes the gradient δ
δyHP (word) to be minimum at that point. A similar justification can

be used for the midline as it connects the top of letters (black colored pixels that have white

colored pixels above them). We can derive the locations of the midline and the baseline as

follows:

Polyunsaturated
Topline

Midline

Baseline

BeardLine

Figure 6.17. Topline, midline, and baseline for letters in a word.

Figure 6.18. Horizontal projection of letters in a word.
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Figure 6.19. Vertical gradient of horizontal projection of letters in a word.

f =
δ

δy
HP (word) (6.28)

baseline = i|f(i) is minimum (6.29)

midline = i|f(i− 1) is maximum (6.30)

Figure 6.20. Part of word between baseline and midline.

Inter-word gapsIntra-word gaps

Figure 6.21. Vertical projection of a line image.

Let Lmiddle define the portion of the line image that lies between the baseline and the

midline. As shown in Figure 6.20, this portion of the image will contain black pixels that

belong to words within the line and exclude pixels belonging to noise. Let V P (Lmiddle)

denote the vertical projection of this portion of the image, which is shown in Figure 6.21.

It can be observed that the value of the vertical projection is zero for spaces between

letters (intra-word gap) and words (inter-word gap). To segment words from the image, we

have to segment the line using the inter-word gaps and thus it is important to distinguish

between the two types of gaps. The authors in [99] discuss and evaluate eight different



103

algorithms and metrics to separate words based on these gaps. We chose to go with a

simpler solution of applying a smoothening (or blurring) filter to the entire line image. A

similar approach is used in [100] for line segmentation. This filter is defined as follows:

SF =


1 1 1

1 1 1

1 1 1

 (6.31)

Let SL define the result of convolution of SF and the inverted image (black pixels are

replaced by white and vice versa) of Lmiddle. The reason we invert the image is because

SF has a higher response for white colored pixels as compared to black colored pixels.

Figure 6.22 shows an example of SL as well as its vertical line projection V P (SL). It can

be observed that SL contains no intra-word gaps and thus our problem is greatly simplified.

The words can now be segmented from the line image using the intra-word gaps. To do

this, we examine the values of V P (SL) and segment areas where the value of V P (SL) is

above a certain threshold (equal to 3 in our case). This threshold is usually very small and

is selected so as to minimize the number of false positives.

Figure 6.22. Smoothened line image and its vertical projection.

6.3.4.2 Experiments to Evaluate the Midline and Baseline Detection Algo-

rithm

We performed two experiments to verify the performance of the midline and baseline

detection algorithm. In the first experiment, we took fifty line images from segmented

nutrition table images. The nutrition table images as well as line images were segmented

automatically from images of real-world products using algorithms discussed previously. We

discarded line images that contained either no text, multiple lines of text or curved text.

We zoomed each line for better viewing and manually marked the midline and baseline in
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the first fifty line images. We then compared these manually marked midlines and baselines

against the midlines and baselines detected by our algorithm. Figures 6.23 and 6.24 show

the error in computing the midline and baseline for these images. It can be observed that

the error in midline and baseline for most images is within one pixel but there are some

exceptions where the error is as high as three pixels. Figure 6.25 shows an example of an

image where the error in computing the midline was three pixels. The blue colored line

shows the midline detected by the algorithm and the green colored lines show the actual

midline and baseline. In this case, our algorithm mistook the topline for the midline. This

happens only in the case when line containing many letters with ascenders. We would like

to point out that mistaking the topline for a midline will not affect the word segmentation

process.

Figure 6.23. Error in detecting the midline.

We wanted to know the performance of our algorithm in a more general case (like a

book) and so we segmented lines from a page of Shakespeare’s Comedy of Errors. These

lines were segmented automatically and no lines were excluded from the experiment. We

manually identified midlines and the baselines for each line and compared them with mid-
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Figure 6.24. Error in detecting the baseline.

Figure 6.25. Example of topline being mistaken for the midline.

lines and baselines detected by the algorithm. Figures 6.26 and 6.27 show the error in

computing the midline and baseline for these images. It can be observed that the error for

all the lines is within one pixel and this proves that our algorithm works even better for the

general case.

6.3.4.3 Character Segmentation

This section deals with segmenting the characters from the line image and is useful

for recognizing the values associated with items like ‘Calories’, ‘Carbohydrates’, etc. The

previous step should have isolated the actual numerical value as a ‘word’. This step will
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Figure 6.26. Error in detecting the midline.

break the numerical value into individual components. For example, the value 35 will be

broken down into the numbers 3 and 5. These numbers can then be recognized using the

technique discussed later in Section 6.4.2.

The character segmentation method works similar to the word segmentation method

discussed in the previous section. We compute the vertical projection V P of the number

N in each line. Figure 6.28 shows a number and its vertical projection. We can use a small

threshold τ (again set to 3 for our application) to segment parts of the image that exhibit

values of V P greater than τ to obtain the digits.

The observant reader may have noticed a problem with our segmentation system,

namely how do we know that a particular subimage is a ‘number’ and needs to be fur-

ther segmented? The solution to this question is to segment and classify words from each

line and then use a rule-based method to determine if the next segmented subimage is a

word or a number. For example, if the line is found to have words ‘Calories’, ‘from’ and

‘Fat’ in succession, the probability that the next subimage is a number is very high.
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Figure 6.27. Error in detecting the baseline.

Figure 6.28. A number and its vertical projection.

6.4 Feature Extraction and Classification

The classification problem can be defined as that of matching patterns with classes.

In most OCR applications, the pattern is a feature vector that describe the segmented

character image and the classes are letters in the target language. Since the input to the

classifier is a feature vector, the classification step is preceded by a feature extraction step.

Let us look at some common feature extraction techniques.
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6.4.1 Common Feature Extraction Techniques

At the very basic level, each color (red, green, blue) of each pixel in the input image can

be viewed as a point in the feature space. Thus, an image containing m×n pixels, will have

a total of 3mn points in the feature space. It is apparent that such a large feature vector

contains a lot of useless information that will be impossible to manage and only make the

classification harder. Devijver and Kittler [101] defined feature extraction as the problem

of “extracting from the raw data the information which is most relevant for classification

purposes, in the sense of minimizing the within-class pattern variability while enhancing

the between-class pattern variability.”

6.4.1.1 Zoning

Zoning is one of the simplest feature extraction methods. In this method, a m×n grid

is superimposed on the input image and the resulting feature is a m × n vector. The ith

feature point in the vector is given a value of 1 if the number of foreground pixels in the

ith zone is greater than some threshold (τ) or 0 otherwise. Figure 6.29 shows an example

of zoning. The feature vector in this case is: 0110011011111111. Bosker [102] describes a

commercial OCR application using zoning.

1 2 3 4

5 6 7 8

9

10 11

12

13 14 15 16

Figure 6.29. An example of zoning.
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6.4.1.2 Horizontal and Vertical Projections

In this method, an input image is represented by its horizontal and vertical projections

(refer to Section 6.3.1 for an explanation on horizontal and vertical projections). These

continuous projections along the X and Y axes are discretized into two vectors by using

two bins of size m and n, respectively. The resultant feature vector is of size m + n and

represents the input image. This method has the advantage of being simple but is not able

to uniquely represent distinct images. For example, consider Figure 6.30 where two distinct

input images A and B have the same projections along the X and Y axes.

A B

Figure 6.30. Two distinct images with the same projections.

A variant of this technique has been successfully applied in [103] for recognizing De-

vanagari characters. Horizontal and vertical projections are also used as part of the feature

set in for font recognition [104].

6.4.1.3 Crossings and Distances

In these methods, a set of vectors along various directions are superimposed over the

input image. To obtain the feature vector using the crossings methods, we compute the

number of times the character image crosses each vector. Figure 6.31 shows an example

of a feature vector obtained using the crossing method. To obtain the feature vector using

the distances method, we compute the distance of the intersection of the image with each
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vector. If the image crosses the vector multiple times we consider only the distance of

the first intersection between the image and the vector. This technique is used in [105] to

obtain ‘transition vectors’, which represent characters using the number of foreground to

background pixel transition along certain predefined lines.

C 0

111

1

1

1 1

Figure 6.31. Feature vector using the crossings method.

6.4.2 Recognizing Digits using a Probabilistic Neural Network

We use a probabilistic neural network (PNN) [106, 107] to classify digits, which were

segmented in the previous step. A PNN is based on a Bayesian classifier and is used to

solve a diverse group of classification problems like cancer classification [108], radar/target

identification [109], stock trends [110], etc. A PNN offers significant advantages over a

backpropagation algorithm such as rapid training, guarantee of convergence to a Bayesian

classifier, addition and deletion of data from the training set and an output indicating the

amount of evidence on which it bases its decision.

To understand how a PNN works, let us first look at how a Bayesian classifier works.

Consider a box that contains plastic P and wooden W balls. Given a ball at random, we

have to determine if it is a plastic ball or a wooden ball by measuring its mass m. Let

hP and hW determine the fraction (a priori probabilities) of plastic and wooden balls,
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respectively. Let fP (m) and fW (m) denote the probabilities that a given ball of mass m is

made of plastic and wood, respectively. Given a ball of mass m, we can now compute the

probability that it is made of plastic pP (m) and wood pW (m) as:

pP (m) = hP × fP (m) (6.32)

pW (m) = hW × fW (m) (6.33)

We can now classify the ball as plastic if pP > pW or wood if pP > pW .

The previous example works if we know the values of hP , hW , fP and fW . It is easy to

determine the values of hP and hW since these can be computed as the fractions of plastic

and wooden balls in the box. Computing the values of fP and fW is a little trickier. The

values of fP and fW can be estimated by maintaining a history of the mass of plastic and

wooden balls. Let B = {b0 . . . bn} represent n bins representing mass {m0 . . .mn}. Let

BP and BW denote the bins for plastic and wooden balls, respectively. These bins can be

populated over time by measuring the mass of each ball and placing them in the appropriate

bins. If the number of bins is sufficiently large (tending to infinity in the ideal case) and

given enough samples (again tending to infinity in the ideal case), the histogram of these

bins will represent the probability density function or pdf of the mass. Figure 6.32 shows

an example of the probability density function. The probability that a plastic (or wooden)

ball has mass between a and b can now be calculated by finding the area under the curve

between the points a and b through integration.

The previous example assumes that we have an infinite amount of data to calculate the

probability density functions. However, in reality, there is a limited amount of data available

to us and the pdf has to be approximated. Parzen windows is a technique developed by

Parzen that allows us to approximate the pdf with a relatively small amount of data.

In essence, for each n-dimensional training vector, we compute n-dimensional Gaussians

centered on that sample. The sum of the Gaussians for all samples will then approximate

the pdf of the set. One advantage of using Parzen windows is that we do not need to
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a b

Figure 6.32. Probability density function.

calculate the full pdf and instead the value of the pdf for some class A at point X can be

computed as:

fa(X) =

 1/(2 ∗ π)(p/2)σp

1/naΣ
na
i=1(−(X − Yai)t(X − Yai)/2σ2)

 (6.34)

where, fa(X) is the value of the pdf of class A at point X, i is the training vector number,

p is the number of components in the training vector, σ is the smoothing variable, na is

the number of training vectors in class A, X is the test vector to be classified, Yai is the ith

training vector from class A and t is the vector transpose.

This technique provides us with a simple and effective way to compute the value of pdf

at any point X. As the number of training samples increases, the estimated pdf approaches

the true value. The value of σ determines the size (or spread) of the Gaussian. A small

value of σ will cause the Gaussian to be peaked and the classifier converges to a nearest

neighbor classifier. On the other hand, a large value of σ will cause the Gaussian to be flat

and the classifier converges to a linearly separable classifier. We have set σ = 25 for our

application.

A probabilistic neural network (PNN) uses this technique to quickly classify a test

sample using a limited amount of test data. Figure 6.33 shows a high-level view of the

PNN, which contains four layers - a distribution layer, a pattern layer, a summation layer

and a decision later. The distribution layer serves merely as a connection point and does
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not perform any computation. It connects the n-dimensional input vector X to the nodes

in the pattern layer. Each node in the pattern layer corresponds to a sample in the training

data set. Figure 6.34 shows one such neuron in the pattern layer. The input weights for

this neuron represent the value of the training sample. Specifically, the jth input weight wj

is equal to the value of the training sample along the jth dimension. The neuron sums up

the weighted inputs and applies the non-linear function f(•) described in equation 6.34 to

produce the output Z. Each node in the pattern layer thus produces an output Zci, where

c represents the class of the associated training vector and i represents the pattern layer

neuron computing that class.
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Figure 6.33. Probabilistic neural network.

The summation layer is responsible for summing up the outputs of neurons for each

class c and contains a node for each class in the training sample. In other words, if our

training sample contains two classes with ten samples in the first class and twenty samples in

the other, the summation layer will have two nodes - one with ten inputs and the other with
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Figure 6.34. Pattern layer neuron.

twenty. The number of inputs to the summation layer are equal to the number of training

samples. It is preferable that the training sample is of a small size for PNNs running on

mobile devices. The summation layer passes the results of the summation to the decision

layer, which contains a single node. This node has one input for each summation node (or

each class c) and only one output. The output of the decision layer is the classification of

the input sample. It chooses this classification by looking at the outputs of the summation

nodes for each class and picking the one with the maximum value.

6.4.2.1 Experiments on Classifying Digits using the PNN

We collected images of barcodes on products sold in our campus store and manually

segmented digits from them. These digits were then manually classified into ten bins num-

bered zero through nine. The digits were then binarized and cropped programatically. The

entire sample contained a total of 308 digits. We randomly split the entire sample into

a training sample (approximately 60%) and a testing sample (approximately 40%). The

training sample was used to train the neural network and the testing sample was used to

test the accuracy of the neural network. We ran the experiment ten times, with different

randomly generated training and testing set each time. The following table summarizes the

results of that experiment.

The overall accuracy was 97.66% for the entire experiment.
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Table 6.1. Results of Classifying Digits using the PNN

Experiment
Number

Images Classi-
fied Correctly

Images Classi-
fied Incorrectly

Accuracy

1 117 2 98.32
2 119 4 96.75
3 112 2 98.25
4 120 2 98.36
5 117 4 96.69
6 119 3 97.54
7 115 3 97.46
8 117 2 98.32
9 116 2 98.31
10 115 4 96.64

6.4.3 Recognizing Words in the Image

As mentioned previously, this technique is not as popular as character recognition

methods chiefly because word recognition assumes a predefined and finite lexicon of words.

The number of characters in a language are few when compared to the total number of

words. For example, the English language contains 26 (52 - if we include both uppercase

and lowercase) letters and 10 digits but well over 200,000 words [111]. It would be highly

improbable, if not impossible, to generate a library containing feature vectors for all the

words in a particular language.

We classify the word images segmented in the previous step but there are systems

that can recognize words without segmentation [112, 113]. These systems typically match

templates of words across the entire image. The first part of this section discusses feature

extraction and the second part discusses classification.

6.4.3.1 Feature Extraction

We use a hybrid feature vector consisting of two simple feature vectors to represent

the word image. This vector is represented as F = [R, I], where R represents the height-

to-width ratio of the image and I represents the grayscale image pixels. Each image in the

training sample is scaled down so that the height of each image is ten pixels. We chose to
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keep the height of every image the same because the width of the image can vary greatly

depending on the number of characters in the word but the height of each character remains

the same. This scaling is performed using a bilinear interpolation method, where the output

pixel value is a weighted average of the neighboring 2× 2 pixels.

6.4.3.2 Classification

We use template matching to classify words in the image. This is a popular technique

and is used in many OCR systems [114, 115]. Let Fw = [Rw, Iw] denote the feature vector

that represents the word image that has to be classified. Let C = {C1, C2, . . . , Cm} represent

the m different classes that the word image can be classified into. These classes represent

the different words found in the nutrition table like ‘Calories’, ‘Fat’, etc. Table 6.2 shows

the 24 different classes (or words) that we have identified for our application. For template

matching, we also assume a library of precomputed feature vectors F = {F1, F2 . . . ,n}, which

are generated from images that are representative of the different classes in C. In general,

n� m. Table 6.2 also shows the average height and width (in pixels) and total number of

feature vectors for word images belonging to each of the 24 classes in our application.

We use a two-stage process to classify Fw. In the first stage, we compare the image

ratio of Fw with the image ratios of all the features vectors from the library F . If Rw and Ri

are comparable, we compute the error ei between Iw and Ii. In our application, we conclude

that Rw is comparable to Ri if either Rw is 70% of Rw or Rw is 70% of Ri. The error ei

is computed as the root mean squared error of Iw and Ii if the two ratios are comparable

and is set to ∞ otherwise. It should be noted that Iw is scaled using bilinear interpolation

to match the dimensions of Ii for each image in the library. Let Fc represent the vector for

which the error ec is minimum. We then classify the word image by assiging it to the same

class as Fc.

6.4.3.3 Experiments on Word Classification

We took pictures of nutrition tables on real products and then segmented words using

the segmentation method described previously. We then hand picked 465 images belonging
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Table 6.2. Word Templates

Name Average Height Average Width Number of Samples

Amount 10 32.7143 7
Calcium 10 31 6
Calories 10 30.875 24

Carbohydrate 10 45.3846 13
Cholesterol 10 44.8571 14

Daily 10 19 7
Dietary 10 21.4615 13

Fat 10 11.6944 72
Fiber 10 18.875 16
From 10 16.8182 11

Insoluble 10 39 1
Monounsaturated 10 60.1111 9

Per 10 13.3333 3
Polyunsaturated 10 48.3333 9

Potassium 10 41.7143 7
Protein 10 29.6364 11

Saturated 10 34 12
Serving 10 26.1667 6
Sodium 10 30.7692 13
Soluble 10 30 1
Sugars 10 22.1538 13
Total 10 20.4167 24
Trans 10 18.5714 7

Vitamin 10 27.4706 17

to 22 classes (or words) from these segmented images. The images were hand picked to

ensure that the results of classification were not affected by the quality of segmentation.

The selection process was not rigid. Only images that contained no words, partial words

or more than one words were discarded. This set of images was then split randomly into a

training set for generating the library F and a testing set. The training set contained 280

images and the testing set contained 185 images. We ran the word classification method on

the testing set and found that 169 images out of 185 were correctly classified by the system

and only 16 images were incorrectly classified.
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CHAPTER 7

FUTURE WORK

This dissertation comprises of three components - the eyes-free barcode scanner, the

tele-assistance module and the optical character recognition module. This chapter dis-

cusses the future work and improvements that can be applied towards each of these three

components.

7.1 Eyes-Free Barcode Scanner

The eyes-free barcode scanner is explained in detail in Chapter 3. It is a software-only

solution that uses the phone’s camera and internal sensors to allow VI individuals to scan

UPC barcodes on products and MSI barcodes on shelves. This module has been through

various iterations that paint a picture of how it has evolved over time. The first version of the

barcode scanner required shoppers to press a button on the screen to scan a barcode and did

not include help the user in keeping the camera aligned with the product. The next version

incorporated automatic image capture using video mode and this was later improved by

adding the automatic camera alignment module. The final version incorporated the barcode

detection module that allowed shoppers to quickly determine if a barcode was within the

camera’s field of view.

Even though the current version of the barcode scanner is a tremendous improvement

over the first, there are still areas of improvement. One of the biggest challenges is to

determine the correct distance between the camera and the product. If the camera is too

close to the product, the barcode is not fully contained within the camera’s field of view and

cannot be decoded. If the camera is too far away, the barcode occupies only a small portion

of the image and cannot be decoded. currently, we train the user in moving the camera so

that it is only 6-8 inches away from the product but it would be nice if this process can
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be automated. This will allow the barcode scanner to detect if the camera is positioned at

the correct distance and let the user know when to stop moving the camera away from the

product.

The second biggest improvement is to make the barcode detection and decoding process

independent of the camera’s orientation to the barcode. Currently, the system can detect

and decode barcodes that are either vertically or horizontally aligned with the image. Al-

lowing the system to detect and decode barcodes that are rotated arbitrarily will reduce

the burden of keeping the camera aligned in the yaw plane.

The final improvement would be to improve the performance of the system. Most

current smartphones have dual-core and even quad-core processors. The system should

take advantage of these extra cores by parallelizing the barcode detection and decoding

processes. This will result in an increase in the throughput of the system in terms of

number of frames decoded per second.

7.2 TeleShop

The TeleShop system is a tele-assistance module, which is described in Chapter 5. This

system allows the VI shopper to get help from sighted individuals by transmitting a video

of her current surroundings. This system is intended as a fail-safe system, which can be

used when the eyes-free barcode system or the OCR system fail. This system is not limited

to shopping and can be used for other purposes too.

The current implementation uses a series of images to create the video feed. This

system should be replaced by a real-time streaming protocol like RTSP. This will reduce

the bandwidth requirement and increase performance.

The second improvement to the system can be made by removing the need for a client

on the PC. In this case, the VI user’s cell phone acts as a server, transmitting a true video

feed, which can be accessed anywhere by anyone on the web. This would enable sighted

individuals to access the video using a cell phone, tablets or PC. This method would need

to implement security policies to restrict the video feed to only a select group of users.
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7.3 Optical Character Recognition System

The OCR system, which is described in detail in Chapter 6, is used to read nutrition

fact labels on products. This system is presented as a proof-of-concept prototype and thus

has the most room for improvement among all the three components of this dissertation.

The biggest area of improvement is to implement all the different components in Android

and integrate them. The current implementation is implemented in MATLAB and only

some components are implemented in Android. Even though we have been very careful not

to use MATLAB libraries that do not have an Android counterpart, it would be best to

implement all the components in Android and integrate them.

The current system assumes that the nutrition table is present in the image, is not

rotated and is not cropped. The next area of improvement is to detect if the nutrition table

is present in the image, if it is cropped and then provide instructions the VI shopper so

that she can capture the nutrition table in its entirety. This will allow VI shoppers to use

the system easily without having to spend a lot of time running the process on images that

do not contain the nutrition table. This will also allow them to use the system without

worrying about aligning the camera with the product.

The current system also assumes that the nutrition table contains black colored char-

acters on a light colored background but this may not be true for all products. The system

should be modified so that it can correctly read light-colored characters on a dark back-

ground.

Currently, all experiments are performed in software using images of real products.

The system has to be validated by performing experiments with a VI individual in a real

grocery store. This will expose problems in the user interface and user experience along

with other problems relating to lighting, etc.
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CHAPTER 8

CONCLUSION

Independent grocery shopping ranks amongst the highest in the list of prerequisites

for visually impaired (VI) people to achieve true independence. It is something that can

greatly improve the quality of life of VI individuals. Many systems have been proposed

and developed to solve this problem. We have developed three such systems - RoboCart,

ShopTalk and ShopMobile 1 in our laboratory to solve this problem. Each of these three

systems have been successful but at the expense of instrumenting the environment or using

specialized hardware. ShopMobile 2 combines the best of all three systems and removes the

need of instrumenting the environment and using specialized hardware. It is a software only

system that relies on a smartphone, something that has become ubiquitous in our current

lifestyle.

The first component of this dissertation is an eyes-free barcode scanner that can be

used to replace the dedicated barcode scanners used in RoboCart, ShopTalk and ShopMo-

bile 1. We have developed an eyes-free barcode scanner that uses the smartphone’s camera

to detect and decode both UPC barcodes on products and MSI barcodes on shelves. This is

a software-only solution that uses fast computer vision algorithms to quickly scan barcodes.

These algorithms are modularized and can easily be used to extend the scanning function-

ality to other types of barcodes. We have verified the viability of our scanning solution as

a replacement for dedicated hardware barcode scanners by performing several experiments

in a laboratory setting as well as in a real grocery store.

The second component of this dissertation is a tele-assistance system that can be used

by VI individuals to get help from sighted individuals. We admit that there are shortcomings

in our system and that there are cases where the best solution is to just ask someone else

for help. The tele-assistance module allows the VI individual to get help from a sighted
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individual by sharing a video of her surroundings. The sighted individual can view the

video using an application that allows her to change the resolution and quality of the

incoming stream as well as to freeze a frame for viewing. These controls provide additional

functionalities that are missing in current video sharing applications like Skype.

The final component of this dissertation is an optical character recognition (OCR)

module which is a proof-of-concept prototype that allows VI individuals to read the contents

of the nutrition facts table. Existing assistive shopping systems allow VI individuals to

browse and select products but do not provide any indication of the product’s ingredients

or other nutritional information. Thus, VI shoppers have no way to distinguish between

products based on their nutritional information and are restricted in their choices between

different brands of the same type of product. This information, or the lack thereof, becomes

even more important in case of dietary restrictions or allergies. Our system describes and

implements all the necessary components that allow a VI shopper to read nutrition facts

on a product.
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