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Fig. 2.1: The earth’s magnetospheric profile and the various current systems associated
with it.

The earth’s magnetosphere is structured as a bar magnet where the magnetic poles

are offset from the axis of rotation by angle of 11.5◦. Due to the shockwave generated,

the solar wind particles are decelerated and deflected, around the magnetosphere system.

The decelerated particles that pass through the bow shock are then confined in a region

known as the magnetosheath. The boundary which demarcates the earth confined magnetic

field from the deflected solar wind is known as the magnetopause. The magnetosheath

thickness extends up to 3RE near the point where the bow shock intersects the earth

sun line (also known as the sub solar point) but this thickness increases rapidly as the

magnetosheath flow moves anti - sunward and the magnetopause is 100 km thick. Currents

exist in the magnetopause that act to separate the magnetosheath plasma from the deflect

solar wind [22].

When solar wind reaches the earth, its quite-time (when there is not any solar storm

directed towards earth) parameters can be listed as follows, the radial velocity Vs is about
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450km/s, particle density ns is 5c m−3, magnetic field strength BIMF reduced down to

5 − 7n T. During storm times such as CME, prominence, solar flares, the parameters can

be listed as follows, the radial velocity Vs is about 650 − 800km/s, particle density ns is

40− 60c m−3, magnetic field strength BIMF reduced down to 25− 30n T.

The earth’s magnetosphere is a dynamic system, where it is important to note the

effects of solar wind on various current systems. Some of the major current systems to

consider are plasma sheet, ring current, geotail current system. Solar wind particles that

pass through the bow shock will mostly align with the geomagnetic field lines and end up

depositing their energy in the ionosphere in a region called the polar cusp. Solar wind par-

ticles that escape this process end up convecting to the geotail and populate a region known

as the plasma sheet. The plasma sheet has a relatively low magnitude of particle density

when compared to magnetosheath by a factor of 10−100c m−3 however, the average energy

of particles in this region is 10 times more than that of magnetosheath. The plasma sheet

current is directly connected to the geomagnetic field lines on the nightside, which implies

that energetic plasma sheet particles end up interacting with particles in the ionosphere in

the night side region. This together with the particles convected directly to the dayside

cusp region form the auroral oval.1

There is a neutral current sheet where the current flows across the plasma sheet from

dawn to dusk. This current sheet acts to separate the two oppositely directed field lines

from northern and southern hemispheres of earth extending to the geotail. The field lines

extending to the geotail (which are close to the magnetopause) get connected to field lines

in the shocked solar wind. This creates huge potential drops across the geotail (larger than

100, 000V, approx. 1012 watts of power). This potential drop maps down to the ionosphere

at the auroral region at the polar cap.

The ring current system is formed due to convection of energetic particles2 or injection

of solar wind plasma particles to the inner magnetosphere. Charged and energetic particles

get trapped in closed magnetic field lines because, while their transport to the polar caps

1Interaction of energetic plasma particles with particles in the ionosphere produce auroral displays.
2Major sources of plasma here are the plasma sheet.
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they experience an increased magnetic field which reflects the particles back. These energetic

trapped particles are also subject to gradient and curvature drift of the closed field lines.

This collective force drifts the particles in azimuthal westward direction. During quite time

the average current density ranges between 1 − 4n A m−2 while during storm time it can

exceed 7n A m−2. The ring current region (also known as Van Allen radiation belt covering

approximately 2 to 7 RE) consists of mainly 10 − 200k e V ions (H+,He+,O+) [19, 23, 24].

All the changes occurring these current systems eventually map down to the ionosphere.

Transient power levels of the whole magnetosphere system all summed up can reach up to

1012 Watts during storm time.

2.3 Structure of Ionosphere

From the physics point of view we have now understood the affects of solar wind on

earth’s magnetosphere. It is now important to understand how changes in the magneto-

sphere affect the ionosphere. Figure 2.2 maps the layers of the ionosphere and shows a

generic plot of variations in the electron density as a function of altitude [19]. The plot

shows that at higher altittudes, the ionization is much higher as compared to lower altitudes.

Ultra violet radiation from the sun on the dayside causes ionization of earth’s atmo-

spheric gases. On the night side, resonantly scattered solar radiation and starlight are the

major sources of ionization. The ionized region ranges from 60k m−1000k m in height. The

density variation of ionized particles is not uniform, and varies with sunspot cycle,3 sea-

sons, latitude longitude, altitude, and magnetic activity. At lower altitudes ranging 60k m

to 80k m, the absorption of radiation is low resulting in low ionization and low tempera-

tures. Above 80k m, absorption rate increases with height, causing an increase in plasma

density and temperatures. As per experiments on air samples collected at various altitudes,

region between 80k m−135k m is said to be the transition region where molecular oxygen is

broken down to atomic oxygen. The spectra of auroral streamers extending up to 1000k m

demonstrate the existence of N2 and O [25]. 2× 10−3 kg.

3The sunspot cycle is 11 earth years.
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Fig. 2.2: The layers of ionosphere. The figure shows day time and night time temperature
variations. The E and the lower F region comprise of the electrojets.

Ionization of N2 and O define the F1 and F2 region, ionization of N2 and O2 define

E region and the D region is defined by ionization of molecular oxygen, sodium and nitric

oxide (NO) [25]. The D region extends from 60k m− 100k m, E region extends from 100k m

to 150k m with ion density of the order of 105c m−3 and neutral density of the order of

1011c m−3, F1 region extends from 150k m to 250k m, F2 region extends from 250k m to

800k m with ion density of the order of 106c m−3 and neutral density of the order of 108c m−3.

The auroral electrojet which connects the magnetic field lines in the ionosphere at the

polar regions are said to occur in E and F1 regions. Typically, their altitude ranges from

90− 150k m. In E and F1 regions, EUV wavelengths are dominant and are responsible for

ion - electron production, whereas UV and X - ray wavelengths are more dominant in D

regions.

In low latitude and mid latitude regions at ionospheric altitudes, the plasma is co-

rotating. Solar EUV radiation ionizes the E region and it provides for the heating of the

plasma which drives a current system known as solar quiet Sq current system. The Sq cur-
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rent system extends from approximately 90k m to 200k m. Ground magnetic perturbation

values reaches to a maximum of 20n T. At the equatorial region the Sq current increases

by a factor of four and is known as the equatorial electrojet. There is an L current system

which has the same features as those of the Sq current system except that this system is

driven by lunar tides [26].

The Sq and L current systems are dominant during quiet time, however at low and mid

latitude regions during storm time disturbance field D becomes dominant. The duration

of D can extend from minutes to days. It can be expressed as D = Dst + Ds where Dst

is the storm time variation due to magnetic disturbances generated by ring current and

Ds is the Diurnal variation generated due to ionospheric currents due auroral particles

(ionospheric currents at higher latitudes). DST index is based on the average values of

horizontal component of magnetic field. Horizontal component of earth’s magnetic field is

when the field lines are parallel to the surface of the earth. It is expressed in nano-teslas

and is inversely proportional to the energy in the ring current.

The geomagnetic storm has three phases, initial, main, and the recovery phase. The

initial phase is the compression of the magnetosphere due to a CME or a shock.4 The

initial phase lasts 2 to 8 hours. Main phase involves charging/enhancement of the ring

current as a result of southward IMF. Enhanced ring current induces a magnetic field that

is southward which is inverse of the earth’s dipole field. This event accounts for decrease

in the DST index by more than 100n T with respect to pre-storm conditions. The recovery

phase involves decay of charge in the ring current. Various particle loss mechanisms are

involved during the discharge of the ring current. The DST index in this phase returns back

to its pre-storm value. At high latitudes, the major events that take place in the ionosphere

involve particle precipitation, polar winds and auroral electric field which are a result of

magnetosphere-ionosphere coupling system [27].

The coupling of solar wind/IMF with earth’s magnetosphere is of great importance at

higher latitudes. The interaction of solar wind with earth’s intrinsic magnetic field causes

4Storm that begin abruptly is known as the sudden storm commencement (SSC). Sometimes sudden
impulse (SI) of magnetic field change occurs.
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a bow shock to be formed which extends to the geotail region to be known as the magneto-

pause. The magneto-pause has a currents system flowing across it which separates the earth

confined field and the solar wind field lines. However, reconnection of field lines still occur

across the magneto-pause. These reconnected field lines map to the polar cap. These field

lines are known as open field lines. The auroral electrojet occurs at lower altitudes where

the magnetic filed lines are closed and stretch to the geotail.

The electric field if the solar wind can be given by the equation

E = −UswXB, (2.1)

where usw is the solar wind velocity and B is the magnetic field. An electric field is imposed

on the earth which is directed from dawn to dusk. This electric field maps down to the polar

cap along the geomagnetic field lines where it causes an E x B drift in the anti-sunward

direction. An equal and opposite electric field is induced in the dawn and dusk side on

closed field lines (at much lower latitudes). This maps down to ionospheric altitudes where

it causes plasma E x B drift in the sunward direction. In regions between the oppositely

charged electric fields or in other words in the auroral oval region, field aligned currents

flow along the field lines stretching out to the geotail.5

The originally closed field lines on the day side connect with the southward IMF which

as a result become open field lines. The next event involves the field lines to stretch out to

the geotail and reconnect to form closed field lines. As result of these events the attached

plasma at ionospheric altitudes convect to the night side when the field lines stretch out to

the tail and after the reconnection occurs, an inverse electric field acts on the plasma causing

it to convect to the day side. The electric field measured typically varies from 10m V m−1

to 200m V m−1. The E x B plasma drift velocity ranges from 200m s−1 to 4m s−1.

5These field aligned currents are responsible for auroral currents.
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Chapter 3

Waves in Ionosphere

The ionosphere is an ionized gas (plasma) as a result of EUV, UV, and X-ray radiations

from the sun. Molecular gas when provided with sufficient energy, starts to decompose first

into atomic gas and later into ions and electrons. This results when the kinetic energy in

molecules exceed the binding energy and when electrons in the atoms acquire enough energy

to overcome the atomic binding energy [28].

Plasma consists of charged and neutral particles, where the density of the charged

particles decides the strength of the ionization. In a strongly ionized medium charged

particle interactions due to coulomb forces are dominant. Whereas in a weakly ionized

medium, the charged particle and neutral particle interactions are dominant.

3.1 Plasma Properties

A plasma is characterized by its electron density ne, temperature T, steady state mag-

netic field B, macroscopic neutrality, electron plasma frequency wpe, Debye length λD, and

the number of charged particles inside the Debye sphere ND.

3.1.1 Macroscopic Neutrality

Consider a volume with a characteristic length where temperature variations are zero,

the density of ions and electrons are approximately equal and the plasma is unmagnetized.

In the absence of any external forces, the plasma is said to be quasi neutral. If there is

a dominant non-neutrality throughout the volume, then sufficient kinetic energy must be

present so as to account for displacement of plasma particles throughout the volume of

plasma.
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3.1.2 Debye Shielding

Debye shielding explains the influence of electric field due to a single ion or an electron.

In a quasi-neutral plasma, addition of an electron or ion causes electrons/ions to repel. If

a single electron is inserted in the plasma space, that region is filled with ions and depleted

of electrons. This depletion of plasma particles is known as shielding. The extent to which

the plasma particles repel spatially is known as the Debye length λD. The Debye length is

directly proportional to the square root of temperature and inversely proportional to the

square root of electron density ne. Debye length is given by the expression

λD = (
ε0kT

nee2
)1/2. (3.1)

The Debye shield is considered a sphere of radius λD. Any external electrostatic field

present is screened through the shield and the electric field configuration inside the sphere

remains intact. The charge density inside the sphere is given by the expression

ND =
4

3
πλ3

Dne. (3.2)

The process of Debye shielding collectively occurs throughout the plasma sheet, consid-

ering that the overall extent of plasma is very large compared to the Debye length λD. Each

particle therefore interacts with those particles which are primarily present in their Debye

sphere. Quasi neutrality and the Debye shielding are two closely related properties, where

Debye length defines the plasma interaction at microscopic levels and the quasi neutrality

states that at lengths very large as compared to the λD, the plasma is said to be neutral.

3.1.3 Plasma Collision Frequencies

Perturbation in the plasma particle densities cause random collisions, which get damped

as kinetic energy gets transformed into potential energy. Any externally applied energy that

displaces the charge neutrality of the plasma trigger random collisions. Plasma particle

collisions can be interpreted in terms of
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• Momentum Change: The change of direction of motion due to like or unlike particle

interactions;

• Energy Transfer: Kinetic energy transfer due due to like or unlike particle interactions.

Both of these processes act to neutralize the plasma. In simple terms, the inverse of the av-

erage time taken by an electron to lose all its kinetic energy (or for it to change the direction

of motion by an angle of π/2 radians) is considered as the collision frequency. Due to the

heavier mass of ions as compared to electrons, collisions appear as a collective oscillation

of electrons around ions across the whole plasma. For electrons to behave independently,

electron neutral collision frequency must be lower as compared to the ion electron collision

frequency. The electron collision frequency is given by the expression.

ωpe =

√
Neq

meε◦
. (3.3)

The plasma properties discussed here define the criterion for the existence of plasma.

• The characteristic dimension must be larger as compared to the Debye length.

L >> λD

• The number of electrons in the plasma must be very large.

neλ
3
D >> 1

• Plasma must be macroscopically quasi neutral.

3.2 Waves in Ionosphere

The ionosphere is classified as a cold plasma, where temperatures average at approx-

imately 1000K. As the plasma is not fully ionized, electrons comprise a major part of the

energized particles. The temperature of ions and gas molecules are lower as compared to

that of electrons Te >> Tions >> Tgasmolecules. Thermal collisional rate is considered to be

negligible in cold plasma.

The continuity equation



17

∂n

∂t
+∇ · (ν) = 0, (3.4)

m
Du

Dt
= q(E + u×B)−mνu. (3.5)

Maxwell’s equations for free space can be described as follows

∇ · E = ρ/ε0, (3.6)

∇ ·B = 0, (3.7)

∇× E = −∂B
∂t
, (3.8)

∇×B = µ0(J + ε0
∂E

∂t
). (3.9)

In plasma fluid

ρ = −en+ qini, (3.10)

J = −enu, (3.11)

where e is the electron charge, qi is the ion charge, n is the electron charge density, ni is

the ion charge density. J is the current density, u is the velocity of electrons. The quasi-

neutrality of the plasma ρ is considered to be zero. For harmonic plane waves propagating

in the plasma we can denote

B(r, t) = B0 +B1exp(jk · r − jwt), (3.12)

E(r, t) = Eexp(jk · r − jwt), (3.13)

n(r, t) = n0 + n1(jk · r − jwt). (3.14)

Here, B0 is the constant uniform magnetic field in the plasma, n0 is the initial electron

density when no external magnetic field is applied. Using equations (3.12), (3.13), and
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(3.14) we can convert the Maxwell’s equations to time harmonic form by replacing ∂
∂t with

−jw and ∇ by jk

jwmu = q(E + u×B0)−mνu, (3.15)

jk × E = jwB, (3.16)

jk ×B = µ0(J − jwε0E). (3.17)

The time harmonic equations (3.15), (3.16), and (3.17) can be combined and simplified

to get

jk × (jk × E)− ω2

c2
E = −jωmωpeu

c2
, (3.18)

(1− jν

ω
)u+

je

mω
(u×B0) = − je

mω
E, (3.19)

where

ωpe =

√
Neq

mε◦
. (3.20)

Solving equations (3.18) and (3.19) for E will give us information on the dispersion

relation, the polarization of the wave and the mode of propagation. The dispersion relation

is well known as the Appleton-Hartree equation: the electron neutral collisions is assumed

to be absent (ν = 0)

η2 = 1− X

1− Y 2sin2θ
2(1−X) ±

√
Y 4sin4θ
4(1−X)2

− Y 2cos2θ
, (3.21)
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where

X =
ω2
pe

ω2
, (3.22)

Y =
ωce
ω
, (3.23)

ωce =
qB

m
, (3.24)

ω = 2πf. (3.25)

Here ωpe is the plasma electron frequency, ωce is the electron cyclotron frequency, f is

the frequency of the electromagnetic wave traveling through the plasma, and θ is the angle

between the wave vector and the ambient magnetic field B0 unit vector. At frequencies

f > 3Mhz the electron neutral collision frequency νen is considered to negligible. Also,

note that the electron neutral collisions is assumed to be absent (ν = 0).

When θ ' 0◦, the equation (3.21) reduces to

η2 = 1− X

1± Y 2cos2θ
. (3.26)

The longitudinal component of the E field (E ‖ B0) results in ω2
pe = w2 for collision-

less plasma (ν = 0). The transverse E field (E ⊥ B0) yields two modes of propagation,

left circular polarized (LCP) and the right circular polarized (RCP). Here the upper sign

corresponds to LCP and the lower sign corresponds to RCP. When ωce = w the RCP mode

is said to be in resonance, where the oscillations in the electric field get absorbed by the

electrons. In case of the LCP mode, ωci = w where ωci is the ion cyclotron frequency. In

case of resonance the phase velocity tends to zero and η = ∞. In case of wave reflection

η = 0 and the phase velocity tends to ∞.

If θ ' 90◦ then the second term under the square root Y 2cos2θ ' 0. Which reduces

the Appleton Hartree equation to
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η2 = 1−X, (3.27)

η2 = 1− X

1− Y 2sin2θ
(1−X)

. (3.28)

Here equation (3.27) is for ordinary wave mode and (3.28) is for extra-ordinary wave

mode. The ordinary wave mode refers to case where the E field is parallel to the magnetic

field B0 and the wave propagation vector k is perpendicular to the B0. In the extra-ordinary

mode, the E is perpendicular to B0 and k has the same orientation as in ordinary mode.

Faraday Rotation

When any linearly polarized wave travels through magnetized plasma, it splits into

mainly two circular waves whose electric vectors are in phase at the horizontal position but

which are rotating in opposite directions. The refractive index differs for the two circu-

lar components, thereby increasing phase difference between them. This phase difference

becomes more prominent with the increase of path length through the ionosphere. The

combined effect results in an elliptical polarization of the radio wave, formed from the sum

of the two circular components. The rotation of the major axis due combined effect of

varying phase differences in the two components waves is called Faraday rotation.
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Chapter 4

Estimation of Magnetic Perturbation Profile in the

Ionosphere

This work focuses on simulating the effects of adding small magnetic perturbations

in the ionosphere on amateur satellite signals. As RF signals pass through the ionosphere,

the wave gets differentially Faraday rotated depending on the electron density Ne, magnetic

field B, the angle of the ray with respect to the resultant B field vector, and the frequency of

the signal. The Appleton Hartree dispersion relation, relates all the parameters mentioned

above with the phase delay the RF signal suffers.

The phase shift in the received signal at a ground station represents an effective refrac-

tive index of the ionospheric shell. The phase shift of the electromagnetic signal and the

refractive index of the ionosphere are related as follows

θph =

∫
t
k · ds, (4.1)

k =
ηω

c
, (4.2)

where θph is the phase shift in the received signal, η is the refractive index of the ionosphere,

k is the wave propagation vector, c is the speed of light in vacuum, ds is an infinitesimal

distance traversed by the ray path, and ω is the angular frequency of the signal. The

integration is performed over an ionospheric shell of thickness t.

The current systems in the ionosphere generally lie in the E and the lower F regions [19].

For our purposes an ionospheric current system in the E region is assumed. Also, the

electron neutral collision frequency is assumed negligible compared to the frequencies in

the amateur satellite band, and the gradual refraction of radio frequency signals due to

variations in charge density with respect to the altitude is neglected.
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The ionosphere is an anisotropic cold plasma. For simulating the effect of the iono-

sphere on electromagnetic waves, we use the cold plasma model where the wave phase

velocity is large compared to the ion cyclotron frequency. The refractive index for a cold

plasma medium with negligible electron neutral collisions is given by the Appleton-Hartree

expression [19,28]:

η2 = 1− X

1− Y 2sin2θ
2(1−X) ±

√
Y 4sin4θ
4(1−X)2

− Y 2cos2θ
, (4.3)

where

X =
ω2
pe

ω2
, (4.4)

Y =
ωce
ω
, (4.5)

ωpe =

√
Neq

mε◦
, (4.6)

ωce =
qB

m
, (4.7)

ω = 2πf. (4.8)

Here, θ is the angle between the ray propagation vector and the total B - field resultant

vector. B is the summation of the earth’s ambient magnetic field B0 and any perturbations

in the magnetic field ∆B. ωce is the electron cyclotron frequency and ωpe is the electron

plasma frequency.

B = B0 + ∆B (4.9)

Ne is the average electron density in the ionosphere. f is the frequency of the electro-

magnetic wave. The refractive index can be described as

η = η(θ,B,Ne, f). (4.10)

Equation (4.25) is a parametrized version of equation (3.21). The three unknowns
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θ, B, and Ne can be derived if we have three simultaneous equations of this form. For

three different frequencies of electromagnetic signals through the ionospheric medium we

can evaluate three unique values of η based on their individual phase shifts detected at the

receiver.

For our model we chose 7 MHz, 14 MHz, and 144 MHz which lie in the amateur

satellite radio bands. These bands are in the VHF range which is sufficiently low so that

the effect of the magnetic field B can be obtained from the Appleton-Hartree dispersion

relation in equation (3.21). The specific methods for determining B from the Appleton

Hartree dispersion relation will be discussed in section 4.2.

4.1 Magnetic Perturbation Model

We simulate the current system to be an infinitely long sheet with an assumed width

and thickness. We assume that for a current traveling in y direction, a 1-D slice along the x

axis of the current distribution profile is Gaussian. For such a model, the magnetic vector

potential distribution is also Gaussian. From equation (4.13), a ∆B perturbation profile is

obtained as shown in figure 4.1. Equations (4.11), (4.13), and (4.15) give the distribution

profiles along the x-axis.

Ay = A0e
−γx2 (4.11)

∇×A = B (4.12)

∆Bz = −2γA0xe
−γx2 (4.13)

∇×B = µ0J (4.14)

Jy = −2γA0e
−γx2 + 4γ2A2

0x
2e−γx

2
(4.15)

Here, A is the magnetic vector potential and J is the current density of the electrojet.

The magnetic vector potential A has maximum amplitude A0 and decay rate γ. The decay

rate controls the scale over which the width of the electrojet current distribution J is



24

−500−400−300−200−100 0 100 200 300 400 500
0

5

10
x 10

4

Distance Km

"A
" 

M
ag

n
it

u
d

e

Magnetic Vector Potential

−500−400−300−200−100 0 100 200 300 400 500
−1000

−500

0

500

1000

Distance Km

d
el

 B
 n

T

Magnetic Perturbation Profile

−500−400−300−200−100 0 100 200 300 400 500
−100

−50

0

Distance Km

J 
A

m
p

/m
3

Current Density Profile

Fig. 4.1: The current density profile and its corresponding magnetic profile derived from
a Gaussian magnetic vector potential. The magnetic profile shown is used to simulate a
current sheet in the E-region of the ionosphere. Here Y axis represents the magnitude, and
the X axis represents the distance X in kilometers.

present. ∆Bz specifies the perturbation added to the ambient magnetic field B0. Only the

Z component of the magnetic field is used in this work. The current distribution profile J

is an approximation to a slice of the actual electrojet profile.

4.2 Methods to Obtain the ∆Bz Field Perturbation

The ground receiver station measures the phase shift in each of the three carrier fre-

quencies 7Mhz, 14MHz, and 144Mhz transmitted by the satellite. For any phase shift

detected in the carrier frequency a corresponding index of refraction η can be determined

using equation (4.1) and equation (4.2). For our simulations we assume that the position

of the satellite and the ground receiver station is known at all times. Further, the satellite

transmits signals at fixed intervals of time.

We use the Appleton Hartree dispersion relation to determine ∆Bz. With an estimated

η and the frequency of the signal detected at the ground receiver station, we now proceed

to discuss three methods to extract Ne and ∆Bz from the dispersion relation.
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Method 1

In this method, we regroup the Appleton Hartree dispersion relation (3.21) in terms

of ωcecosθ and ωcesinθ, in order to isolate the magnetic field ∆Bz and θ. The Appleton-

Hartree equation becomes

2[1− X

1− η2
]A+ C = [1− X

1− η2
]2, (4.16)

where

A =
Y 2sin2θ

2(1−X)
, (4.17)

C = Y 2cos2θ. (4.18)

Equation (4.16) can be used to solve for ωcecosθ and ωcesinθ when the electron density

Ne, the signal frequency f , and the index of refraction η are known.

In the case where we know the electron density (Ne) in the ionosphere, the frequency

of the signal and the phase shift (θph) at the ground, we solve for A and C using the matrix

form of equation (4.16)

 1
ω2

1
ω2(1−X)

[1− X
1−η2 ]

1
ω2

1
ω2(1−X)

[1− X
1−η2 ]

×
 ω2

cecos
2θ

ω2
cesin

2θ

 =

 (1− X
1−η2 )2

(1− X
1−η2 )2

 . (4.19)

Equation (4.19) can be used to extract ωce, however an accurate value for the electron

density Ne in ionospheric region is needed.

To determine the value of Ne, current GPS systems use the pseudo code delay and

carrier phase delay measured for two frequencies L1 1.5754 GHz and L2 1.2276 GHz. The

GPS pseudo code delay P and carrier phase delay L can be expressed in inverse powers of

frequency [16]

Pi = ρ+
q

f2
i

+
s

f3
i

, (4.20)

Li = ρ+ niλi −
q

f2
i

− s

2f3
i

, (4.21)
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where

q = 40.3× TEC, (4.22)

s = 7527c

∫
NeB0cosθ dL. (4.23)

where the expansion is retained to powers of f−3. Here L is the carrier phase delay and P is

pseudo code phase delay. ρ corresponds to distance error and all the non - dispersive terms

along the channel of transmission. ni consists of integer ambiguities; λi is the wavelength

of the carrier signal. TEC is the total electron content representing the height integrated

electron density along the channel. One TEC unit is 1016 electrons/m2. Ne is the electron

density in the ionosphere, B0 is the earth’s magnetic field in the ionosphere, θ is the angle the

ray makes with the resultant B vector, and dL is a differential length along the transmission

channel.

In equation (4.20) the second term is most dominant and is a function of the electron

content. The third term is usually discarded when approximating the phase delay at GPS

frequencies. Using linear algebraic techniques, the phase error due to the second term in

equation (4.20) can be evaluated, which yields the TEC. The same technique can be applied

to the carrier phase delay (4.21) for more precise phase delay measurements.

The drawback of this technique is the need to have measurements of Ne along the same

path traced by the amateur satellite signals. This requires that the GPS signals trace the

same path as the signals transmitted from the amateur satellite.

Method 2

Under the assumption Y sin2θ << 2|cosθ|(1−X), it is possible to expand the dispersion

relation (3.21) further in inverse powers of frequency f to the fifth order to obtain higher

accuracy as shown in equation (4.24) [16]. This yields



27

η =
ω

c
(1−

ω2
pe

2ω2
−
ω2
peωcecos(θ)

2ω3
−

(16ω4
pe + 64ω2

cecos(θ)
2ω2

pe)

128ω4

−
(64ωceω

4
pecos(θ)− 128ω2

peω
3
cecos(θ)

3)

256ω5

−
64ω6

pe − 384ω2
cecos(θ)

2ω4
pe − 512ω4

cecos(θ)
4ω2

pe)

1024ω6
). (4.24)

Here, there are five unknown coefficients to determine. We note that apart from the

coefficient of the first order term in the expansion, all the other coefficients have a component

of ∆Bz. The benefits of using this relation is that the electron density need not be known

to calculate ∆Bz. The drawback of this method is that the accuracy relies on the number

of terms in the expansion, which leads to more unknowns to be solved, therefore requiring

more frequencies to be transmitted in order to yield sufficient simultaneous equations.

Method 3

The Appleton Hartree dispersion is a nonlinear expression. Employing multiple fre-

quency transmissions, a set of simultaneous nonlinear equations for the phase delay and

parameters will result. We chose to do a direct inversion of the Appleton-Hartree equation

(3.21) to determine Ne and Bz using a differential evolution (DE) search algorithm. With

the direct search method performed to determine the parameters of a current system, we

obtain

θph = θph(θ,∆Bz, Ne, f, p1..pk), (4.25)

where p1..pk are k parameters that determine the geometry of an assumed current sys-

tem. Depending on the number of different frequencies received, we obtain a system of

simultaneous nonlinear transcendental equations that need to be solved for the k unknown

parameters. In order to retain flexibility in handling the number of unknown parameters for

a more complex current profile, or a more complex RF signal model, the DE is preferred.
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The Differential Evolution (DE) is an iterative search method for multi-dimensional and

multi-parameter problems. It consists of a population of S for each of the N parameters

in the problem which evolve every iteration. The selection of each of the values in the

population set S is based on the upper and lower bounds set on the search space and any

other mathematical equalities or inequalities. A cost function descriptive of the nature of

the problem and the parameters to be optimized is used to check for the convergence of

the result. In each iteration a new search vector S is set for each parameter. Based on the

convergence of the result of the cost function, an appropriate best solution is chosen from

the trial vectors.

The initial search parameters are usually chosen such that they form a uniform distri-

bution in the search space [29]. The expression for initializing parameters is given by

xn,s = r(n, s)[xmaxn,s − xminn,s ] + xminn,s , (4.26)

where r(n, s) is a randomly distributed number between 0 and 1 and varying with indices n

and s. xmaxn,s and xminn,s are the maximum and the minimum search space bounds, respectively.

The calculation of new trial vectors is based on adding weighted differential values of any

two consecutive members of the population S to a third member of the population. This

process is carried out for each of the members of the new trial solution. The expression for

calculation of the new trail solution is given by

vks = xkα + FΣy[x
k
β − xkγ ], s = 1, 2, ....S. (4.27)

Here, k is the current iteration index; vks is the new mutated trial solution for the kth

iteration and sth population member. F is the mutation scaling factor; xβ and xγ are

the two consecutive members of the solution which are scaled by F and added to a third

randomly selected member xα.

After the mutation stage, a crossover between the newly calculated trail vectors vk and

xk is scheduled. Here, the elements of the new vector and the current best trial vector are



29

mixed to form the final new trail vector to be tested. The necessary conditions for crossover

can be given as

if r < ηCR,

uks = vks ; (4.28)

otherwise,

uks = xks ; (4.29)

here, ηCR is the crossover factor and r is a random number between 0 and 1. uks is the new

trial vector to be tested against the current best trial vector.

After the crossover is the selection stage, where the convergence of each element of the

two trial vectors for every parameter in the problem are tested. The conditions for selecting

the new current best trial vector can be explained as:

if Ψ[uks ] ≤ Ψ[xks ],

xk+1
s = uks ; (4.30)

otherwise,

xk+1
s = xks ; (4.31)

here, xk+1
s is the new current best vector for one particular parameter of the problem, Ψ[x]

refers to the result of the cost function with x as the trial vector.

Among the three methods discussed, we found the direct search based on the DE

algorithm was best. The algorithm searches for the best value of parameters of an assumed

current system model that minimizes the error between the phase delay introduced by each

trial parameter set and the actual received signal. We found that the direct search method

with DE is robust and converges within 1000 generations to a satisfactory solution.

4.3 Simulation Results

In order to evaluate the model, we proceeded to perform simulations for two current

configurations. In each configuration, we apply a magnetic field perturbation to the iono-

spheric region produced by a current sheet in the X-Y plane, the z axis being altitude. The
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current is pointed in the Y direction, or at an angle to the Y axis. A slice of its magnetic

distribution profile is taken along the direction of travel of a satellite. We then simulate the

propagation of RF signals from the satellite, through the sheet, and to a ground receiver.

The satellite is at a height of 300 km for our simulations.

This produces a reference synthesized data of phase delays obtained with a selected set

of parameters. A separate, DE-based search algorithm is then used to attempt to determine

the parameters of the current profile by adjusting model parameters until the least square

fit between the phase delay obtained with trial parameters is close to the synthesized data.

As a test for the robustness of the direct search method, we perform a set of simulations

with noise added to the synthesized profile, and then attempt to re-construct the profile as

close as possible. The noise is added either by a random fluctuation of the electron density

Ne, or perturbations in the magnetic field.

In the first case, a satellite is simulated to pass perpendicular to a straight, infinite

current sheet of given width and thickness oriented along the Y axis. The receivers are

positioned parallel to the satellite trajectory. We refer to this case as a 1-D profile case. In

the second case, the current sheet is tilted at an angle to the Y axis, while still remaining in

the X-Y plane. A satellite is simulated to pass arbitrarily overhead in the X-Y plane. The

receivers are placed arbitrarily at ground level within a rectangular patch of 1000 km by 1000

km in the X-Y plane. We refer to this as a 1.5-dimensional (1.5-D) profile case. We then

do two additional sets of simulations with added noise, employing the 1.5-D configuration.

4.3.1 1-D Magnetic Perturbation Profile

The 1-D simulations performed use the ∆Bz profile generated from equations (4.11),

(4.15) and (4.13). We apply the magnetic perturbation profile to the ionosphere and use

the Appleton Hartree dispersion relation to synthesize the η profile over the width of the

current sheet. This duplicates what will be measured at a particular ground station as a

satellite passes over the current system. Figure 4.2 shows the resultant η profile which was

simulated using the following assumptions.
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Fig. 4.2: Figure denoting the ηAH profile due to the ∆B perturbation profile as shown in
figure 4.1. Here Y axis denotes the magnitude of ηAH , and the X axis denotes the distance
X in meters.

• The width of the electrojet spans a distance of 1000 Km in the ionosphere.

• Bambient = 10000nT .

• Ne = 1000m3 which is fixed throughout the ionospheric region.

At the receiver ground station, the measured information is the phase delay in the the

transmitted signals which can be used to derive the η with equation (4.2) and the frequency

f of the signals. The parameters to be solved for are electron density Ne, peak magnetic

field ∆Bmax, and the decay rate γ of the Gaussian profile in the expression for the magnetic

vector potential.

Table 4.1 shows a comparison between the reference values that were used to simulate

the infinitely long current sheet and the simulated values, which were determined using

the DE algorithm. The table shows that the determined values of electron density Ne and

maximum amplitude of the magnetic field, ∆Bmax have reproduced the reference values.

The decay rate γ shows less than 0.5% deviation. We concluded that the Appleton Hartree

equation can be used in conjunction with the DE algorithm to determine the ionospheric

properties.
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Table 4.1: Comparison of actual and determined values in 1-D simulations for an infinitely
long strip of current with finite width directly perpendicular to the path of a spacecraft.

Parameter Reference Values Determined Values

Ne 1000 m3 1000 m3

∆Bmax 600 nT 600 nT

γ 5× 10−5 4.9788× 10−5

4.3.2 1.5-D Magnetic Perturbation Profile

The 1.5-D system uses the same ∆Bz profile as in the 1-D system except, in this case

the ∆Bz profile is given an angular offset with respect to the Y-axis. We note that, since the

receivers are placed arbitrarily in a rectangular patch below the current sheet, the satellite

signals now pass through a 1.5-D region rather than a 1-D slice. Figures 4.3 and 4.4 show

the isometric view and top view of the profile and orientation of perturbed magnetic field.

The ∆Bz profile is defined by the equation (4.13).

This is a more realistic approach towards modeling the position, orientation, and the

strength of the magnetic field due to a typical electrojet current. In this case the parameters

to optimize are

• Max/Min A magnitude;

• Angular orientation, which is this case is defined as the slope of the zero crossing line

of the ∆Bz profile;

• The decay rate;

• Spatial offset: This defines the spatial location of the ∆Bz distribution in a span of

1000 × 1000 km;

• The number of receiver stations required;

• The electron density content Ne.

While synthesizing the data for η we assumed that
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• All the receiver stations irrespective of their number are situated in a spatial width

and length of 1000 × 1000 km;

• The trajectory of the satellite is known;

• The position of the receivers are known and fixed;

• Assumptions made in 1-D system experiments.

The trajectory of the satellite with respect to current jet affects the data collected at the

ground receiver stations. Figures 4.4 and 4.5 give examples of the typical best and the

worst case scenarios in satellite trajectories and ground receiver positioning. In figure 4.4,

the satellite trajectory covers all the features of the current system. In figure 4.5, the

satellite trajectory covers only one feature.

While synthesizing the data for ηah, the following configuration was used:

Fig. 4.3: The isometric view of ∆Bz perturbation profile. Here X and Y axis determine the
width and length of a slice of the infinitely long current sheet being observed. The figure
shows the max/min amplitude of ∆Bz to be ±200nT with a decay rate of 1× 10−5.
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Fig. 4.4: Typical best case scenarios for satellite trajectory and receiver orientation with
respect to the ∆B profile as seen in the background.

• Bambient = 10000nT ,

• Ne = 1000m−3,

• Decay rate = 1× 10−5,

• ∆Bmax = 200nT .

The angular offset of the ∆B profile is based on the concept of equation of a line in a

rectangular coordinate system. The profile is centered along the zero crossing line shown

as the black line in figure 4.4. The slope of this line decides the angular orientation and its

x and y axis offset decide its spatial offset in a span of 1000 × 1000 km.
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Fig. 4.5: Typical worst case scenarios for satellite trajectory and receiver orientation with
respect to the ∆B profile as seen in the background.

Referring to the equation (4.13) for ∆B profile, we have

B = −2γA0xe
−γx2 , (4.32)

where γ is the decay rate and A0 is the magnetic vector potential. Thus, the magnitude of

∆B is a function of γ, A0 and x. The amplitude expressed in Table 4.2 is the amplitude of

the magnetic vector potential A. The maximum amplitude for ∆B is obtained when

x = ±
√

1

2γ
. (4.33)

The DE algorithm is setup such that it optimizes for the five unknown parameters to

get a trial data on ηah for each receiver. This trial ηah data is matched to the original
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synthesized data. Figure 4.2 is example of synthesized ηah data. Given the benefit of

doubt to the nonlinearity of the problem, we examined that the exact matches of ηah data

after simulations were a result of one unique solution set of the five unknown parameters.

This was confirmed when using five ground receiver stations, where we obtained acceptable

results. Figure 4.6 shows the matching of DE simulated ηah data to the synthesized reference

data obtained while simulating the ∆B profile shown in figure 4.3.

Examining figure 4.6, we find that the variations in ηah across the area that the satellite

scans is very low (pertaining to changes in the 6th decimal place). This implies that for large

changes in the magnetic field in the plasma, there are very small changes in the angular

phase shifts of the signals measured at ground. This effect becomes more pronounced as

the frequency of the signal increases.

Table 4.2 shows the best simulation results for five receiver stations. The reference

values shown were used to configure the positioning and the distribution of the current

sheet. The determined values shown, are the results obtained using the DE algorithm.

The determined values of electron density Ne match to those of the reference values.

The maximum amplitude of magnetic vector potential Amax shows 3% deviation while the

decay rate shows 4.2% deviation. The spatial offset denoted as Y − offset shows 0.5%

deviation and the angular tilt of the current sheet denoted as slope shows 0.6% deviation.

Table 4.2: The 1.5-D simulation results for five receiver stations. The table shows a com-
parison between the reference values used to configure the current sheet and the determined
values using the DE algorithm.

Parameter Reference values Determined values

Ne 1000 per cm3 1000 per cm3

Amax 1× 105 nT m 9.7× 104 nT m

γ 5× 10−6 5.21× 10−6

Y - offset 500 Km 502.106 Km

slope −0.4949 −0.4982
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Fig. 4.6: Plots showing ηah simulated data as dotted blue and synthesized reference ηah
data in red. Due to the orientation of the trajectory of the satellite, the data for span of
800 km across the 1000 × 1000 km slice.

4.3.3 1.5-D System with Random Variations in Electron Density

In the above test cases, we assumed that the electron content remains constant through-

out the duration of time the satellite takes to pass over the current sheet. In practice, the

latitude, the longitude, time of the day, and solar conditions are factors that determine

the electron content in the ionosphere. The low latitude region (i.e ±30 from the magnetic

equator) accounts for one-third of the global electron content [30, 31]. The polar cap iono-

sphere region experiences prominent seasonal variations with 10 to 26 TEC units during

polar summer days (i.e., Nov., Dec., Jan., Feb.), and around 5 to 10 TEC units during the

polar winter days (i.e., May, June, July, Aug.). During solar geomagnetic storm conditions,

the electron content in the ionosphere can peak at around 40 TECU [32].

To account for diurnal variations in the electron content we simulate the ionospheric

model with a random change in electron density ne for each ray being transmitted from the

satellite. The maximum change in Ne is set to±10% of 1000 per cm3 (±10 TECU).

After adding random variations to the electron density, the number of parameters that

are to be determined remain unchanged compared to the case without any fluctuations in
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Fig. 4.7: The effect of 10 % fluctuations in Ne in ηah as green curves. Synthesized reference
ηah with Ne kept at a constant value of 1000 cm3 shown as blue curves. Due to the
orientation of the trajectory of the satellite, the data for span of 800 km across the 1000 ×
1000 km slice.

Ne. However, we find that with five receiving ground stations, we were not able obtain

the peak magnetic vector potential Amax as accurately as compared to the case without

any fluctuations in Ne. With six receiving ground stations, we obtained acceptable results

which suggested that adding noise is similar to adding another unknown parameter. The

tabulated results 4.3 show that by adding more receiving stations to the system, we make

the model robust to random fluctuations in Ne.

Table 4.3 shows the simulation results for five and six receiver stations. Here, the

reference values shown were used to configure the position and the distribution of the current

sheet. The determined values shown are the results obtained using the DE algorithm.

For five receiver stations, the determined values of electron density Ne match the

reference values. The maximum amplitude of magnetic vector potential Amax shows 22.2%

deviation while the decay rate shows 7.8% deviation. The spatial offset denoted as Y −

offset shows 0.7% deviation and the angular tilt of the current sheet denoted as slope

shows 4.7% deviation.
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Table 4.3: The 1.5-D simulation results for five receiver and six receiver stations with
random fluctuation in electron density Ne.

Parameter Reference values 5 RX 6 RX

Ne 1000 per cm3 ± 10% 1000 per cm3 1000 per cm3

∆Amax 1× 105 nT m 7.7813× 104 nT m 9.973× 104 nT m

Decay rate 5× 10−5 4.612× 10−5 5.018× 10−5

Y - offset 500 Km 496.52 Km 500.14 Km

slope −0.4949 −0.47141 −0.4951

For six receiver stations, the determined values of electron density Ne match the ref-

erence values. Amax shows 0.3% deviation while the decay rate shows 3.6% deviation.

Y − offset shows 0.03% deviation and slope shows 0.04% deviation. We conclude that six

receivers are necessary to determine the magnetic perturbation profile.

4.3.4 1.5-D System with Short Spatio-temporal Fluctuations in ∆Bz

Short time scale magnetic fluctuations 0.12 < T < 5s have been observed over the

polar region ionosphere [33]. These fluctuations are highly correlated to short time scale

Birkeland currents. The main driver of these fluctuations are solar disturbances. These

fluctuations in magnetic field range between 4nT < σ∆Bz < 14nT [34]. To evaluate the

effects of the fluctuations in magnetic field, we apply a ±5nT deviation to the assumed

magnetic profile.

We find that with five receiving ground stations, we were not able obtain the parameters

as accurately as compared to the case without any fluctuations in ∆Bz. Again, with six

receiving ground stations we obtained acceptable results which suggested that adding noise

is similar to adding another unknown parameter.

Table 4.4 shows the simulation results for five and six receiver stations. Here, the

reference values shown were used to configure the position and the distribution of the

current sheet.

For five receiver stations, the determined values of electron density Ne shows 1% de-

viation from the reference values. Amax shows 41.6% deviation while the decay rate shows
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Table 4.4: The 1.5-D simulation results for five receiver and six receiver stations with
random fluctuation in magnetic field ∆Bz.

Parameter Reference values 5 RX 6 RX

Ne 1000 per cm3 999 per cm3 1000 per cm3

Amax 1× 105 nT m 5.84× 104 nT m 9.997× 104 nT m

γ 5× 10−5 2.265× 10−5 5.003× 10−5

Y - offset 500 Km 644.19 Km 500.03 Km

slope −0.4949 −0.9391 −0.4949

54.7% deviation. Y − offset shows 28.8% deviation and slope shows 89.7% deviation.

For six receiver stations, the determined values of electron density Ne match the ref-

erence values. Amax shows 0.03% deviation while the decay rate shows 0.06% deviation.

Y − offset shows 0.06% deviation and the determined values of slope match the reference

values.
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Chapter 5

Conclusion

The work presented here is an efficient, simple yet robust means to calculate the mag-

netic perturbations due to current systems in the ionosphere. A direct search method is

employed to invert the Appleton Hartree equation and subsequently determine parameters

of the current system. The direct search was accomplished with a differential evolution

algorithm.

The ionosphere was simulated to be layer of thickness 100k m at a height of 100k m. The

magnetic perturbation profile was derived from a Gaussian magnetic vector potential. The

Appleton Hartree relation was used to synthesize phase delay data based on the frequency

of the signal, the ∆Bz profile, the electron density and the angle the ray makes with the

resultant B vector.

The objective of this work is to calculate the small time scale magnetic field perturba-

tion due to electrojets in the E and the lower F region. The results of the 1-D test cases

suggested that the Appleton Hartree dispersion relation can be used in conjunction with a

direct search algorithm to determine ionospheric properties. With the 1.5-D test case we

aimed at estimating a current distribution when the trajectory of the satellite was arbitrary

with respect to the position of the receivers. With five receiver stations on the grid, the

simulated ∆Bz profile was estimated with maximum deviation of 5% in the determined

parameters with respect to the reference parameters. Additionally, we studied the effect of

adding noise to the measurements on the ability of the inverse simulation to robustly find

the unknown parameters. Our future work will be to develop the RF receivers that can

measure the phase delays in the received amateur band transmissions accurately.
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