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Fig. 11. Electric �eld energy for fully explicit (θ = 0), fully implicit (θ = 1), and θ = 0.5 calculations
showing improved energy conservation in the second order, θ = 0.5 case.
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species s at constant pressure to that at constant volume. This is determined by the number of

degrees of freedom as γs = f+2
f , where f is the number of degrees of freedom, thus γs = 5/3 for

f = 3. With these four equations, one can substitute the �rst, third, and last into the second and

pull out the remaining common factor ne1 to get

ne1 [−ω2 + k2γeC
2
e + ω2

pe] = 0 . (178)

Solving for the frequency of this electron plasma wave and using ωpeλDe = Ce, where the Debye

length is de�ned as λDe =
√

ε0κT0
ne0e2

gives the following dispersion relation

ω2 = ω2
pe(1 + γeλ

2
Dek

2) . (179)

If the temperature is very low, the Debye length is small and the frequency follows the plasma

frequency. In contrast, if the temperature gets very large the phase velocity follows the thermal

velocity as

ω

k
'
√
γeκTe
me

. (180)

To demonstrate the results of this test, Table 2 shows the comparison of the analytical values to

that of the numerical results. The results are also presented as a graph of ω versus k. When the

wave number approaches one over the Debye length, k ≈ 1/λDe, the frequency follows the thermal

velocity relationship shown above. This is shown in Fig. 12 where the numerical results curve away

from the line
√

γeκTe
me

toward the plasma frequency in the limit of no temperature/pressure e�ects.

4.5. Grid re�nement

In doing �nite element analysis, the representation of the solution may be re�ned using di�erent

methods: h-type, p-type, or a combination of both. The h-type re�nement is a grid re�nement that

reduces the size of the grid cells, whereas the p-type increases the order of the polynomials in the

underlying representation. In general p-type re�nement leads to faster convergence. In addition, we

have observed with our code, using p-type re�nement does not slow the computation time down as

much as h-type. For the simple case of an acoustic wave perturbation, Fig. 13 shows the acoustic

mode dispersion relation is well represented by several di�erent grid sizes and polynomial degrees.

Tables 3 and 4 show convergence to analytical results. Table 3 shows results for h-type grid

re�nement with bi-linear FE basis functions. Table 4 shows results for p-type re�nement. Note how

the p-type re�nement converges much more quickly. Both h- and p-type grid re�nements had a time
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Table 2. Comparison of analytical and numerical results of pressure e�ects on acoustic mode fre-
quency with percent error.

Wave number Analytical ωp Numerical ωp Percent Error

1× 10−15 8.9802070460× 1010 8.9801813151× 1010 2.87× 10−4 %

1× 10−14 8.9830897681× 1010 8.9830506077× 1010 4.36× 10−4 %

1× 10−13 9.0118630377× 1010 9.0116938990× 1010 1.88× 10−3 %

1× 10−12 9.2936636163× 1010 9.2933064182× 1010 3.84× 10−3 %

5× 10−12 1.04589519956× 1011 1.04540235871× 1011 4.71× 10−2 %

1× 10−11 1.17542737544× 1011 1.17452929814× 1011 7.64× 10−2 %

5× 10−11 1.91924242523× 1011 1.91677522857× 1011 0.129 %

1× 10−10 2.56140956818× 1011 2.55785544032× 1011 0.139 %

1× 10−9 7.63859498610× 1011 7.62747886967× 1011 0.146 %

1× 10−8 2.40056589067× 1012 2.397017110946× 1012 0.148 %

1× 10−7 7.586475544878× 1012 7.575053140397× 1012 0.151 %

1× 10−6 2.398902993387× 1013 2.395457926161× 1013 0.144 %

1× 10−4 2.398886358593× 1014 2.395406466287× 1014 0.145 %

1× 10−2 2.398886192245× 1015 2.395338979054× 1015 0.149 %

1 2.398886190582× 1016 2.395338977393× 1016 0.148 %

Table 3. Convergence to the analytical solution by re�ning the grid size, namely, h-type re�nement.

Grid size 8× 8 16× 16 24× 24 32× 32

Poly Deg 1 1 1 1

Solution 2.55602× 1011 2.56111× 1011 2.5613636× 1011 2.561399× 1011

Error 1.996× 10−1 1.199× 10−2 1.1999× 10−3 2.307× 10−4

step that is 0.001 % of the analytic frequency, so it would be resolved in time, as well as in space.

For comparison, this case has an analytic frequency of 2.56141483772× 1011 with θ = 0.5 centering

for added accuracy.

4.6. Electromagnetic wave test

As another test, we set number density very low in order to initialize electromagnetic waves

propagating through free space. As expected, the observed speed of the counter propagating electric

and magnetic �elds making up the standing waves is found to be the speed of light. The results of
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Fig. 12. Graphical representation of Table 2. Note the slope of this line is
√

γeκTe
me

, which is

proportional to the thermal speed. For high wave numbers, the numerical data scales as
√
Te, as

expected.

Table 4. Convergence to the analytical solution by re�ning the polynomial degree, namely, p-type
re�nement.

Grid size 8× 8 8× 8 8× 8 8× 8

Poly Deg 1 2 3 4

Solution 2.55602× 1011 2.5612196× 1011 2.56141483× 1011 2.5614148379× 1011

Error 1.996× 10−1 7.99× 10−3 7.068× 10−8 9.047× 10−9

adjusting the wave number and monitoring the change in the frequency are shown in Fig. 14. The

slope of the ω versus k curve is the speed of light, ω/k = c.

4.7. Whistler waves

In Chapter 2 we derived the dispersion relationship for the whistler mode. Reproducing this

dispersion relationship is a good test of the code's ability to reproduce both high- and low-frequency
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Fig. 13. A blown up portion of the acoustic mode dispersion relation to highlight the e�ect of
temperature on plasma frequency. Note all of the various FE representations match the analytical
value remarkably well.

e�ects in the two species model. Recall the dispersion relations for the L and R waves

ω2 − k2c2 =
ω2
peω

ω − ωce
, L wave (181)

ω2 − k2c2 =
ω2
peω

ω + ωce
. R wave (182)

A particular region of the dispersion relation for the R wave is commonly known as the Whistler

mode. A convenient way of viewing these dispersion relations is by de�ning the index of refraction

as n = kc
ω . Making this substitution and considering electrons, the index of refraction is found to be

n2 = 1−
ω2
pe

ω(ω − |ωce|)
. (183)

Note, the frequency exhibits a cuto� value where n = 0:

ωcutoff =
|ωce|

2
+

√(ωce
2

)2

+ ω2
pe . (184)
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Fig. 14. Angular frequency, ω, verses wave number, k, for light waves. With numerical results
(diamonds) plotted over the analytical dispersion curve (line). Note the slope of the line is the speed
of light, ω/k = c.

In the region below this cuto� frequency, the index of refraction is found to be negative. This

indicates the wave cannot propagate and becomes evanescent. Above the cuto� frequency, the wave

behaves like it is in free space and the index of refraction tends to one. Finally, as the frequency

drops below the electron cyclotron frequency, it leaves the evanescent region and becomes what is

commonly known as a Whistler mode. The frequency dips down to 1 and then rises to the Alfvén

index of refraction given by

n2
A = 1 +

∑
s

ω2
ps

ω2
cs

. (185)

To initialize the whistler mode, the electric �eld is perturbed in a right-handed sense with respect

to the background magnetic �eld, such that Ex = Eocos(kzt) and Ey = Eosin(kzt), with z being the

direction of propagation. As was mentioned, low frequencies yield a result that the index of refraction

approaches the Alfvén limit. This only happens when the plasma is electrically neutral and at low

frequencies, i.e., when the plasma species oscillate in an MHD fashion. To insure this behavior, the

perturbation of the plasma using the electric �eld needs to be balanced with the magnetic �eld,
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B1 = k×E1/ω. Thus By = k/ωEocos(kzt) and Bx = −k/ωEosin(kzt). This produces the desired

results, which are demonstrated in Fig. 15. Fig. 16 shows a close up near the electron cyclotron

resonance, ω = ωce. Notice the result of the wave frequency, ω, at the electron cyclotron frequency,

as well as the evanescent region from ωce < ω < ωcuttoff , and �nally as the frequency increases, the

refractive index tends to one.

4.8. MHD waves more general

As noted, the whistler wave is only one of a many waves that can be found in a plasma. The

theory section described other MHD-type waves: transverse, fast, and slow magnetosonic. Instead

of �nding the exact initialization of each of these waves, which requires knowing the solution to the

coupled partial di�erential equations before it is computed, a Fourier analysis is used to �nd the

dispersion curves of each of these types of waves. How we accomplish this is the subject of the next

section.

First, we note the analytical relationships for these waves. In the limit of low temperatures,

the fast magnetosonic mode corresponds to the whistler mode or the R mode noted in the previous

Fig. 15. The index of refraction versus the oscillation frequency, n2, vs. ω. Due to the range in
frequencies, it does not show details near ω = ωce. Note the code (squares) accurately reproduces
the dispersion relation over six decades of frequency.
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Fig. 16. The whistler mode shows a close-up view of the evanescent region, ωce < ω < ωcutoff ,
the electron cyclotron resonance, ω = ωce, and the free space electromagnetic propagation behavior,
ω � ωcutoff .

section and the transverse wave corresponds to the L mode. These waves are based upon the

relationship between the Alfvén velocity and the speed of sound:

VA =
B0√

µ0n0m0
, (186)

VS =
√
γT0

m0
, (187)

where B0, T0, and n0 are the background magnetic �eld strength, temperature, and number density,

respectively. Also µ0 is the permeability of free space and m0 is the average species mass. Finally,

γ is the index that is tied to the number of degrees of freedom. In the case of an adiabatic pressure

response, γ = 5/3.

Depending on the orientation of the wave vector, k, and the background magnetic �eld, B0, the

di�erent MHD waves have phase velocities VA, VS ,
√
V 2
A + V 2

S , or 0.
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4.9. Fourier analysis

The previous sections have shown speci�c waves can be excited by specifying initial conditions

consistent with the individual modes. In another approach, a large number of modes with di�erent

frequencies can be generated simultaneously in a single simulation. This is done by initializing a

spatially localized perturbation, and then performing a Fourier analysis to determine the di�erent

frequencies and wave numbers that arise. These are associated with the various plasma modes we

have discussed to this point. The perturbation was chosen as a spatially localized Gaussian function

in the ion and electron velocity. Fig. 17 shows the progression of the perturbation through the

plasma. Note the periodic boundary conditions. Fig. 18 shows the same wave proceeding through
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Fig. 17. The initiation and the progression of a sharp Gaussian function, which initializes many
di�erent plasma waves evolving in time. The timeline of these graphs goes from left to right, top to
bottom.
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Fig. 18. The same Gaussian function perturbation as in Fig. 17 in a three-dimensional representa-
tion. The wave is initialized on the left side of the graph and it proceeds to the right. For ease of
viewing, this wave shows fewer time steps than the previous set of �gures.

the plasma as a 3D graph. In both �gures one is able to see the initial perturbation excites a number

of di�erent waves with varying frequencies. The longer the wave is allowed to oscillate, the more

apparent the many di�erent modes present in the system become.

A two-dimensional Fourier analysis of these waves and their associated frequencies and wave

numbers shows various dispersion relationships in the plasma. Fig. 19 shows the Fourier spectrum

with high power in the red regions and low power in the blue. Overlaying Fig. 19 are the an-

alytic results of di�erent dispersion relations. The di�erent modes shown here correspond to the

magnetosonic, acoustic, Alfvén, and whistler waves. Each wave is listed, in the caption for Fig. 20.

4.10. Waves in periodic cylinder geometry

Each of the previous tests was done in slab geometry, with one direction modeled by a Fourier

series, and the other two directions having periodic boundary conditions. Agreement with analytic

dispersion relations was excellent, and this provides con�dence in the model to be used for stability

calculations later on.
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Fig. 19. Contours of the Fourier spectrum from a spatially localized perturbation, which then
evolved into a suite of normal mode oscillations. Various dispersion relationships are represented
simultaneously.

Fig. 20. The Fourier spectrum with analytical dispersion relation results overlaying the numerical
contours, which indicate normal modes excited in the plasma. The plasma frequency is shown as the
white dashed horizontal line. The dotted black line is the R-mode or the fast magnetosonic mode,
the dashed black line is the L-mode or the acoustic mode, the solid black line is the transverse Alfvén
mode, and the dot-dash line is the whistler mode.
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The next step was to test plasma wave behavior in a cylindrical domain. As mentioned before,

two di�erent methods were used: a rectangular grid with an azimuthal Fourier expansion and a

circular grid with an axial Fourier expansion. These grids were shown in Figs. 4 and 5.

To make these di�erent methods comparable, similar perturbations were needed. A simple axially

propagating acoustic wave was initialized for each of these geometries (see Figs. 21 and 22).

Speci�cally, the ion and electron velocities were perturbed in a compressional manner, and all

other quantities evolved from homogeneous initial conditions. The left of Fig. 21 shows the pertur-

bation using a rectangular grid in the R, Z plane. Bessel functions were used to initialize the radial

dependence of the �ow perturbations. This allowed a compressional acoustic wave to be generated in

the center of the column, which satis�ed homogeneous boundary conditions at the plasma boundary.

Fig. 21 also shows the same perturbation on the right, using a circular logical grid in the R, Z plane

with the Fourier expansion in φ. Bessel functions were used to create the radial dependence of the

perturbation. Fig. 22 shows the comparrison of these two cylindrical perturbations along with a

rectangular slab geometry. Finally, Table 5 shows the results for the three geometries compared to

the analytical solution.

Table 5. Comparison of analytical and numerical results of acoustic mode dispersion relations
between the three di�erent geometries we tested. The �rst frequency is the analytic solution. The
next case is a rectangular slab geometry, followed by the cylindrical cases. The fourth column is the
case using a rectangular logical grid with the Fourier expansion in the azimuthal direction. Finally,
the last column is with a circular grid and the Fourier expansion in the axial direction.

Wave number Analytical ωp Rectangular ωp Azimuthal ωp Axial ωp

1× 10−9 8.98620× 1010 8.98018× 1010 8.98018× 1010 8.97981× 1010

1× 10−8 8.98309× 1010 8.98307× 1010 8.98307× 1010 8.98270× 1010

1× 10−7 9.01186× 1010 9.01185× 1010 9.01185× 1010 9.01154× 1010

1× 10−6 9.29471× 1010 9.29601× 1010 9.29601× 1010 9.29521× 1010

1× 10−5 1.17548× 1011 1.16803× 1011 1.16803× 1011 1.17457× 1011

1× 10−4 2.56141× 1011 2.56160× 1011 2.56910× 1011 2.56141× 1011

1× 10−2 2.40057× 1012 2.40931× 1012 2.43901× 1012 2.40057× 1012



53

Fig. 21. The graph on the left shows the initial perturbation of the electron velocity in the Z direction.
It is a case with rectangular, logical grid and azimuthal Fourier representation (geometry of Fig. 4).
Note, because of the J0(R) Bessel function used for the radial dependence, the perturbation vanishes
at the plasma boundary. The graph on the right shows the same initial perturbation of the electron
velocity in the Φ direction for a case with circular logical grid. This also constitutes a cylindrical
case, but the Fourier expansion is in the periodic, axial direction Φ.

Fig. 22. The initial perturbations for all three cases, this time in a 3-D format for rectangular linear,
rectangular toroidal, and circular linear geometry.
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CHAPTER 5

LINEAR STABILITY TESTS

5.1. Resistive tearing modes in cylindrical geometry

In the paper done by Holmes et al. [16], the stability of resistive tearing modes using the full

MHD and reduced MHD models were compared. To test our code against the results of that paper,

we set up a similar con�guration with the two species model by adding a resistivity term. It appears

in the momentum equations and involves the di�erence of the electron and ion �ows. For the case

considered in this study, the momentum moment of the collision operator is de�ned speci�cally for

species s colliding with species t as

msnsνst(ut − us) . (188)

Using the de�nition of conductivity,

σ⊥ =
1
η

=
neoe

2

νeime
, (189)

the collisional friction term becomes

ηneoe
2ne(ut − us) , (190)

where σ⊥ is the perpendicular conductivity, η is the resistivity, and νei is the electron-ion collision

frequency. We insert these terms into the momentum equations de�ned previously, remembering

to divide through by nsms, as has been done for every term in these equations. Ultimately, this

resistivity takes the individual forms of

ηneoe
2

me
(ui − ue) , and (191)

− ηneoe
2

mi

ne
ni

(ui − ue) , (192)

for the electron and ion �ow equations, respectively. With these terms added into the velocity

advances, our algorithm can represent resistive MHD type plasmas, with the additional two species

physics e�ects.

Before moving on to the implementation of the collisional friction terms, we need to dedimension-

alize them. In the NIMROD, code resistivity is de�ned as: η = µoCelecd, where Celecd is an electrical
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di�usivity with units of m2/s. Noting c2 = 1/µoεo and writing resistivity as η = Celecd/c
2εo, we

write the nondimensional electron and ion frictional collision terms as

ro
c

(
ωpe
c

)2Celecdneo(vi − ve) , and (193)

ro
c

(
ωpe
c

)2Celecdneo
ne
ni

(vi − ve) . (194)

In the Holmes [16] paper, the equilibrium is set by using the MHD force balance, ∇p = J×B.

In addition, all quantities are cylindrically symmetric. The equilibrium was calculated by specifying

the safety factor pro�le (which describes the pitch of the magnetic �eld) as q(r) = q0[1 + ( rro )2λ]1/λ.

This also speci�es the pressure pro�le as βopeq(r) = 2ε2
´ 1

r
dr′ 1q

d
dr′

r′2

q . With these and the toroidal

magnetic �eld set to one, Bζeq (r) = 1, all the information needed to calculate the equilibrium �elds

is given. Also important to list is the current density, Jζ(r) = 1
r
d
dr (rBθeq ), where ζ is the toroidal

direction and Bθeq is the azimuthal component of the magnetic �eld. We also note the requirement

that Bθeq (r) = εLr/q with q as the safety factor and εL as the inverse aspect ratio. Fig. 23 shows

the azimuthal symmetry in the magnetic �eld in the azimuthal direction, the current density in both

the azimuthal and the axial direction, as well as the pressure are plotted.

To specify the MHD equilibrium, only two of three �elds, pressure, current, and magnetic �eld,

need to be speci�ed for force balance, and then the remaining term is computed. In a like manner,

the two �uid equilibrium study uses force balance to specify the pressures, �ows, and magnetic �eld.

In equilibrium we have

(E + ue ×B) +
∇pe
ene

= −me

e
νei(ue − ui) , (195)

for electrons, and

(E + ui ×B)− ∇pi
eni

= −mi

e
νie(ue − ui) = −me

e
νei(ue − ui) , (196)

for ions, where in the last equality, we have used νie = me
mi
νei, which is true for this case because the

equilibrium number densities are taken to be equal neo = nio = no. We can solve for the speci�c

components of the �ow velocities by considering the components of the momentum equation that

are parallel and perpendicular to the magnetic �eld. In this way the cross product in these equations

can be simpli�ed.
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Fig. 23. The magnetic �eld in the azimuthal direction, the current density in the azimuthal, and
axial directions, and pressure. This is shown here to compare against our codes two �uid equilibrium
values.

Considering the parallel parts of the �ow, we write

E‖ = −me

e
νei(ue‖ − ui‖) , (197)

where ∇‖ps = 0 arises from rapid equilibration of pressure along the magnetic �eld. This equality

de�nes the parallel part of the electric �eld once the �ows are speci�ed. To do this, we use the

de�nition of the current density to relate the equilibrium �ows to the speci�ed current density for

the Holmes equilibrium as follows:

J‖ = eno(ui‖ − ue‖) . (198)

As this is underspeci�ed, we use the relationship given by conservation of momentum to solve for

the two �ows, namely, meue‖ = miui‖ . This gives the two equations for the parallel �ow velocities

as

ue‖ =
1

eno[(memi )− 1]
J‖ , and (199)
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ui‖ = (
me

mi
)ue‖ . (200)

The parallel electron and ion �ows are shown in Fig. 24, as well as the ion pressure and electric �eld

in the axial direction. Note, the pressure was divided evenly between the ion and electron species,

and is set to be the same for both ions and electrons.

To solve for the perpendicular �ow velocities we add and subtract the equilibrium momentum

equations. In doing this, it is helpful to de�ne four terms, p+ = ∇pe
ene

+ ∇pi
eni

, p− = ∇pe
ene
− ∇pi

eni
,

u+ = ue + ui, and u− = ue − ui giving

p− + (2E + u+ ×B) = −2
meνei
e

u− , (201)

p+ + (u− ×B) = 0 . (202)
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Fig. 24. Equilibrium electric �eld in the axial direction, the axial components of the ion and electron
�ows, and the ion pressure, which equals the electron pressure.
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Now cross the magnetic �eld with both of these equations to solve for the components of �ow

perpendicular to the magnetic �eld.

B× p− + 2(B×E) +B2u+⊥ = −2
meνei
e

B× u− , (203)

B× p+ +B2u−⊥ = 0 . (204)

From Eq. (204), a direct solution for u−⊥ can be found by dividing through by the magnetic �eld

magnitude, namely,

u−⊥ =
1
B2

(B× p+) . (205)

Rearranging Eq. (202) yields, B × u− = p+, which can be substituted into the right side of Eq.

(203) giving

B× p− + 2(B×E) +B2u+⊥ = −2
meνei
e

p+ . (206)

Solving for u+⊥ yields

u+⊥ = − 1
B2

B× p− −
2
B2

(B×E)− 2
meνei
eB2

p+ . (207)

Finally, based on our previous de�nitions, we have the following solution for the perpendicular

parts of the ion and electron �ow velocities,

ue⊥ =
1
2

(u+⊥ + u−⊥) , (208)

ui⊥ =
1
2

(u+⊥ − u−⊥) . (209)

These have been speci�ed and loaded in as the initial conditions in the two �uid study. The per-

pendicular (azimuthal) �ows, as well as the azimuthal component of the magnetic and the electric

�elds are shown in Fig. 25.

Lastly before the full conversion from the Holmes MHD to the current two �uid study, we mention

we have added a viscosity term for numerical smoothing of velocity �uctuations. While this term

may be derived as part of the small kinematic viscosity in such plasmas, here the coe�cient is

exaggerated and the term is used to eliminate the small, quick oscillations that arise in a two species

study. This allows the slower oscillations inherent in the MHD approximation to arise in the plasma
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Fig. 25. The azimuthal magnetic �eld is the same as the MHD case; also, note the azimuthal electric
�eld is shown here. Also the current density has been split into ion and electron �ows, shown here
for the azimuthal directions. Note the azimuthal symmetry is still the same as the MHD case.

even when faster oscillations are present. The form we use is

Cvisc∇2us (210)

for both ions and electrons. In the �nite element approach with C0 basis functions, an integration

by parts is needed after multiplication by the test functions:

ˆ
Ω

dV α · Cvisc∇2us = −
ˆ

Ω

dx Cvisc∇α · ∇us +
ˆ
s

dS Cviscα · ∇us , (211)

where the last surface integral goes to zero given our boundary conditions. The term that survives
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is a vector dotted into a rank two tensor as follows

[
x̂ ∂
∂xα+ ŷ ∂

∂yα+ ẑ ∂
∂zα

]
·


x̂ ∂
∂xuxx̂ ŷ ∂

∂yuxx̂ ẑ ∂
∂zuxx̂

x̂ ∂
∂xuy ŷ ŷ ∂

∂yuy ŷ ẑ ∂
∂zuy ŷ

x̂ ∂
∂xuz ẑ ŷ ∂

∂yuz ẑ ẑ ∂
∂zuz ẑ

 . (212)

To dedimensionalize this term, remember that nsms has been divided through and note Cvisc has

units of m2/s such that

ro
c2

c

r2
o

Cvisc∇2us =
1
cro

Cvisc∇2us . (213)

The ratio of the coe�cient for this viscosity and the conductivity term de�ne the Prandtl number:

P = Celecd
Cvisc

. We mention this term is speci�ed in the Holmes paper and is a good term to provide

guidance for numerical dissipation in our resistive tearing mode simulation.

We have also added a di�usion term to the continuity equation, namely,

Dvisc∇2ns , (214)

to smooth out small scale �uctuations in density. Again, while the term does not belong in the

fundamental equations, we use it to provide numerical stability. It is important to test that the

physical results are not tied to the values for Dvisc and Cvisc.

To make this term dimensionless, we proceed in a similar fashion to the viscosity term, noting

the division by cn0/r0, which yields

ro
cno

no
r2
o

Dvisc∇2ns =
1
cro

Dvisc∇2ns . (215)

Having converted the initial conditions for the Holmes MHD case, which were derived by force

balance, into the corresponding two �uid initializations, it is good to readdress the idea of force

balance. This is done by not initializing perturbations and advancing the equations given our

cylindrical, two �uid equilibrium. This would require the use of a rather small grid size to properly

resolve each of the forces and accurately demonstrate force balance. Currently, this has only been

explored on a small personal laptop that was unable to run the algorithm for a long enough time

to adequately address this issue of having force balance. What was observed is the forces were

balanced very well in the azimuthal and axial directions, but the radial direction appeared to have

some evolution, indicating complete force balance was not obtained. This leads us to inquire about
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the ion and electron �ows perpendicular to the background magnetic �eld.

To test this concept of force balance, the original algorithm needed to be modi�ed so as to run

in a nonlinear fashion (for more information, see Appendix A). As such a separate subroutine was

made to address nonlinearities and produce a matrix preconditioning step for our Newton Krylov

method. The NIMROD code has a routine to perform this in an iterative manner for the MHD

equations it uses. This same principle was followed in the two species algorithm. A preconditioning

matrix is produced in such a way the solution vector can be converged upon more e�ciently. The

concept of this GMRES operation follows the same principles as outlined in Iterative Methods for

Sparse Linear Systems [29].

As we look further at studying the stability of the two �uid Holmes case, we note some special

considerations. Because the electrons and ions are allowed to advance separately, the electrons tend

to require a smaller time step to adequately re�ne their motion. In this manner, the rapid oscillations

of the electrons are resolved. This motion does not limit the overall characteristics of the plasma,

but simply requires a long run for the two �uid code. In the Homes MHD case, a time step of

∆t = 1 × 10−7s was adequate, while in the two �uid case, a time step of ∆t = 1 × 10−19s was

needed. In the MHD case, the code needed to run on the order of 103 time steps to reach 100 µs,

and a converged growth rate. If the same �nal time was needed for the two �uid case, we would need

to evolve on the order of 1015 time steps. This was an inconceivably large amount of computational

time.

As a �rst attempt to compare these results, we ran the Homes MHD case at a similarly small

time step and compared its results to the two �uid model. It is not clear the recombination of the ion

and electron �ows is able to recover the current density predicted by MHD. More time and thought

are needed to further verify this case. However, while running the two species model for an extended

time, on the order of days, it appeared the growth rate was converging to a �xed value. This is a

good beginning for future study and investigation.

5.2. Minimum energy equilibrium

Having considered an initial study of the stability of the Holmes equilibrium, we move on to the

study of stability for the minimum energy state described by Edwards and Held [19]. This study

focused on the minimization of a con�ned two species collisionless plasma. The steady-state �uid

equations that describe this stationary plasma are the equations of state, momentum equations,

Poisson's and Ampère's Laws, and continuity equations as follows
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ps = Csn
γ
s , (216)

nsmsus · ∇us = qsns(E + us ×B)−∇ps , (217)

∇ ·E =
∑
s

qsns
ε0

, (218)

∇×B = µ0

∑
s

qsnsus , (219)

∇ · nsus = 0 . (220)

In addition, the plasma was assumed to be symmetric in two directions (azimuthal and axial),

but varying in the third (radial). Because of this, the above equations are under determined, thus

opening an avenue for minimizing energy. To do this the total energy of the system is considered

U =
ˆ
dV[

εo
2
E2 +

1
2µ0

B2 +
∑
s

(
nsms

2
u2
s +

1
γ − 1

ps)] , (221)

and then is varied with the additional constraints of ∇ ·B = 0 and ∇×E = 0 with the equation of

state ps = Csn
γ
s used to eliminate ps. This yields a set of partial di�erential equations that become

ordinary di�erential equations, assuming symmetry in two directions, with the resultant ordinary

di�erential equations solved numerically. Fig. 26 shows the pro�les of the number densities and the

electric �eld for one of the cylindrically symmetric, minimum energy equilibria discussed in Ref. [19].

Note, this equilibrium is balanced for both species. For the electrons, the electric and magnetic �elds

balance out the pressure through the Lorentz force. The e�ect of the magnetic �eld is negligible for

the ions and it is the electric �eld only that balances out the pressure.

Here, we are interested in the stability of these minimum energy, equilibrium solutions. Equilib-

rium data �les from Dr. Edwards' code were read into NIMROD and an interpolation scheme was

used to take data from one grid to the others. Fourth-order interpolation was used. Figs. 27 and

28 show the pro�les provided by Dr. Edwards for a case similar to that shown in Fig. 26.

As was considered in the Holmes case, an initial exploration of force balance was conducted.

Because the values of number density are so large, small interpolation errors in the ion and elec-

tron species can lead to large electric �elds. Consider, for example, the computation of the radial

component of the electric �eld in cylindrical geometry given by Poisson's equation,

∇ ·E =
∑
s

qsns
ε0

. (222)
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Fig. 26. The ion and electron number densities and electric �eld pro�les. The radial direction is
scaled by the electron skin depth, Le = c/ωpe.

Using the values from the data �les for number density and approximating the divergence of the

electric �eld in the radial direction using second order FD

Ek+1
r − Ek−1

r

2∆r
− Ekr
rk
− (qini + qene)

ε0
= E1 , (223)

the resultant error, E1, can be calculated. When this was done, signi�cant error was found in the

data that was initially read in. A subroutine was written that calculated this di�erence between the

divergence of the electric �eld and the sum of the charge densities. NIMROD results showed the

initial error from the provided data was relatively large, but as the two �uid equations advanced,

this error shrunk, but did not vanish completely. Initial di�erences may be due to the size of the grid

and the large number density terms. As seen in the Holmes' case, errors in the equilibrium pro�les

lead to additional waves and instabilities in the plasma. Further care in preparing the equations is

necessary before these important stability calculations may be carried out.

In an initial attempt to resolve some of the force balance issues, grid packing was used. The

forces at the region near the center of the plasma column balanced out very well. The greatest
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Fig. 27. The ion and electron number densities and electric �eld pro�les, as provided by Dr. Edwards.
The ion and electron number densities are shown with the axis to the left, and the electric �eld is
on the right.

separation of ions and electrons occur towards the edge of the plasma column. This creates a large

change in the computed electric �eld at the plasma column boundaries. As such, grid packing was

used to put more grid points where the largest changes take place. To some degree, this helped

to decrease the errors in the force balance, but it did not appear to make them all disappear. It

would be bene�cial to look at a separate set of data that could be tested and considered before

three-dimensional stability calculations are conducted.

Figs. 29 and 30 show the growth starts at the plasma boundary and moves into the center of the

plasma. Fig. 29 shows the perturbations in the radial electron velocity, which propagate from the

outer column toward the center. This causes similar perturbations in other �elds such as number

density and magnetic �eld. Fig. 30 shows the evolution of the axial electric �eld. Note, it starts

out at zero and the perturbation grows until it oscillates between two values as if an alternating

source on axis were moving particles back and forth. This initial observation leads us to believe the

forces at the very edge of the plasma are not balanced, and this imbalance is causing waves to move

through the plasma.

In a similar manner the initial data given for the force balance leads to a nonnegligible elec-
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Fig. 28. The ion and electron equilibrium velocity pro�les, as well as the equilibrium magnetic �eld
in the azimuthal direction, as provided by Dr. Edwards. The electron (dashed) and ion (solid)
velocities are shown with the axes to the left, and the magnetic �eld (dotted) on the right. It is
noted the velocities are similar to each other given a factor of the mass ratio. As well, the velocities
and magnetic �eld strengths balance out the force from the electric �eld and pressure terms.

tric �elds and ion and electron �ows in the axial direction. If we consider the axial (z subscript)

component of the momentum equation, we have

usz
∂

∂z
usz =

qs
ms

(
Ez + usφBr − usrBφ

)
− ∂

∂z
ps . (224)

From the initialization, ur and uφ are both zero, and there is no initial variation in the axial direction,

∂
∂z = 0, for any quantity in both species. This should, therefore, give Ez = 0, which is what we see

in the initial quantities. But at the next time step, Fig. 30 shows that Ez is evolving.

The two most likely sources for this imbalance in Eq. (224) are either change in the radial �ow

or axial electric �eld. We suggest these two sources because the symmetry in the axial direction

causes the gradient of pressure term and the convective derivative term to be zero. In addition there

is no radial magnetic �eld nor azimuthal �ows. Let us look �rst at the electric �eld advance which

we take from the displacement current in Ampère's Law. The steady state given by Ampère's Law
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Fig. 29. The progression of perturbations in the radial electron �ow that originate at the outside edge
of the plasma column, most likely from lack of balance of forces at the outer edge. The perturbation
moves to the inside and causes oscillations in its wake as the wave progresses.
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Fig. 30. The evolution of the electric �eld in the axial direction. It is initialized as zero; but, due
to edge e�ects of the plasma column and not having perfect force balance, an oscillation starts and
produces a wave that behaves in a whip fashion.
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is

∇×B = µ0

∑
s

qsnsus . (225)

Considering only the axial directions with our initial conditions gives

1
r

∂

∂r
(rBφ) = µ0e(niuiz − neuez ) . (226)

As was done before, we can calculate an error associated with this equation as

1
rk
rk+1Bk+1

φ − rk−1Bk−1
φ

2∆r
+
Bkφ
rk
− µ0e (niuiz − neuez ) = E2 . (227)

Errors in this equation will give rise to an electric �eld in the axial direction (Ez) after taking a

small time step. When we calculate E2 from the initial data arrays, we �nd it is much smaller and

nearly constant in value, unlike the errors inherent in Poisson's equation. Thus, we claim the forces

were adequately balanced in this axial direction.

It is conceivable this small di�erence will begin to cause some small growth in Ez, which could

add into Eq. (224) and drive axial �ow. But let us now look �rst at the velocity advance in the

radial direction,

∂

∂t
ur + ur

∂

∂r
ur + uz

∂

∂z
ur +

uφ
r

∂

∂φ
ur −

u2
φ

r
=

qs
ms

(Er + uzBφ − uφBz)−
∂

∂r
ps . (228)

Here, all the convective derivative terms will disappear, as well as the additional cylindrical coordi-

nate term (u2
φ/r) and part of the cross product term (uφBz). But, the Er, uzBφ and the ∂

∂rps terms

could give a contribution to the �ow velocity in the radial direction, if the remaining terms do not

balance in this manner:

Er = −uzBφ +
ms

qsns

∂

∂r
ps . (229)

If this imbalance is the cause, then the resulting di�erences will be added into the advance of the

radial velocities and in Eq. (224) the urBφterm will become �nite, giving rise to a nonnegligible

axial �ow.

Again we compute the force balance from Eq. (229) by considering both species pressures and

solving for the force balance di�erence as E3:

Ekr −
Bkφ
2
(
ukiz − u

k
ez

)
−
(
mi −me

2e

)(
pk+1
i − pk−1

i

2∆r nki
+
pk+1
e − pk−1

e

2∆r nke

)
= E3 . (230)
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This E3 then is directly proportional to the time advanced radial �ow velocities as shown in Eq.

(228). Fig. (31) shows this is exactly what we see as the initial conditions are allowed to advance in

time. Here we have taken the E3 values at each data point given as a function of radius, and compared

that to the radial component of the velocity advance we obtained by testing our force balance. Note,

although the values are di�erent, the behavior is the same suggesting this nonnegligible axial electric

�eld production is tied to this apparent inaccuracy in the force balance of Eq. (224).

This initial study of the minimum energy states for two �uid plasmas suggests before moving

on to three-dimensional stability calculations, it is necessary to address the initial imbalance. Only

Fig. 31. The results of Eq. (230) in a graphical form as the dotted line. It also shows the radial
velocity after the �rst time step as the dashed line. Although the scale is not the same the shape
of the curves is. The correspondence suggests errors in radial force balance from the initial data set
drives the evolution shown in Figs. 29 and 30.
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then does it make sense to perturb the equilibrium and do full stability calculations. As we have

looked at the many di�erent waves that persist in a two species plasma, it is necessary to discuss

and understand their sources. Our preliminary stability studies must satisfy force balance. If the

forces are not balanced, plasma waves are immediately generated and the initial state moves away

from the equilibrium we are testing.

As this work progresses, a next step would be to consider a di�erent minimum energy equation, a

di�erent z pinch or a screw pinch, or possibly the one shown in Fig. 26 where the number densities of

the ions smoothly go to zero at the edge of the plasma column. It is conceivable this would improve

the force balance at the very edge of the plasma making 3-D stability tests of these systems possible.

In conclusion, we have made a study of two species plasmas, evolving the number density, �ow ve-

locity, and temperature equations coupled to Maxwell's electric and magnetic �eld equations, making

special note of the inclusion of the displacement current. Analyzing and considering these coupled

equations led to the discussion of normal modes in cold and hot plasmas, as represented by dispersion

relations resulting from a linear analysis of the two �uid equations. In doing so, we addressed the

numerical theory in relation to the ideas of geometry, temporal and spatial discretization, lineariza-

tion of the �uid equations, and the NIMROD expansion using the �nite element approach. This

naturally led to the demonstration of numerical results generated by this algorithm in comparison

to analytical results and other published material. Speci�cally, we discussed the numerical results

of electrostatics, acoustic waves, temperature e�ects on acoustic waves, θ-centered time advances,

electromagnetic waves, whistler waves, MHD waves, and a Fourier analysis of many di�erent plasma

waves. A �nal consideration was given to stability calculations, focusing on the force balance of

the initial conditions in a resistive MHD mode and a static minimum energy plasma state. Initial

observations were stated, as well as guidance for future work to be considered.
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Nonlinear Time-Discretization Analysis

Before rewriting all of the equations, a simpli�cation of notation is used below by writing ∆A =

Ak+1 −Ak. The time-discretized equations are

∆E− θ∆t

[
c2 (∇×∆B)−

∑
s

es∆ns∆us
ε0

]
= ∆t

[
c2
(
∇×Bk

)
−
∑
s

esn
k
su

k
s

ε0

]
, (231)

∆B + θ∆t∇×∆E = −∆t∇×Ek , (232)

∆us + θ∆t
[
(∆us · ∇) ∆us +

∇(∆ps)
∆nsms

− es
ms

(∆E + ∆us ×∆B)
]

=

−∆t
[(

uks · ∇
)
uks −

∇pks
nksms

+
es
ms

(
Ek + uks ×Btk

)]
, (233)

∆ns + θ∆t∇ · (∆ns∆us) = −∆t∇ · nksuks , (234)

∆Ts + θ∆t
[
(∆us · ∇) ∆Ts +

2
3

∆Ts (∇ ·∆us)
]

= −∆t
[(

uks · ∇
)
T ks −

2
3
T ks
(
∇ · uks

)]
. (235)

There is a bit of di�culty in treating nonlinear terms that have two perturbed variables multiplying

each other, ∇ · (∆ns∆us) for instance. To demonstrate the speci�cs of these terms, we consider the

divergence term in the continuity equation. We start by separating it into implicit and explicit parts

θ
[
∇ ·
(
nk+1
s uk+1

s

)]
= −(1− θ)∇ ·

(
nksu

k
s

)
. (236)

Next, substituting in Ak+1 = ∆A+Ak for both the number density and �ow velocity gives

θ
[
∇ · (∆ns∆us) +∇ ·

(
∆nsuks

)
+∇ ·

(
nks∆u

)
+∇ ·

(
nksu

k
s

)]
= −(1− θ)∇ ·

(
nksu

k
s

)
. (237)

This leaves four terms on the left side. The last three are linear, having either the previous solution

to a �eld variable multiplied by a perturbed quantity, or the sum of two previous solutions. However,

the �rst term is higher order, speci�cally the product of two perturbed quantities, ∆ns and ∆us.

Taking only Newton-like steps (where vectors are evaluated using Taylor series expansions) keeping

only linear terms (where higher-order terms are ignored)[28], and canceling like terms gives

θ
[
∇ ·
(
∆nsuks

)
+∇ ·

(
nks∆u

)]
= −∇ ·

(
nksu

k
s

)
. (238)
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Before implementing this Newton-like step for the dual perturbed variables, we consider a term

with three variables, ∇nsTsns
. First, we use the product rule to simplify this down to a gradient of

single terms, ∇nsTsns
= ∇Ts+ Ts∇ns

ns
. Now looking only at the second part and writing this in implicit

and explicit parts gives

θ

(
T k+1
s ∇nk+1

s

nk+1
s

)
= −(1− θ)T

k
s ∇nks
nks

. (239)

Using Ak+1 = ∆A+Ak as before gives

θ

[(
∆Ts + T ks

)
∇
(
∆ns + nks

)
(∆ns + nks)

]
= −(1− θ)T

k
s ∇nks
nks

. (240)

Using a Taylor expansion for the denominator and factoring the numerator leads to

θ
1
nks

(
1− ∆ns

nks

)(
∆Ts∇∆ns + T ks ∇∆ns + ∆Ts∇nks + T ks ∇nks

)
= −(1− θ)T

k
s ∇nks
ntks

. (241)

Taking only Newton-like steps, thus getting rid of quadratic or triplet perturbed terms and canceling

like terms on both sides gives

θ

[
T ks ∇∆ns

nks
+

∆Ts∇nks
nks

−
(
T ks ∇nks

)
∆ns

(nks)2

]
= −T

k
s ∇nks
nks

. (242)

With these two substitutions and similar ones for the terms qsnsus, us · ∇us, us×B, Ts∇ ·us, and

us ·∇Ts a Newton-like advance of the full nonlinear equations in time that can handle fully implicit,

fully explicit, or anything in between is shown below:

∆E− θ∆t

[
c2 (∇×∆B)− ζc2∇∆φ−

∑
s

es
(
∆nsuks + nks∆us

)
ε0

]
=

∆t

[
c2
(
∇×Bk

)
− ζc2∇φk −

∑
s

esn
k
su

k
s

ε0

]
, (243)

∆B + θ∆t [(∇×∆E) + ξ∇∆ϕ] = −∆t
[(
∇×Ek

)
− ξ∇ϕk

]
, (244)



77

∆us + θ∆t[
(
uks · ∇

)
∆us + (∆us · ∇) uks

− es
ms

(
∆E + uks ×∆B + ∆us ×Bk

)
+
∇∆Ts
ms

+
T ks ∇∆ns
msnks

+
∆Ts∇nks
msnks

−
(
T ks ∇nks

)
vns

ms (nks)2 ] =

−∆t
[(

uks · ∇
)
uks −

∇T ks
ms

− T ks ∇nks
msnks

+
es
ms

(
Ek + uks ×Bk

)]
, (245)

∆ns + θ∆t
[
∇ ·
(
nks∆us + ∆nsuks

)]
= −∆t∇ · nksuks , (246)

∆Ts + θ∆t
[(

uks · ∇
)

∆Ts + (∆us · ∇)T ks +
2
3
T ks (∇ ·∆us) +

2
3

∆Ts
(
∇ · uks

)]
=

−∆t
[(

uks · ∇
)
T ks −

2
3
T ks
(
∇ · uks

)]
. (247)

In addition, the time-discretized form of the corrective potential for the hyperbolic versions of

Maxwell's equations is given as

∆φ+ θ∆t

[
ζ(∇ ·∆E)− ζ

∑
s

es∆ns
ε0

]
= −∆t

[
ζ(∇ ·Ek) + ζ

∑
s

esn
k
s

ε0

]
, (248)

∆ϕ+ θ∆tξc2∇ ·∆B = −∆tξc2∇ ·Bk . (249)
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