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Fig. 20. Map of space assignments (solid lines), neighbor identifi-
cations (dashed lines) and unassigned space (cross-hatched) resulting
from the application of Rule 3 to the DER2 data set using diameter as

a measure of size.
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Fig. 22. Map of space assignments (solid lines), neighbor identifi-
cations (dashed lines) and unassigned space (cross-hatched) resulting
from the application of Rule 3 to the DCER data set using diameter as
a measure of ‘size.
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size. Rule 6 omitted a large portion of each population which Rule 7
did not. Rule 8 produced a marginally better correlation of size and

total score than Rule 2 did (Table 3).
Artificial Population data

Four color 'species', previously examined by Goodall & West (1979)
from the 'Artificial Population Sampler' (Schultz, Gibbens & Debano
1961), were selected for analysis. The white population (PWHI)
consists of 128 individuals in a random pattern. The ivory population
(PIVO) consists of 87 individuals in a large scale aggregation
consisting of five randomly placed stands about 30 cm in diameter. The
yellow population (PYEL) consists of 145 individuals in clusters of one
to 16 concentrated toward one corner of the map space. The red
population (PRED) consists of 153 individuals in small scale aggrega-
tions of one to eight concentrated toward one corner of the map space.
Six size classes are represented, although Schultz, Gibbens & Debano
(1961) do not report how they determined which individuals would be
which size. The four populations were analyzed independently.

The four populations were analyzed using Rules 1 and 2. Rule 1
produced no correlations of size with assigned area, total score, or
maximum distance. Test statistics fdr the frequency distributions
agree that the white population is not significantly different from
random. The departures from random by the other populations (all
reported to be aggregated) are most strongly reflected in significant
deviations of the frequency distributions of distance (Table 3).

Rule 2 revealed the poor relationship between size and area,

score and distance for all of the populations except PWHI, the random
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population. However, the intercept of the regression line for size
versus distance of PWHI is so far negative that none of the individuals
wou]d-be affected by a parallel 1imit on maximum distance that passes
through the origin. That is, application of a bounded rule with the
suggested upper Timit would produce no unassigned space.

For the three aggregated artificial populations, Rule 3 could be
quite appropriate because a large amount of empty space may be
desirable. The ivory population, by definition, is contained within five
circles, each with an area of about 700 cm? out of the total map area
of 10,000 cm®. This suggests that about 6500 cm® or 26,000 units of
empty space should be expected from a suitable assignQent rule. The
ivory population was examined with three trials of Rule 3 using as
multipliers: 3.33, 5.00, and 6.67. The second multiplier (5.00)
yielded approximately the expected amount of empty space with fair
correlations of size with assigned area (»%=0.523) and with total score
(r?=0.768). The resulting map for the best multiplier is shown in
Fig. 24. It is clear from the map that the amount of space assigned to
most individuals is influenced largely by the boundary with unassigned

space, rather than any size dependent interaction between neighbors.
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Fig. 24. Map of space assignments (solid lines), neighbor identifi-:
cations (dashed 1ines) and unassigned space (cross-hatched) resulting
from the application of Rule 3 to the PIVO data set using diameter as
a measure of size.



52

DISCUSSION AND CONCLUSIONS

In an environment in which a 1imiting resource is uniformly
distributed, an individual may claim 'quanta' of that resource by
preempting parcels of space. In such a case, the size of the individual
is correlated with the amount of space preempted. The location of that
space relative to the point of establishment of the individual may also
influence ultimate size. This effect might be expected if the cost of
producing and maintaining structures to preempt or exploit space (roots,
stems, or leaves) were significant relative to the bénefits (resources)
to be extracted from that space as with annuals or herbaceous perennials
preempting aerial space. The cost of occupying space with perennial
(woody) structures is generally amortized over a sufficiently long term,
which may make the increased cost with distance insignificant.

As a result of examination of several plant populations believed
to be in that circumstance, several generalizations can be made about
models ('rules') for the preemption ('assignment') of space as a
function of size and distance. An individual will always be constrained
by some maximum distance at which it can search or preempt space for
a limiting resource. That maximum distance is typically a linear
function of some measure of size. For modelling purposes, if individuals
are located such that all available space is closer than the maximum
distance to some individual, then a model rule that simply decreases
with distance will be adequate for defining the boundaries of space

preemption. However, if there is a time Tag between release of space
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with an individual death and colonization of that space by a new indivi-
dual or invasion of that space by a neighbor, then a bounded model rule
is required for definition of boundaries shared with unassigned space.

Rule 3 (Fig. 2) consistently performed as well or better than the
other bounded rules based on the correlations of size with the areas,
total scores, and maximum distances generated by the rules on the
several real data sets examined. Rule 3 is the only one of the bounded
rules examined that is composed of a family of curves (hyperbolas) of
the same shape as an unbounded rule. Rules 4 and 5 produced the same
boﬁndaries but generated a poorer correlation between size and total
score, a measure of area weighted by distance. Ru1es‘6 and 7 produced
different boundaries and had different maximum scores for different
sizes. Rule 6 consistently omitted smaller individuals from the
population by failing to assign any space to them. Rule 7, quite
unexpectedly in view of its apparent similarity to Rule 6, performed
about as well as Rule 3, rarely omitting individuals in spite of the
variable maximum score it allowed. Rule 7 is a case of a more general
rule for which separate parameters define the point of intersection of
all sizes (at x=-Dmax, y=2.0 for Rule 7).

In spite of a hint of circularity in the method, examination of
artificial data sets shows that use of size to locate boundaries between
individuals does not insure that the space assigned to an individual
will be highly correlated with its size. This method extends the
pairwise examination of size to distance relationships used by many
workers to the identification and simultaneous consideration of all
interacting neighbors.

The analysis used could be made more efficient and robust by
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developing an algorithm tailored to a single partitioning rule and
generating boundaries with smooth functions (probably arcs of circles)
rather than by assigning increments of area from a grid. Some errors
are detectable in the maps of space assignments due to the inclusion
or exclusion of an individual based on contact at a single cell. Some
four-way intersections were noted (for which neither of the diagonal
pairs were counted as neighbors) that could be resolved into two
three-way interactions.

Analogous to the overlapping cell model of interference between
neighbors (Pielou 1960 and others), a measure of interference could be
deduced from the model presented here. The matrix of cell assignments
and scores can be visualized as a solid mosaic (Fig. 4) of blocks with
a horizontal shape of the space assigned each individual and a vertical
dimension defined by the score at each point in the assigned space.

The relative amount of interference between two neighbors would be
indicated by the area of the vertical surface of contact of the two
blocks (that is, the length of the boundary times the height of the
score surface above the boundary). This interpretation of the model
could presumably be tested by applying the model to a mapped population,
as before. Selected individuals could then be physically removed.
Neighbors of the removed individuals would subsequently be examined for
changes due to the decrease in competitive interference from the
removed neighbor. The change might be expressed by individual water
status or amount of new growth. If the model had placed the boundaries
appropriately, then the individual changes subsequently recorded would
be expected to be proportional to the relative contribution that the

removed individual had made to the total neighbor boundary length or
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boundary surface df each of its neighbors. Such an experiment could
look 1like the converse of the Fonteyn & Mahall (1981) experiment in
which they removed all possible neighbors of an individual and monitored
its subsequent water status compared to unaltered controls.

The model, as currently presented, assumes homogeneity of space
over the area mapped. That is, a unit of space has a score value based
only upon its distance from an individual, not on some measure of its
value as a container of a resource. For purposes of boundary location,
only fine grained homogeneity is required. So long as the substrate
does not change much within the space assigned to neighbors, correction
for that change will not move the boundary much. 'Therefore, the model
is expected to be robust in its boundary assignments in the face of
large scale or gradient changes in the substrate. Such heterogeneity
would affect the size versus area regressions because individuals of
the same size in different portions of the area would tend to have
different amounts of unassigned space. If a heterogeneous space could
be modeled by some gradient function or an application of regionalized
variable theory (David 1977), then a weighting factor for relative
value (or relative size) might be incorporable into the model, relaxing
the homogeneity requirement.

This model does not accommodate different size to area relation-
ships for each species of a multi species mix. An independent means of
selecting a size to distance conversion would need to be developed to
permit analysis of multispecies mixes for cases in which a common
conversion factor was considered inappropriate. It was hoped that the
desert shrub data sets examined (with two species included) did not

suffer too greatly from this effect. Plots were selected for their
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dominance by one species to minimize this effect. Although the
Atriplex and Ceratoides plots were in close proximity, comparison of
results is confounded by the very good possibility of local differences
in the substrate. Different species, or even different age classes of
the same species may get more space, with less interference by
exploiting different vertical strata, either above or below ground, in
their search for resources. In this dimension, it is not always
appropriate to model an assignment score as a decreasing function of
distance from the mapped point of origin, which would be at the surface.
This effect was minimized by omitting very small indjvidua1s that would
be assigned very little space in any case and examine only mature
members of the population (e.g., canopy members of lodgepole pine).

The modification presented here defines a network of neighbors that
no longer has the mathematical properties of a Simplicial graph. This
is because of the possibility of individuals having two, one, or no
neighbors due to curved boundaries or unassigned space. As a result,
the dispersion test presented by Vincent et aZ. (1976) cannot be applied
to the results of this modification. However, two real populations
could be examined by the model and compared with a goodness of fit
test for similarity in their neighbor/distance/angle frequency distribu-
tions.

In summary, a size sensitive modification of the Dirichlet tessella-
tion has been examined. The new model is useful for identifying
neighbors that may be interacting directly due to their proximity to
each other. Means of examining the suitability of a measure of
individual size were presented. A size dependent function for maximum

distance of space utilization can be generated. Various functions
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relating size to distance were examined with one (Rule 3) consistently
superior in tests with several diverse sets of real plant size and
location data.

An application for the simultaneous quantification of interference
of all neighbors was presented. An extension of the model was suggested

which relaxes the requirement of homogeneity of space.
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0001 PROGRAM SPACE

C- This program produces a partition of a rectangular map space
C- containing individuals of known size. Borders are produced
C- placing one individual in each cell according to the Rule
C- selected. This program is intended for exploration of the
C- properties of a variety of Rules and is not expected to be
C- efficient at applying any one Rule for production runs of
C- many data sets. The boundaries are approximated at boundaries
C- of cells of a fine grid rather than being the smooth functions
C- that the Rules would actually develop. This incremental approach
C- may cause minor errors in identification of 'minor' neighbors
C- that contact or miss at only one cell boundary; however, it
C- allows the examination of a variety of different Rules producing
C- different shaped boundaries.
Cc- This program developed on the USU VAX11/780 by R. Bayn
C- in partial fulfiliment of the requirements for the PhD.
C- in Biology Ecology.
0002 COMMON NHASH,H(2,0:32000)
0003 COMMON /PARAM/ ZB, IFUNC
C-
C- As currently dimensioned the following limits apply: *
C- maximum population size: 1000 individuals
C- maximum number of increments in y direction: 32000
C- maximum number of increments in x direction: unlimited
c- maximum number of neighbors per individual : 30
C- i
0004 DIMENSION X{(0:1000),Y(0:1000) ,N(0:1000) ,S1ZE(0:10CO),IR0OW(0:1000),
* $(2,0:32000),D(0:32000) ,FMT(10) ,NBR(0:30,0:1000)
0005 DIMENSION ANG(30),RANDI(0:13),RANCR{0:13),RANNB(0:13}
0006 INTEGER DI{0:40),CRCL(0:40) ,NAB{0:40),AREA,
* T(2,0:32000),7TT,17J1,1J2,01,02
0007 INTEGER TIND,TAREA,H ! hash storage array
0008 REAL JX,1Y
0009 LOGICAL*1 FLAG
0010 EQUIVALENCE (S,NBR) ! NBR IS FOR USE AFTER CELL ASMTS ARE COMPLETE
0011 EQUIVALENCE (DI,N),(CRCL,N(100)),(NAB,N(200)) ! DI,CRCL,NAB USED LATER
0012 CHARACTER*60 NAMEL ,NAME6 ,FUNCS(8)
0013 CHARACTER*80 LINE
0014 DATA RANDI/ .0209,.0827,.1809,.3059,.4439,.5800,.7016, ! Expected
* .8009,.8753,.9267,.9596,.9791,.9898,.9953/ ! distributions
0015 DATA RANCR/ .0163,.0637,.1380,.2328,.3408, .4540, .5652, ! for
* .6682,.7585,.8333,.8908,.9389,.9680,.9862/ ! Kolmogorov-
0016 DATA RANNB/ .0000,.0000,.0000,.0107,.1260,.3907,.6865, ! Smirnov test
* .8789,.9638,.9920,.9985,.9997,.9998,.9999/ !
0017 DATA FUNCS/
* 'SCORE=1.0/(DIST+1.0) <no size effect,SIZE=1.0> ',
* 'SCORE=SIZE/(DIST+SIZE)} <hyperbolic function of size> .
* 'SCORE=({Z+L)*SIZE/(SIZE+DIST))-Z <SCORE=0 when DIST=SIZE/Z> ',
* 'SCORE=1-(DIST/(SIZE)) <flat slope, max=1.0> ',
* 'SCORE=1-(DIST/(SIZE)})**2 <convex up; max=1.0> '
* 'SCORE=SIZE-DIST <flat slope, max=f(SIZE)> ',
* 'SCORE=2*(1-(DIST+Z) /(SIZE+Z)) <diff.flat s]opes,max=f(SIZE)'}
* )

*SCORE=EXP (- ((DIST/(SIZE))**2)/2,0) <normal curve>



0018
0019
0020
0021
0022
0023
0024
0025
0026
0027
0028
0029
0030
0031
0032
0033
0034
0035
0036
0037
0038
0039
0040
0041
0042
0043
004+
0045
0046
0047
0048
0049
0050
0051
0052
0053
0054
0055
0056
0057
0058
0059

0060

C-
C-
C-
C-
C-
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******mDULEA******

Scan the data file, describe its extent, suggest parameters,
accept Rule selection and parameters, print sample of SCOREs
over expected range of SIZEs and DISTances.

CALL CPUTIME(TIMEL)
INQUIRE(FILE="INPDATA' ,EXIST=FLAG)
IF(FLAG) THEN ,
OPEN(1,STATUS="'0LD' ,FILE="INPDATA')
INQUIRE(1 ,NAME=NAMEL)
ELSE
TYPE 10 ! PROMPT FOR FILENAME
READ(5,20) NAME1
OPEN(1,STATUS="'0LD' ,FILE=NAMEL)
END IF
READ(1,20) LINE
REWIND 1
TYPE 30, NAMEL,LINE ! PROMPT
READ (5,40) FMWT
OPEN(6,STATUS="NEW' ,FILE="'SPACEOUT")
INQUIRE {6 ,NAME=NAME6 )
WRITE(6,50) NAMEl ,FMT,NAME6
READ(1,FMT) XIN,YIN,SIN
XMIN=XIN
YMIN=YIN
SMIN=SIN
SMAX=SIN
M=1
READ(1,FMT,I0STAT=10S) XIN,YIN,SIN
DO WHILE (10S.EQ.O0)
SSUM=SSUM+SIN*SIN ! accumulate sum of squares of sizes
IF(YMAX.LT.YIN) THEN
YMAX=YIN
ELSE IF(YMIN.GT.YIN) THEN
YMIN=YIN
ELSE
END IF
IF(SMAX.LT.SIN) THEN
SMAX=SIN
ELSE IF(SMIN.GT.SIN) THEN
SMIN=SIN
ELSE
END IF
M=M+1
READ(1,FMT,IOSTAT=10S) XIN,YIN,SIN
END DO
XMAX=XIN ! since the input file is ordered by x

REWIND 1



0061
0062
0063
0064
0065
0066
0067
0068
0069
0070
0071
0072
0073
0074
0075
0076
0077

0078.

0079
0080

0081
0082
0083
0084
0085
0086
0087
0088
0089
0090
0091
0092
0093
0094
0095
0096
0097
0098
0099
0100
0101
0102
0103
0104

0105
0106
0107

0108

0109

0110
0111
o112

0113
0114

0115
0116

TOTAR=( XMAX-XMIN}*({YMAX-YMIN)
XINC=SQRT(TOTAR/M)/10.0 ! recommended increment size
YINC=XINC
ZA=SQRT(TUTAR/(0.785398*SSUM}) ! recommended size:area conversion
TYPE 32, M,XMIN,XMAX,YMIN,YMAX,SMIN,SMAX,XINC,ZA
15 TYPE 60 ! request input parameters
READ (5,*) XMIN, XMAX,XINC,YMIN, YMAX,YINC ,DMAX, INTRVL,ZA,ZB,IFUNC
IF(IFUNC.LE.2) ZB=0.0
IF(ZA.EQ.0) ZA=1.0 ! don't change all sizes to zero
IF(IFUNC.EQ.0) THEN
TYPE 62, (1,FUNCS(I),1=1,8)
GOTO 15
END IF
IF(IFUNC.GE.3 .AND.IFUNC.LE.7 .AND. DMAX.EQ.0.0) DMAX=SMAX*ZA
IF( IFUNC.EQ.3 .AND. ZB.EQ.0) ZB=1.0
IF(IFUNC.EQ.7 .AND. ZB.EQ.0) ZB=DMAX
NHASH=M*32*MIN(1.0, ( XMAX-XMIN)*( YMAX-YMIN)/TOTAR) ! scale down by portion used
YDELTA=( YMAX-YMIN)}/YINC + 1
XDELTA=(XMAX-XMIN)/XINC + 1
WRITE(6,33) IFIX(XDELTA),XINC,XMIN,XMAX,IFIX(YDELTA),YINC,
* YMIN,YMAX,DMAX,INTRVL,ZA,ZB,NHASH
OPEN(2,STATUS="NEW' ,CARRIAGECONTROL="'LIST',FILE="CELLASMTS")
OPEN(3,STATUS="NEW' CARRIA&ECONTROL 'LIST! FILE"REGDATA )
OPEN{4,STATUS="NEW' ,CARRIAGECONTROL='LIST',FILE="NABRPAIRS')
75 CONTINUE
IF(SMAX.LT.(SMAX~-SMIN)*1.2) THEN
SMIN=IFIX(SMAX/10.0+1.0)
SMAX=SMIN*11.0
END IF
SDELTA=( SMAX-SMIN) /10.0000001
WRITE(6,130) FUNCS(IFUNC),ZB,{SI,SI=SMIN,SMAX,SDELTA)
SMAX=SMAX*ZA
SMIN=SMIN*ZA
SDELTA=(SMAX-SMIN) /10.0000001

i
{
!
! write a
!
1
]
!
1l
IF(SMAX.GT.SMIN .AND. IFUNC.GT.1) THEN ! scores
!
|
!
!
|
!
!
[
!

! table of
! sample

WRITE(6,140) ! for the
1=0 ! expected
80 J=0 ! range of
DO 70 SI=SMIN,SMAX,SDELTA ! sizes and
J=Jd+1 ! distances
70 X(J )=SCORE(0.0,0.0,SI,FLOAT(1)},0.0 ,
WRITE(6,150) I, (IFIX(lOOO 0*X(K)),K=1,J
I+(1+I/5)
IF(I.LT.DMAX) GOTO 80
END IF

ST)

10 FORMAT(' ENTER FILENAME.EXT FOR MAP DATA')
20 FORMAT(A)
30 FORMAT(' ENTER FORMAT OF MAP DATA IN ',A/
* FIRST LINE IS_ ',A)
32 FORMAT(X, 16 * INDIVIDUALS WERE FOUND BETWEEN X=' F ' AND ‘' ,F/
7X, AND Y=', F ' AND ' F/
* 7X, ! WITH SIZES RANGING FROM ' F ' T0 ' LF/
* x, ! RECOMMENDED INCREMENT : ',F/
* 7%, ' RECOMMENDED AREA:SIZE FACTOR : ',F)
33 FORMAT('. MAPPED AREA:'/
* 6X,'X:',16,' UNITS,',F," INCREMENT FROM ‘,F,' TO ',F/
* 6X,'Y:',16,' UNITS,',F,"' INCREMENT FROM ',F,' 70 ',F/
* 6X,'THE MAX DISTANCE OF INFLUENCE IS:',F/
* 6X,'# OF INCREMENTS IN A SORTING INTERVAL IS:',1/
* 6X,'SIZE:AREA FACTOR IS: ',F/
* 6X,'CONSTANT FUNCTION COEFFICIENT 1S: ',F/
* 6X,'SIZE OF NEIGHBOR HASHING ARRAY IS:°,I)
40 FORMAT(10A4)
50 FORMAT(' FILE: ',A," FORMAT:',10A4/' OUTPUT: ',A)
60 FORMAT
*(' ENTER XMIN MAX INC,YMIN MAX INC,DMAX, INTRV ZA,ZB,FUNC(1>6)'/)
62 FORMAT(' AVATLABLE FUNCTIONS ARE: /8(16 ¢ A/))
130 FORMAT('OSCORE. FUNC. VALUES FOR VARIOUS SIZES AND DISTANCES'/
* XA, Z=' F8.3/

* 35x,'- - - INDIVIDUAL SIZE - - ='/
* ' DIST. ',11F6.1)
140 FORMAT(7X,11("' -=~--- ')

150 FORMAT(15.2X.1116)



C- * % k % k x MJDULE B * * * * * *

C- Make the cell assigmments column by column {i.e. all increments
C- of y for each increment of x). Store the cell assignments in
C- file CELLASMTS and neighbor contacts in file NABRPAIRS.
81}; : 85 DIgX=(DMAX*2.0)+(INTRVL*XINC)+XMIN ! check adequacy of dmax
1 M=
0119 CALL CPUTIME(TIMEZ2)
0120 90 READ(1,FMT,END=100) XIN,YIN,SIN ! Read entries {x,y,size)
0121 M=M+1 ! until an entry with
0122 X{M)=XIN ! an x-coordinate
0123 Y(M)=YIN ! greater than
0124 N{M)=M ! DIJX is encountered
0125 SIZE(M)=SIN*ZA !
0126 IF(XIN.LT.DIJX) GOTO 90 !
0127 100 CONTINUE !
0128 NIND=M i NIND= #ind in x,y,size list
0129 CALL SORTY (X,Y,N,SIZE,NIND) ! sort the NIND entries by y value
0130 JX=XMIN
0131 TYPE *, ' PROCESSING X=',JX,' WITH',NIND,' INDIVIDUALS'
0132 IND=1
0133 DMX=0.0
0134 Jl=1
0135 Jz=1 F
C- Begin processing the current column JX
0136 160 KMIN=1
0137 KX=KX+1
0138 IY=YMIN-YINC
0139 DO I=1,YDELTA ! find winners for each cell {1 to YDELTA)
0140 IY=IY+YINC !
0141 S$(J1,1)=0 !
0142 T(J1,1)=0 !
0143 C=SCORE(X{IND),Y(IND),SIZE(IND),JX,1Y,DIST} !
0144 IF(C.GT.0) THEN !
0145 S{J1,1)=C !
0146 DIS=DIST !
0147 T(J1,I)=N{IND} !
0148 END IF !
0149 DO K=KMIN,NIND ! this includes the range IY+/- DMAX
0150 IF(Y(K).GT.IY+DMAX) GOTO 200 ! don't search any farther !
0151 IF(Y(K).GE.IY-DMAX) THEN : !
0152 C=SCORE (X (K),Y{K),SIZE{(K),JX,1Y,DIST) !
0153 IF(C.GT.S{J1,1)) THEN !
0154 S(J1,1)=C !
0155 T{J1,I)=N(K} !
0156 DIS=DIST !
0157 IND = K !
0158 END IF !
0159 ELSE !
0160 KMIN=K+1 !
0161 END IF !
0162 END DO !
0163 200 CONTINUE !
0164 D(1)=DIS ! save winning distance !
0165 IF(DIS.GT.DMX) THEN ! need to increase DMAX ?
0166 DMX=DIS !
0167 IF (DMX.GE .DMAX) THEN !
0168 DMAX=DMX*1.1 !
0169 TYPE *, 'DMAX INCREASED TO ' ,DMAX !
0170 END IF !
0171 END IF !
0172 END DO ! I=1,YDELTA !
0173 WRITE(2,410) ! id#,x,y,score,dist

* ((T(J1,1),dX, ({1-1)*YINC)+YMIN,S(J1,1),0(1)),1=1,YDELTA)



0174
0175
0176
o177
0178
0179
0180
0181
0182
0183
0184
0185
0186
0187

0188
0189
0190

0191
0192
0193

0194
0195
0196
0197
0198
0199
0200
0201
0202
0203
0204
0205
0206
0207
0208
0209
0210
0211
0212
0213
0214
0215
0216
0217
0218
0219
0220
0221
0222
0223
0224
0225
0226
0227
0228
0229
0230
0231
0232
0233

C-

C-
C-

C-
C-
C-
C-
C-

225

270
280

290

300
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--- now look for neighbor boundaries:

01=T(J1,1)
02=01
DO K=1,YDELTA
T31=T(J1,K)
TJ2=T(J2,K)
IF(TJ1.NE.O1) THEN
CALL HASH(TJ1,01) ! neighbors in same col
IF(TJ1.NE.TJ2) CALL HASH(TJ1,TJ2) ! neighbors in same row
ELSE IF(TJ2.NE.02) THEN
IF(TJ2.NE.TJ1) CALL HASH(TJ1,TJ2) ! neighbors in same row
END IF
02=TJ2
01=TJ1
END DO

SWITCH J1 & J2 TO ACCUMULATE NEXT ROW OF WINNERS WHILE SAVING
THE PREVIOUS ROW FOR NEIGHBUR COMPARISONS NEXT TIME

J2=J1

Jl=J1+1

IF{J1.GT.2) J1=1 ! SWITCH J1 AND J2

JX=gX+XINC

IF(JX.GT.XMAX) GOTO 310 ! goto MODULE C >>>>>>>>>>>>>>>
IF(KX.LT.INTRVL) GOTO 160 ‘

AFTER DOING 'INTRVL' ROWS OF CELL ASSIGNMENTS, ITS TIME TO
REVISE THE LIST OF INDIVIDUALS TO CONSIDER. DELETE THOSE TO
LEFT THAT ARE NO LONGER WINNING CELLS AND ADD THOSE TO THE

RIGHT UP TO DMAX+NINTRVL AWAY. THEN SORT THE REVISED LIST

BY Y-COORDINATE.

KX=0
0T=0
NROW=0
DIJX=DMAX+{ INTRVL*XINC)+JX ! max x-coord to include
DO K=1,YDELTA ! make a list in IROW(*) of all
IF(T(J2,K).NE.OT) THEN ! winners found in the current
0T=T(J2,K) ! column so that individuals
NROW=NROW+1 ! to the left that didn't win
IROW(NROW)=0T ! any space this time can be
1
]

END IF | deleted from the search
END DO ! 1ist.

K=1

CONTINUE

IF(X(K).GE.JX) GOTO 270
DO KK=1,NRUW
IF(N(K).EQ.IROW(XK)) GOTO 270
END DO
DO KK=K,NIND-1
X(KK)=X{KK+1)
Y(KK)=Y(KK+1)
N(KK)=N(KK+1)
SIZE(KK)=SIZE(KK+1)
ciiD DO
NIND=NIND-1
K=K-1
K=K+1
IF(K.LE.NIND) GOTO 225
READ(1,FMT,ERR=310,END=290) XIN,YIN,SIN
NIND=NIND+1

scan the search list,
deleting inuividuals
to the left of the
current column (JX)
that didn't win

any space this time
and move the remaining
individuals up in the
list.

e b= b g tem Smm st g ga g e gae

add new individuals
to the end of the

!
!
M=M+1 ! Tist until one is
X{NIND)=XIN ! found to the right
Y(NIND)=YIN ! of x=DIJX
N(NIND)=M !
SIZE(NIND)=SIN*ZA !
IF(XIN.LT.DIJX) GOTO 280 !
CONTINUE
TYPE *, ' PROCESSING X=',JX,' WITH',NIND,' INDIVIDUALS'
CALL SORTY(X,Y,N,SIZE,NIND) ! sort the new entries by y-coord
GOTO 160
FORMAT(216)



0234
0235
0236
0237
0238
0239
0240
0241
0242
0243
0244
0245
0246
0247
0248
0249
0250
0251
0252
0253
0254

0255
0256
0257
0258
0259
0260
0261
0262
0263
0264
0265
0266
0267
0268
0269
0270

0271
0272
0273
0274
0275
0276
0277

0278
0279

******mDULEC******

310 CONTINUE

CALL CPUTIME(TIME3)

TYPE *,' ELAPSED TIME CELL ASMTS:',TIME3-TIME2
WRITE(6,*) ' ELAPSED TIME CELL ASMTS:',TIME3-TIMEZ

REWIND 2 ! cell ass1gnments
REWIND 4 ! neighbor pairs
TYPE *,' END OF CELL ASSIGNMENTS, SUMMARY BEGINS'
DO -0 M !
IRON(I)=0 ! zero some
SIZE(1)=0 ! storage
X(1)=0 ! for reuse
D(I)=0 !
Y(1)=0 !
N(I)=0 !
END DO
M=0 ! FIND MAX INDIVIDUAL # IN FOLLOWING LOOP

330 READ(Z2,410,END=340) TT,XX,YY,SS,DD ! id#,x,y,score,dist
!

IF(TT.GT.M) M=TT
IF(TT.EQ.0) THEN !
N(O)=N(0)+1 !
ELSE IF(XX.LE.XMIN.OR.XX.GT.XMAX-XINC .OR.
YY.LE.YMIN.OR.YY.GT.YMAX- YINC) THEN
N(TT)=-1000000000 ! flag a boundary individual
ELSE
N(TT)=N(TT)+1
X(TT)=X{TT)+XxX
Y{TT)=Y(TT)+YY
SIZE(TT)=SIZE(TT}4SS
IF(DD.GT.D(TT)) D(TT)=0D
END IF
GOTO 330

accumulate area,
x-coord,

y-coord,

total score

and max distance for
each individual

340 WRITE(6,430) ! HDG

350 READ{4,300,END=360) IH1,IH2

360

IF(IROW(1H1).LT.30) THEN
IROW( IH1 }=IROW(IHL)+1
NBR(IROW(IH1)},IH1)=1IH2

ELSE up to 30 neighbors
IF{IH1.NE.Q)TYPE *, of each individual

IH1," HAS OVER 30 NEIGHBORS' i in NBR{*,*)

accumulate ID#s of

—t— e g t—

END IF

IF{IROW(IH2) .LT.30) THEN
IROW(IH2)=IROW(IH2)+1
NBR(IROW(IH2),IH2)=1H1

ELSE
TYPE *, IH2,' HAS OVER 30 NEIGHBORS'

END IF

GOTO 350

CONTINUE ! now IROW(*) has # of neighbors
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*

390

410
430
*

440
460
470

*

480
*
490

*
*

REWIND 1 ! raw datafile: x,y,size
IF(N(O).NE.O) WRITE(6,460) N(O)

D0 I=1,M
READ{1,FMT,END=390) XIN,YIN,SIN !

NN=N(1} ! NN = # of cells assigned

IF(NN.LE.O) THEN !
NN=-99 ! flag boundary !
XX=-99.0 ! individual !
YY=-99.0 ! with 99's !
ECCEN=-99.0 ! for all !
D(1) =-99.0 ! incomplete !
SIZE(1)=-99.0 ! parameters !

ELSE !
XX=X (1) /NN ! for each individual
YY=Y(I)/NN ! accumulate some
SIN2=SIN*SIN Isize squared ! statistics
SX =SX +SIN2 | and write a summary
SXX=SXX+SIN2*SIN2 ! line to file
SYARE =SYARE +NN ! REGDATA
SYYARE=SY YARE+NN*NN !
SXYARE=SXYARE+SIN2*NN !
SYCOM =SYCOM +SIZE(I) !
SYYCOM=SYYCOM+SIZE(I1)*SIZE(I)} !
SXYCOM=SXYCOM+SIN2*SIZE([) 1
NSAMP=NSAMP+1 !
XE=XX-XIN ! eccentricity ! ‘
YE=YY-YIN ! coordinates !
ECCEN=SQRT{XE*XE+YE*YE) !

END IF !

WRITE(3,440) I,XIN,YIN,SIN,NN,XX,YY,ECCEN,SIZE(1),IROW(I),D(I),
(NBR(J,1),d=1,IROW(I))
END DO
CONTINUE
EXX=SXX={ SX*SX/NSAMP ) !
IF(EXX.GT.0.0) THEN !
EXYARE=SXYARE-{SX  *SYARE/NSAMP) !
EYYARE=SYYARE-(SYARE*SYARE /NSAMP } !
EXYCOM=SXYCOM-{SX  *SYCOM/NSAMP) !
EYYCOM=SYYCOM- (SYCOM*SYCOM/NSAMP ) ! calculate and
BARE=EXYARE/EXX ! report regressions
BCOM=EXYCOM/EXX ! of total score
RARE=BARE*EXYARE/EYYARE ! and total area
RCOM=BCOM*EXYCOM/EYYCOM ! against size squared
AARL=(SYARE/NSAMP )~-BARE*{SX /NSAMP) |
ACOM= (SYCOM/NSAMP ) -BCOM* ( SX /NSAMP) !}
TYPE 470, RCOM,BCOM,ACOM, RARE,BARE,AARE
WRITE(6,470) RCOM,BCUM,ACOM, RARE,BARE,AARE
WRITE(6,480) SX,SXX,SXYCOM,SYYCOM,SYCOM,
SXYARE,SYYARE ,SYARE ,NSAMP
END IF ! EXX.GT.0.0
WRITE{6,490) NSAMP,IFIX(SYARE),DMX
TYPE 490, NSAMP,IFIX{SYARE),DMX
CALL CPUTIME(TIMES)
TYPE *,' ELAPSED CPU TIME FOR SUMMARY:',TIME4-TIME3
WRITE(6,*) ' ELAPSED CPU TIME FOR SUMMARY:' TIME4-TIME3
FURMAT(14,4A4) ! id#,x,y,score,dist
FORMAT(/' IND# X-COORD-Y SIZE AREA X-CENTER-Y',
‘  ECCEN. SCORE. NAB MAXDIST')
FORMAT(14,3F8.2,18,4F8.2,14,F8.2/12X,3014)
FORMAT(3X,'0',24X,18) ! unassigned area (ind# 0)
FORMAT(' SCORE: RSQ=',F6.3,‘ SCORE=',F,'*SIZE**2+' ,F/
' AREA : RSQ=',F6.3, AREA=',F,' *SIZE**2+' F)
FORMAT(10X,'SX",9X, 'SXX',9X, SXY"',9X, 'SYY', 10X, 'Sy’ 11X, 'N"/
5F12.2/24X,3F12.2,112)
FORMAT(/16,' INDIVIDUALS ENTIRELY WITHIN BOUNDARY PREEMPTED',
110,; UNITS OF SPACE'/' MAX DIST OF INFLUENCE FOUND WAS',
F8.2
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0340
0341
0342
0343
0344
0345
0346
0347
0348
0349
0350
0351

0352
0353
0354
0355
0356
0357
0358
0359
0360
0361
0362
0363
0364
0365
0366
0367
0368
0369
0370
0371
0372
0373
0374
0375
0376
0377
0378
0379
0380
0381
0382
0383
0384
0385
0386
0387
0388
0389
0390
0391
0392
0393
0394
0395
0396
0397

******MODULED******

500 CONTINUE
CALL CPUTIME(TIMES)
REWIND 3 ! contains all the plant coords,sizes and neighbor i.d.s

DO 1=0,40
DI(1)=0
CRCL(1)=0
NAB(I)=0
END DO
505 CONTINUE
M=M+1
READ( 3,510 ,END=507 )

X{(M),Y{M),SIZE(M) ,NBR{O,M) ,(NBR(J,M) ,d=1 ,NBR(O,M))

GOTO 505

! subtract the read when EOF occurred

DCELL=2.5*%SQRT{3.141592654*M/( XINC*YINC*SYARE )}
DO I=1,M ! find dist and angles for each plant
IF(SIZE(1).NE.-99.0) THEN ! omit plants at boundary

XI=X(1)
YI=Y(I)
NN=NBR(U,1)} ! # of neighbors recorded
NNB=0 ! number of 'real' neighbors (not #0)
DO J=1,NN i
NJ=NBR(J,I) ! ID# of J-th neighbor
IF(NJ.NE.O) THEN
NNB=NNB+1
XJ =X (N3)
YJ=Y(NJ)
XD=XI-XJ
YD=YI-YJ
DIST=SQRT{XD*XD+YD*YD)
ANGLE=ASIN(YD/DIST) ! radians
IF(XJ.LT.XI) ANGLE=3.141592654-ANGLE
IF(ANGLE.LT.0.0) ANGLE=ANGLE+6,2831853
ANG(NNB)=ANGLE ! angle to NNB-th real neighbor
1D=DIST*DCELL ! convert distance to freq class
1IF(1D.GT.40) ID=40
DI(ID)=DI(ID)+1

END IF !NJ.NE.O

END DO

NTOT=NTOT+NNB

DO K=1,NNB-1 ! now sort angles in ANG(*)
DO J=1,NNB-K !

IF(ANG(J).GT.ANG(J+1)) THEN!
TEMP=ANG(J ) !

ANG(J }=ANG(J+1) !
ANG(J+1)=TEMP !

END IF !
END DO !
END DO !

DO K=1,NNB-1
IA=(ANG(K+1)-ANG(K))*6.3662
CRCL(IA)=CRCL({IA)+1
END DO

1A=(6.2831853-ANG{NNB)+ANG(1))*6.3662

CRCL(IA)=CRCL(IA)+1

NAB(NNB)=NAB(NNB)+1

calculate angles
between successive
real neighbors and
increment the
frequency class in
CRCL(*)

END IF ! SIZE(1).NE.-99
END DO ! I=1,M for each plant



0398 WRITE(6,520) ! heading for freq distributions
0399 00 1=0,13

0400 NRITE(S 530) !
* I*DCELL (I1+1)*DCELL,DI(I),1*9,(1+1)*9, CRCL(I) 1,NAB(I)
0401 CuMDI= CUMDI+DI(I)
0402 CUMCR=CUMCR+CRCL(I) ! accumulate
0403 CUMNB=CUMNB+NAB( ) ! totals for the
0404 DMAXDI =MAX ( DMAXD1,ABS{CUMDI /NTOT -RANDI(I))) ! Kolmogorov-
0405 DMAXCR=MAX (DMAXCR, ABS{ CUMCR/NTOT -RANCR(I})) ! Smirnov test
0406 DMAXNB=MAX ( DMAXNB , ABS { CUMNB /NSAMP-RANNB(1))) ! over 1=0,13
0407 END DO !
0408 D0 1=14,40
0409 WRITE(6,530)
* I*DCELL, (I+1)*DCELL,DI(I),1*9,{I+1)*3,CRCL(I),I,NAB(I)
0410 END DO
0411 WRITE{6,550) DMAXDI,NTOT,DMAXCR,NTOT,DMAXNB ,NSAMP
0412 TYPE 550, DMAXDI ,NTOT,OMAXCR,NTOT ,DMAXNB ,NSAMP
0413 CALL CFUTIME(TIMESG)
0414 TYPE *,' ELAPSED CPU TIME FOR FREQ DIST:',TIME6-TIMES
0415 WRITE(6,*) ' ELAPSED CPU TIME FOR FREQ DIST:',TIME6-TIMES
0416 TYPE *,' TOTAL CPU TIME FOR RUN:',TIME6-TIMEL
0417 WRITE{6,*) ' TOTAL CPU TIME FOR RUN:',TIME6-TIMEl
0418 STOP
0419 510 FORMAT(4X,2F8.2,40X,F8.7,14/12X,3014) ! REREAD FILE3
0420 520 FORMAT( 'OFREQUENCY DISTRIBUTIONS:'/ i
* ' ======2=D]STANCES======= s===sANGLES===== NEIGHBORS' /
* ! INTERVAL COUNT INTERVAL  COUNT # COUNT')
0421 530 FORMAT(X,F7.2,' -',F7.2,17.0,5%,13,"' - ',13.3,17.0,5X,12,17.0)
0422 540 FORMAT(14,2F6.1,(T20,10F6.1))
0423 550 FORMAT(' KOLMOGOROV-SHMIRNOV TEST STATISTICS COMPARING THE 3'/
* ' FREQUENCY DISTRIBUTIONS TO THE RANDOM DISTRIBUTIONS:'/
* ' DISTANCE D=',F6.4," N=',14/
* ' ANGLE D=',F6.4," N=',14/
* ' # NEIGHBORS D=',F6.4,' N='.14)

0424 END



0001
0002
0003
0004
0005
0006
0007
0008
0009
0010
0011
0012
0013
0014
0015
0016
0017
0018
0019
0020
0021
0022
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0002
0003

0004
0005
0006
0007
0008
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0011
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0014
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0016
0017
0018
0019
0020
0021
0022
0023
0024
0025
0026

10
20

40
50
60
70
80

C-
C-

10
20
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FUNCTION SCORE(X,Y,SIZE,XI,YJ,DIST)
COMMON /PARAM/ Z,1
DIST2=( (X-XI}*(X-XI) + (Y-YJ)*(Y-YJ)) ! calculate distance and

DIST=SQRT(DIST2) ! branch to appropriate
GoTO0 (10,20,30,40,50,60,70,80),1 ! rule

SCORE = 1.0/(DIST+1.0) ! no size effect

RETURN -

SCORE = SIZE / (DIST + SIZE) ! hyperb. sect. always pos.
RETURN

SCORE = ((Z+1.0)*SIZE/(SIZE+DIST))-Z ! y=0 at DIST=SIZE/Z
RETURN

SCORE = 1.0 -(DIST/(SIZE)) ! flat slope; max=1

RETURN

SCORE = 1.0 -(DIST/(SIZE))**2 ! convex up; max=1

RETURN

SCORE = SIZE - DIST ! flat slope; max=f(SIZE)
RETURN

SCORE = 2.0*(1.0-((DIST+Z}/(S1ZE+Z))) ! different slopes & intercepts
RETURN

SCORE=EXP (- ((DIST/(SIZE))*2)/2.0} ! normal curve

RETURN

END

SUBROUTINE SORTY (X,Y,N,SIZE,NIND)
DIMENSION X(0:1000),Y{0:1000),N(0:1000),SIZE(0:1000)}
LOGICAL FLAG

a slightly modified 'bubble sort' for a partially sorted
list with random entries at the bottom.

DO 20 1=2,NTND

FLAG=.TRUE.

DO 10 KK=-NIND,-I,1
K=-KK
IF(Y(K).GT.Y(K-1)) GOTO 10

FLAG=.FALSE.
TEMP=X(K)
X(K)=X(K-1)
X(K-1)=TEMP
TEMP=Y(K)
Y(K)=Y(K-1)
Y(K-1)=TEMP
TEMP=N(K)
N{K)=N{K-1)
N(K-1)=TEMP
TEMP=SIZE(K)
SIZE(K)=SIZE(K-1)
SIZE(K-1)=TEMP
CONTINUE
IF(FLAG) RETURN
CONTINUE
RETURN
END



0001 SUBROUTINE HASH(TI1,TI2)

C- store the neighbor pairs TI1 and TI2
0002 INTEGER TI1,TI2,H
0003 COMMON NHASH,H(2,0:32000)
0004 J=TI1
0005 K=T12
0006 IF(J.GT.K) GOTO 10
0007 J=T12
0008 K=TI1
0009 10 THASH=MOD(J+K,NHASH )+1
0010 JHASH=THASH
0011 20 IF(H(1,IHASH).EQ.J) GOTO 30
0012 IF(H(1,IHASH).NE.O) GOTO 40
0013 H(1,THASH)=d
0014 H{2,IHASH)=K
0015 WRITE(4,200) J,K
0016 RETURN
0017 30 IF(H(2,1HASH).EQ.K) RETURN ! ALREADY RECORDED
0018 40 IHASH=THASH+1
0019 IF ( IHASH. GT .NHASH) IHASH=1
0020 IF (IHASH.EQ.JHASH) GOTO 50
0021 GOTO 20
0022 50 CONTINUE ;
0023 WRITE(6,100) NHASH
0024 RETURN
0025 100 FORMAT(' HASH ARRAY FILLED TO CAPACITY WITH ',16,' NEIGHBORS')
0026 200 FORMAT(216)

0027 END
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$ ASSIGN/USER MODE MINIOUT FOROO6

$ RUN MINITAB™

DIMENSION 500

FREAD 'REGDATA' INTO Cl-Cll

(F4.0,8F8.0,F4.0,F8.0/) ! ALTERNATE LINES CONTAIN NEIGHBOR LIST
NAME C1 'ID ,02 'X',C3 'y',ca SIZE ,C5 'AREA',C6 'X-C',C7 'Y-C'
NAME C8 ECCEN ,C9 'SCORE',C10 "NABRS'* ,Cl1 MDIST'

OMIT -99.0 IN C5 ,C1-C4,C6- Cll PUT INTO C5 ,C1-C4,C6-C11

DESCRIBE C2-Cl1

BRIEF 1

MULTIPLY 'SIZE' BY 'SIZE' PUT INTO C12

NAME C12 'SIZE2'

REGRESS Y IN 'MDIST' USING 1 PREDICTOR 'SIZE'

REGRESS Y IN 'AREA' USING 1 PREDICTOR ‘SIZE'

REGRESS Y IN 'AREA' USING 1 PREDICTOR 'SIZE2'

REGRESS Y IN 'SCURE' USING 1 PREDICTUR 'SIZE'

REGRESS Y IN 'SCORE' USING 1 PREDICTUR 'SIZE2'

PLOT 'MDIST' VS 'SIZE'

PLGT 'AREA' VS 'SIZE'

PLOT 'SCORE' VS ‘'SIZE'

STuP

RUN NAME SPACE ANALYSIS
PAGESIZE NOEJECT

PRINT BACK CONTROL

FILE NAME REGDATA

VARIABLE LIST ID,X,Y,SIZE,AREA,XC,YC,ECCEN,COMPET ,NABRS ,MDIST
MISSING VALUES AREA,XC,YC,ECCEN,COMPET,NABRS (-99.0)

CuMPUTE $2=S1ZE*SIZE

CUMPUTE $3=82*SIZE

COMPUTE SLOG=LG10(SIZE)

INPUT MEDIUM REGDATA

COMMENT FMT INCLUDES SLASH TO SKIP NEIGHBOR LIST ON ALT. LINES

INPUT FORMAT FIXED(F4.0,8F8.0,F4.0,F8.0/)

N OF CASES UNKNOWN

REGRESSION VARIABLES=X,Y,SIZE,S2,53,5L0G,AREA,XC,YC ,ECCEN,COMPET ,NABRS/

REGRESSION= AREA(l) NITH SIZE SZ S3, SLOG (1) ECCEN NABRS
X,Y (0) RESID=0/

STATISTICS 1,2
OPTIONS 7
READ INPUT DATA
REGRESSIUN VARIABLES=X,Y,SIZE,S2,53,5L0G,ECCEN,COMPET ,NABRS/
REGRESSION=COMPET(1) WITH SIZE,S2,S3,SLOG (1),ECCEN,NABRS,
X,Y (0) RESID=0/
OPTIONS 7
REGRESSION VARIABLES=X,Y,SI1ZE,52,53,SLUG,ECCEN,COMPET ,NABRS ,MDIST/
REGRESSIUN=MDIST(1) WITH SIZE,S2,53,SL0G (1),ECCEN,NABRS,
X,Y (0} RESIL=0/
OPTIONS -7

FINISH



