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(e,2e) SPECTROSCOPIC INVESTIGATIONS OF THE

SPECTRAL MOMENTUM DENSITIES OF THIN CARBON FILMS.

by

John Robert Dennison
Committee Chairman: A. L. Ritter
Physics

(ABSTRACT)

An (é,2e] electron scattering spectrometer has been
constructed and used for the first tirﬁe to investigate the
sp_ectr.a'l mom.entum density of the valence. bands of a solid
target. This technique provides fundamental information
about the electronic structure of both crystalline and
amorphous solids. Tﬁe three fundamental quéntities, the
band stiructure, electron density of states, and electronb
morhentum distribution can be simultaneouély derived from
- the measured (e,2e) cross section.

A review of single electron and (e,2e) scattering
theory is given wifh an emphasis on scattering from solids.
The effects of mult_iple scattering are discussed and a
method of deconvoluting those effects from the m!easured
(e,2e) cross section is developed.

There is a detailed description of the spectrometer

design and operation with particular attention given to the



electron optics and voltiage distribution. The algorithms
and'softﬁare for computer aided data acquisition and
analysis are also cutlined, as is srror a‘nallyals.

| Thé techniques employed in the preparation‘and
characteriiation of extremely thin film samples of a-C and
single crystal graphiie are described.

An analysis of the data taken for a-C samples is
given.‘ The data are compared with the results of
complementary experiments and theory for gréphi‘te,' diamond,
and a-C Wﬁich.are given in a review of the literature. The
e:.cistenc'e of a definite di‘spersion relation €(q) in
amorphous carbon is demonstrated. The a-C band.structure
appears to be more similar to that of graphite than to that
of 'diamond, howewver it differs signiﬂcantly from bpth in
some respects. The rneasured.specfral momentum density
seems compatible with a model of a-C based on small,
randomly-oriented islands of quasi-2D graphite-like
contfnuous random network structures. 'However; no
_definiitive interpretations can be made until higﬁer
reéoluﬂon experiments are performed on both a-C and Eingle

crystal graphite.
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I. INTRODUCTIGN

This dissertation presents the design and application

‘of an (e,2e) electron spectrometer for the investigation of

the electronic properties of solids. Application of this
technique is new to the field of solid state physics. It
is _able to provi'de fundamental information about both
crystalline and amorphous solids by directlyb measuring the
spectral momentum'density of va-lenﬁe ellec‘trons. The
spectral momentum density.is the probabiblity per unit
energy and unit volume of momentum ‘space of finding an

electron in a system with an energy & and momén"tum‘ q.

‘This fundamental quantity can be shown to be directly

felated to the square of t_he momentum wave function o‘f'an‘
electron bo.u.nd in the solid by making some familiar
approximations, namely the ‘impulse, plane wa‘}e, and
independent eleciron approximations." It is also c108_ely

related to three basic properties of solids, the band

>.structure,‘ density of states, and electron momentum

density.

| The conceptvof using (e,2e) scattering to investigate
the spectral momentum density was‘ first suggested in the
early 1960's by nuclear theorists who saw a direct anzalogy

with (p,2p) scattering 4in nuclear physics [10, 68, 102,



155]. The first (e,2e) spectra'w'ere observe'd'by Amaldi et
al in 1969 [3]. Several of the earliest (e,2e) experiments.
attempted to measure spectira from thin solid films [3, 30,
99, 1001, howevef these efforts were not successful in
resolving the valenc'e bands in solids. The initial
attempts at solid scattering were plagued by poor energy
resolufion_and severe prob'lems with target degradation.
Several groups have rAecently ‘Ybe'gun new programs in this
field [175“, l>‘85‘, 631, however the only successful
experiments to date have. been performed at VPI [144].
Studie_é ‘of gaseous atd‘mic and.moleculalr syétems have
been much more successful. The iechnique has .b_ecome well
-established ahd is now being extended to more complicated
atomic and molecular systems. Active ‘groups are-in
Aus}tralia [Weigold and McCarthy; 85, 109, 115, 1771, Italy
[Guidbni'; 29, 30.. 1591, Br_itish Columbia [Brion}, and the
. University of Maryland [Co_pla‘n and Moore; 117]. A
particularly impressive exp_eriment on a.tomic H r_ecently
found excelleﬁt agreement between the te,2e) CTOSS vsection'
and e.xact quantium rﬁechanical calculations of the hydrogen
momentum wave function [109]. Reviews of recent
experiments and theory of (€,2e) gas scattering are‘ glven
by Weigold and McCarthy [114, 175, 177]. These gas

experiments provide a good example for the development of



(e.2¢e) solid. scattering. Many of the theoretical concepts
and experirﬁental techniques described in thi;s dissertation
have come directly.from such analogy.

.Measurements of (e,_2e) spectra of solids vcontain a
wealth of .information'. Direct comparison can be made

between theoretical calculations of the square of the

momentum Wa.vé function Iqb(q;é‘]|2 and the count
rate N(é’,q) as a funcfion of binding energy and
momentum. Inladdition, comparisons can be méde with three
fundamental quantities that can be derive.d.f'rom the
measured c'ount rate. A p_roje'ction. of the N{(6&.q)
peaks onto the _Cé‘,q-) plane vyields ithe dispersion
curve €(q). Summation of the count rafe over all
momenta is. directly related to the energy density of states
N(é‘). Sum'rﬁation over all - binding energies can be
d:irec'tly related to the electron I.no‘mentum density J(q):,
Fufther, the simultansous determination' cf the band.
structure allows the possibility of calcmating‘N[(?] and
J{q) separately ‘for ea(::h band. .Tl'.le prospect of
simultaﬁeously ob‘tain.ing'the.'band structure, density of
states and momentum dénsity from one sample is indeed
exciting, however thé most important contribut_ion of‘(e,Ze)
speciroscopy may prove to be the comparison with-

theoretical calculations of the fundamental! quantity

EYCIR



Several techniques exis.t whic'h. ‘measure various
integrals of the spectral momentum density. These
techniques provide 'importan.t ver_ification of (e‘.Ze.J
measurements. Meésurements'of the electron binding
energies throu.gh the density cf states
N(&) ~ _[N(é",q) dq can be obtained, for
éxam'ple, by photoeléctron specfr_osc'opy (UPS and XPS).
Howevér, no momentum information is available. Angle-
resolved .p‘hotbelecti‘on' spectroscopy (ARPES) can in
priﬁciple provide some momentum information. However, the
theor.etical understanding of this reaction is_ insufficient
to quantitatively rel'ate fhe 'in.tensity from the angle-
resolved spectra to 'tﬁe spectral momentum dens“ity.
Instead, the technique can ‘b_e _used.to map the dispersion

relation &(q). The electron momentum density

J(q) ~ j'N(.t’?',q)dé? caﬁ he studied by several
fechniques including positron annihilation, x ray and vy
ray Comp'ton scattering,v and high energy vi'nelastic eleciron
scattering. In general, these techniques measure J(q)
integrated over one or two momentum directions. A more
detaiied review of these technigques aﬁd their rela.tion to.
(e,2e) spectroscopy is given by McCarthy and Weigold [ll4].

An (e,2e) experiment can be defined as an electron

fonization experiment in which the kinematics of all of the



,eléctrbns is fully détermined. The mechanics of (e,2e)
scattering is conceptually straightforwa'rd. The reac'tion
cén be viewed as a "billiard ball" experiment at thA'e
energies typical of our .spectrometer. A high-energy
electron of energy E; (typically 25 keV) and mo{m'entum
P, incident on the san';ple-_ scatters from an eleétron.in
the target and ejects this electron from the target. Those
events _in which the scattered and e.jecied electrons leave
the targe.t with equal ehergy are detected by coincidence
techniques. The precollision binding enérgy ¢ = ED—.
E, - E; an.d momenntum iq = PS'+.Pe—PU
ovf'the target eleciron can be determined from the energies
and momenta of the two scattered electrons E¢. .P's
and E,, Pg. | This -is illustrated schenﬁatica»lly in
"Figure I.l‘.

Qur spectrometer consists of an binp_ut' arm and two
output arms poéit_ioned at 45° with respect -to.the
“incident beam. The input arm contains an electron gun and -
electronboptics to‘ focus the bea‘rn onto a thin f'ilm target -
rnounted in the target chamber. Th_e two butput (e,2e) arms.
(referred to as A and B) have complimentary electron optics
which focus the scattered beam intoc a Wien filter energy
anal}}z‘er. Momentum selection is accomplished by a set of

limiting apertures and electrostatic deflectors which vary

the beam angle on the target. Electrons with the proper
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Figure 1.1 Schematic represeﬁtatibn of (e,2e)
scattering.



energy and momentum are det‘e.cted by electron multipliers
and the signals are proceésed by co.unting and coincidence
~electronics.

The spectirometier operates in two modes referred to as
the .elastic an.d inelastic modes. Elastically.scattered
;lectrons are detected in the elastic_>mode by holding the
[e,2ej arms at the same potential as the input arm. The
l(e,2e,) arms are he'ld at half the input potential in the
inélastic mode, therefore. the kinetic energy of the
deteclted electrﬁns is‘approxifnatély half the energy of the -
vinci.dent béam. (e,2¢) eyents are coincidence evenis.
measured in the inelastic mode.

Another feature of our spectrometer is a similar
output beam arm Whiéh is c‘ollinea‘r witﬁ thé input beam arm
that provides the capacity to study small—'a'ngle.electrc‘xn
séa‘ttering. This arrﬁ is referred to as the (e,e’) arm.
. The specirometer can function as a‘hi.gh energy electron
diffractlon (HEED_) instrument by me‘asuri‘ng small—angle
elastically scattel;ed electrons over a range of angles with
the (e,e’) arm. Electron energy loss ép_ectroscopy (EELS)
can be performed by analyzing the energy loss of small-
angle inelastically scattered elecirons. .These features
pro.vide important calibration of the spectrometer and can

be used to quickly characterize a sample before attempting



the more difficult and time-consuming (e,2e) experiment.
Thi§ dissertation can be divided into threle vmajor
topics. A review of single electron and (e,2e) scattering
‘theory withban emphasis on scattering from solids is given
in Section II. The effects of multiple scattering are
discussed and a method of deconvoluting these effects from
the mgasured (e,2e) cross section i_s‘ developed. Nve,xt.l
there is a detailed de’scriptién of our spectrometer ,dAesignl
and opelfation with particular attention givén to the
electron optics and voltage distribution. The algoritﬁms'
and'software for computer aided data acquiéition and
anvalysis are 'also"outljined, as is er_ror‘an‘alysis. The
,téc.hniques exhpldyed_ in the preparation and characterization
.of extremely thin film samples of a-C an'd-graphvite are
described. ‘Finally, thé data taken for a-C samples are
shown and are cornpai‘ed with the résﬁlts of com‘plimentary
experiments and theory for graphite, diamond, and a-C.
Some_, conclusion's are drawn regardi_ng-amorphous solids and

a-C in particula’r.



I1. THEORYv OF (e,2e) SCATTERING

There are three importént.. electron scattering
processes that are pertinent to (e,2e) spectroscopy which
are referred to as elastic, 1nelastic. and (e,2e)
scatteriné. Inelastic scattering can actually .be divided
into two‘régimes, small-angle and _large-angle inelastic
scattering. The types of sC‘attering‘ are distinguished by
‘the different'physi_cal phenomena that are. responsible fézr
th_em. Each of these cross sections can be determined
'indépendently by the spectirometer. (e,2¢) scattering is
acj‘.ually an inelastic scattering feaction where the
kinematics of both the incident and target electrons are
fﬂlly:deterinined. The measured (e,2e) count rate
includes contributions from the true (e,2e) Cross sec.fi.on
and all other kinematically alllowed multiple scattering
_events. -‘Elast.ic and inelastic mea;surements are used to
c‘haracterize the s_amples, to calibrate the machine. and;
in ihe correctioﬁ for multiple scatter.iﬁg. |

The'theory section discusses the physical origins,
kinematics, and cross sections of each of these pr.écesses
and relates them to (e,2e) theory and the operation of :our
specirometer.. A detailed analysis of the (e,2e) cross

section and the approximations involved in its derivation
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follows. Some specific examples are used to illustrate the
information available from the (e,2e) process. Finally, a
theory of multiple scattering is derived and relates the

measured cross section to the true (e,2e) cross section.
A. Summary of single electron scattering theory

Elastic scatfering is charac,terize'd'by no eznergj.ar lobss
for an incident electron upon scattering. At small angles
elastic scattering ié pri'mari‘ly a result o‘fb-coherent Bragg
scattering. However, at large angles the diffraction cross
sec_tion is .almost featureless ahd incﬁheren_t scatt'ering.
becomes dominant. Th,’e_fu_ndamentalv progess involved in
incoherent scattering is Rutﬁerf,ord scattering from the
nuclei of the tafget.

'fhe,kinematics of elastic scattering is -illust_ratedv
in FigureHII.l. AIn incoherent scattering, an inckident
electron with high e'nergy En and momentum Py is
scattered' frofn a- nucleus with final en.ergy Eg ‘and
momentum 'PS. A recoil momentum P, and a small
energy Er are imparted to the nucleus. va the nuclei are
considered sta_tionary‘, approximating M»>>m,, then
E,~0 and we are left with Rutherford scattering.

In the Born approximation the cross-section for



Figure II.1 Kinematics for single electron scattering

IT71
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Rutherford-scattering in the lab frame is given by

g1, (%52 [T
(%3] EEO 'sinz(%)]_ oo

where Z is the atomic number. In atomic units

[dc(eé) . [_ZL)Z [ﬁsin(é]]q' (I1.1a)
] 27" L 21 (11.

measured in square Bohr radii.

The count rate is related to the cross-section by

[pm] [& ] AQ | | (IL.2)

where I is the incident charge currenf. p,:t énd A are
the target mass density, thicknesé and atomic weight, Aj "
is Avagadrd's number, i-:mdvAQ isl the solid éngle of th_e
d_eté'ctor. For the 4.5‘lj arms the solid angle can be

related to the momentum resolution

. 2 :
A Q ~ 1 e:pz' o (ég;” o aL3)
The elastic count rate then is. proporti.onal to the incident
current and the target thickness and to the square of the
momentum resolution divided' By the sixth power of incident
momentum. The count rate is independent of azimuthal angle

¢ and depends on the polar angle 6 through the Rutherford

cross section as illustrated in Figure II.2. For a'typical
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The angular dependence of the Rutherford cross section
(curve R; Equation II.1) and the Mott cross section (curve
M: Equation I1I1.17) normaiized to 1.0 at @ = 45° are
plotted versus angle. The alternate scales show momentum
transfer at E; = 25 keV and E; = 12.5 keV.

Figure 1II.2 Angular dependence of Rutherford and Mott
cross sections. ,
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experiment with a 100 & thick a-C film the count rate at
in the 45° arms is approximately 60 Mhz (see Table

VII.1).

In sméll-angle inelastic scattering, a small momentum
coupled with an enefgy loss is transferred to the target.
The kinematics are identié‘al to elastic scattering except
~that the energy loss is not necessarily zero. Potentially,
- there are numerous physical processe.s. involved including
‘bulk and surface plasmon creation, intra- and inter-band
transitions; atomic excitations, ioniiations, thermat
diffuse scattering, and radiative losses which océur when
thé electron enters and le"avebs the sarnple.' Detailed
calculations of the total small-angle inelas.tic scattering
cross section are béyond the sicopé of this s.ynopsis; ithe
reader is referred to.papers by Ritchie [141] and Hattori
and Yamada [74] and Sevier's lv'elview [151}. Only bulk
plasmon creation anq quasi-elastic phonon and imperfection
scattering make significant direct contributions to vthe'
scattering considered here'.. ‘This is the type of scattering
that is measured by ele'ctron enérgy loss spectfoscopy
(EELS). - The (e,e’) arm in. the elastic mode in our
'Speétrometer aé_ts ‘as an EELS' instrumén.t and measures the
combined cross sections of these effectis. Re\}iews of the
basic theory of EELS are given by Sewvier [151] and

Fields[59].
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It is advantageous to separate small-angle inelastic
scattering into elastic and inelastic components. Further,
the cross-sections can be é'eparated into products of
ihdependent functions of energy loss and momentum transfer.
This factorization is réasonable, -despi'te the direct
c‘onnection between the energy and the component of momentum
parallel to the vbeam axls, because the incident momentum in
this direction is much larger than the moﬁentum transfer.
It suffices to fix the. par‘alleyl rn'vome.ntt‘.lm and consider only
the moméntum tra’nsfer'perpendicular to the beam éxis. This
separation allows direct connection with existing the'.o.ry
and experiménts and facilitates the multible scattering
deconvolution [59]. No attempt is made to esltimalte these
absolute cross-sectiéns‘ because "only. the retlative
inténsities are.important to our anélysis.

In 'srhall—angle elaétic scattéring rﬁqmentum is
transferfed to the target without exciting the electrons.
Typically, cross-sections such .as Bragg scattering  are
broadened by quasi-elastic ph_oﬁon scattering or from
imperfections in the sam‘ple_. The term thermal-diffuse
scattering is used to describe muliiple scattering
background involving a combination of elastic and inelastic
small-angle scattering.

. The pro‘babilit'y for small-angle elastic collisions can
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be factored as _

P(6q) = F.lq) 5(6) 5(q)) | | (11.4)
The delta-function in energy loss & results from
considering elastic . events and the delta-function in

parallel momentum transfer q, is a consequence of the

high incident moment’um and small.scattering angle as;
discuvssed above.

‘The angular (momentum) dependence of small-angle
elastic scattering can be described in analogy wi_th the

Rﬁthérfcrd cross-section for elastic scattering as
: 2 )
do ='[_TD.§_2.] 1 z - t.)°
cl 2 ([Pnf(e)lz) T
10) = + sin( Z) | . (ILs)
Th:is can be expressed approximately in the parameterized
form
Ge
(¢ a’)

.Measurements of these parameters for a-C are given by

(11.6)

Fe(ql) = 2

Briinger and Menz [25] and for graphite and many other
elements by Hartley [78],. Bringer and Menz also
empirically determine the value of the small—angll.e elastic
mean free path A, over a range of energiés.

The probability for small-angle inelastic events can

be factored as
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Py(€.q) & Fylq) U&) 8(q) ' (11.7)

The énergy—loss function U(€) for a-C has been studied
by Burger and Misell [26] who describev the principle
features as a weak lowered loss in the‘region ~7 veV, a
strong, broad loss centered at ~25 eV (FWHM about 40 eV)
and a broad loss centered at about 50 .eV. The.small
lowered loss is associated with the = ele'ct.ron
oscillations and no attempf is made tb incorpc'n-ate it into
the theory used to fit our data. The dominant loss
centered.at ~25 &V is considered a volume plasma loss’
i.nvolvi'ng pri'ncipally,'if not exclusively, the o-
electrons. Burger a.n‘d Misell state th.at tﬁere ié no
evidence for».s_urface energy losses. They do ﬁite, however,
some limited evidence for such processes as atomic
excitation, intra- and intver—b'an.d transitions and
jonization; these effects are not siénificant below energy
losses of about 200 eV ,.and's:o no attempt is mvade to
incofporate them into the theory either. This analysis is
vbase‘d on Bohm-Pines plasma oscillation theory ['18]..

| The énergy-loss function U(&) is fit to an
expression from the dielectric formulation of the total
scatteriné cross-section per unit volume for singlé
scattering of an eleciron of energy Ej into scattering

angles 0<6<H_ .. with energy loss § [127]:
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g%]u= naE ln[ ] hn(ew)J . o (11.8)

An expressxon for Im(l/e(é’)) from the Drude free-
electron gas model of a metal [104] can be used to describe

the main energy loss as

2

do N w,* T W _
ﬁ] -m( s ) - — Ly
where wp‘is the plasma frequency and 7 is the half-life

of the electron plasma excitation (plasmorn. In

paramaterized form this can be expressed as

Yi ¢ & > o
H >
ue) - (&% - VA% vy« 82 | (I11.10)
. 0 | 5 8 <0 '

. There ére no mechanisms for gaining energy, therefore
U(&) is zero for energy losses less than zero. Burger
'vahd.MiseH [26] fit extensive'é—C data to evaluate thése
parametérs which are in good agreement with theoretical
valueé calcufated using the Botun;Pines plasma oscillation
.theory

The. angular dépendence of the differential cross.

section for volume plasmons has been'derived by Ferrell

[57] as
. 1 Oc
v : 0 < B
2 2 ¢
o . 2magn B + 8 (I1.11)
0 ;6 > ec
where n is the free electron density,
O = ;] Wp /2 Eg . and B¢ = 4 Wp / Ep . T he
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maximum scattering angle 6. is related - to the momentum
jusf sufficient to éause an electron at the Fermi energy:
'EF to make a real transition, absorbing one plaéma—
‘quantum .-of energy"hwp. As the scattering angle
approaches tkh,e cut-off angle 8., damping effects,
primérily due to the transfer of plasmoﬁ energy to
individual electrons, cause the pro-bability of excitation
of a plasmon to fall to zero. In the vicinity of éc
Equation II.1l1 must be vmult'ipiied by a correction fﬂactor
to account for damping [58].. I_n’.par'ameteflzed form this
can be expressed in terms of momentum as

. GU.
CREEEICREEL

b d, < q, " (I1.12)

Fulq,) =

in the limit that qle<<g?, that is that
Ey > > Ep [59].
The mean free path A between small-angle inelastic

collisions can be calculated by inteérating Equation' IT.11

[57]. Its wvalue is

a

) [n]
8; In(6./8g) (I1.13)

}\1 =
This quantity is of importance in multiple scattering
analysis and has been measured by Bringer and Menz

[25] for a-C.

The total mean free path A, is given by
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1.4 .1 | - | -
)\t N + }\1 (I1.14)

For (e‘,Ze),geome'tries, the average path length of an

electron through a target of thickness T is approximately

J'Tdr['r+24§('['—‘r)] ‘
T= -2 = =191 T (I1.15)
Io dr '

and the effective mean free path for the entire target is

[ o]

Lildrimg « 242 (T - 1) N = o1 (I1.16)

1N

where Ay and N are the total mean free paths of én
electron before and after the (e,2e) event respectively.
The elastic. and small—angie iﬁelastic count rates can
be measured wfth our spectrometer in the elastic ‘mode. The
Energy loss can be varied from 0 to ~80.'eV b'y véryiné
the band pass energy of the energy analyzer. In the non-

coplanar geometry the spectira can be measured over a range

of ¢ -- typically = 5% -- about ¢ = 0% for
8 = 0° in the (e,e') arm and forA 8 = 245° in the
(e,2e) arms. . In the coplanar geometry the polar anglé is
fixed at ¢ % 0° and measurement can be made over a range

of 8 about 8 = 0° in the (e,e’) arm and about
8 = 45° in the (e,2e) arms.  This is equivalent to a

...1 . )
momenium range of z=7 A for an incident energy

.of 12.5 keV.



21

Large-angle inelastic scattering has the sa.me
kinematics as elastic and small-angle inelastic scattering,
but is distinguished from the latter by the much larger
momentum transferred to the target. In standard operation
.of the fnelastic mode of our speétrometer P, is
approximately equal to P;, and Er ~ Eg for
electrons detected in the (e,2e) arms. For such high
momehtum_transfer the collision must involve comparable
masses, thefefore the process involves the incident
electron‘sc‘attering off of a single electron in the té;get.
At high energies where the plane-wave 'i'mpulse approximation
is valid the large-angle inelastic cross-'-s_ection is the

Mottt cross-section given by
| _ : - 2
.[do(e,qb] - [_e_z__] .
aQ M 4E,
(4cose [ (sing)™* - (sinBcos8)™2 + (cose) 41}  ar17)

in the tab frame.

The count rate is related to the cross section by
. p t AO Z] do 1 _
.[n]M = 1, [—T—— [E]M AQ (I1.18)
This has the same dependence on target properties, incident

energy, and energy resolution as the elastic count rate,

but differs with respect to the polar angle as shown in
Figure II.2. For a typlical experiment with a 100 A

thick a-C film, the Mott cross section at 45° is
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.approximately'0.4 MHz, a factor of 150 less than the
Rutherford scattering. This assumes that the target
electron is stationéry and has no bihding energy; the
cross section becomes almost uniformly spread over several
keV when those effects are included and the'large—angle
inelastic count rate is then about 5000 times smaller than
the elastic rate.

‘Multiple séattering has no significant net effect on
the inelast_ic cross-section.” Each elettron which undergoes"
a -lavrge—a‘ngvleb ineléstic scatter can have one or more quasi-
elastic mﬁltiple scattering events occur before or after
the large-angle event. This results in a convolution of -
the inelastic cross-section with a multiple scattering
broadenihg._ Ho&even the inelastic cross-section is so
nearly ‘uni_f.orfn in the region of 8 = 45° that the
~convolution hardly modifies the distribution. |
Inelaﬁﬂc scafterhng produces a background of counts
1n the (e,2e) arms when the machine 'operates. in the
inelastic mode. These ev.enfs satisfy the energy
and momentum conStréints of the analyzers, but are not
coincidence eQents. It is possible to produce false
coincidence events if an indepe'ndent inelastic event occurs
in each arm within a given time interval. The false
coincidence background is subtiracted from the measured

coincidence rate using the coincidence electronics
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describved in Section IV. These inelastic counts provide an
ivndispensable' means of adjusting the t-uné conditions of the
electron 'optics,‘ sincAe thé‘ measured coincidence rates are
too low to provide feedback duriﬁg tuning.

Inelastic scattering is measured with the spebtrometer
in the inelastiic mode. The energy loss can be varied by
t\#o independent methods. The baﬁd_pass energy of tﬁe
en-ergy analyzer can be va:ied over a range 0 1o NBO eV
or the negative high voltage HV_ can be varied. The band
pass energy can. be'varied manually or under c'ompﬁ.te.r
vcontrol, while ihe negative _high voltage must be adjusted
by the operator. The two can operate'togethér to. cove'r'a‘
wide range; the negative higﬁ voltage proVides a course
adjustment to the energy loss a}nd .the band pass energy acts
as a fine adjﬁstment under con’irbl of‘ the aﬁtomated data
acquisition system. The moméntum transfer can be studied
over a range of anéle abo‘ut‘ the beam arm axes, just aé in

the e}astic mode,
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B. (e,2e] scattering theory

1. Kitnematics

An (e,2e) scattering event can be defined as a single
ionizat‘ion event in which the kinematit_:sv of all of the
electrons is fully determined. At the high electron
kinetic energies involved it is valid to consider “bittiard
ball™ kinematics‘ to first order; such kinematics are shown
in Figure 1.3 |

An incident electron with energy E; and momentium
Pyg(0,¢) is incident on a target. This electron is
inevléstically.scattered off. of a target electron with fi'r.1a1
energy E; and moméntﬁm P, (86,,0). The ejected
target electron has energy E, and momentum
P.(6.,.0). By convention, t'hve z-axls is in the
direction of the incident _b'eam axis, the x-axis is in the
scattering plane, and the y—‘axis is out of fh,'e scattering
plane, throughout this work. |

If the kinematics is fully détermined then energy and
momentum consérvation lead to the equations |

€ -Ep - Eg - E, - E, (11.19a)

—’
12 = Py - P, - P, (1I1.190b)
The binding enerAgy ¢ is the energy difference between

the initial target state and the final ionic state. The

momentum transfer £8 is the recoil momentum of



Figure I1.3 Kinematics of (e.2'e) scattering.
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the ion and E, is the recoil energy. If the incident
electron energy is sufficiently high, i.e. Ey>>6, and

the mass of the target is large in comparison with the

electron mass, il.e. M>>m,, then the recoil energy

E. » 0, and the momentum of the target electron prior
: —

to collision is given by q = - 2.

There are two major kinematic divisions based on the
georhéﬁtry of the scattering, the ‘symmétric.gec;metry anhd the
asymmetric geometry. T‘hev kinematic restrictions tha{
8, = 6;56' and that Es.=‘. E. are applied to.
the symmetric case; these are not required in the
.asymmetric cas.e. . Our experiment and most sta'ndardk(e.ze)
gas experiments utilize the_symmetrié geométry. A brief
review of some types of asymmetric experiments is given at
the end of this section. The readér is referred to the
review of McCarthy and Wiegold for further details [114].

Symmetric e#perimental arrangerhents have several
advantages in e_xperimeﬁts'designed to probe the momentum-
space wave function, The two outgoing electrons are
indistinguishable, hence the subscripis s.and e can be
replaced by | and 2. The geometry xﬁaxjmizes the momentum
tranﬂsf.erred to the ejected electron, thus ensuring close
electron-electron ‘collisions. Further, if the incident
energy 1is large, both ouigoing electirons have high

velocities so that the effect of the other electrons can be
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largely neglected»and the collisions regarded as one

between two free electrons. In this ge'ometr'y the target

electron momentum can be expressed as

.ﬁq" - 2 P, cosé - 'PU cosg » (11.20a)
kg = Py sing ' ' (11.20b)
where 9 and q are {in the £ and 1Y

directions .resp'ectively. There are two subdivisions within
the symmétric geometry, coplanar. and non-coplanar.

In the symmetiric coplanar g_eornetry all the
irajectories lie within the séattefing plane, that is
¢ = 0, Only target electron momentum paralle! to the
incident beam axis is brobed in this arrangement: |

‘hq" = 2 Py cos® - Py o (I1.21a)

_Our Sp_ectromAeter varies' the"an'gilg & only ‘a few
degrees on either side of 45°, thereforé in the _smalll

angle limit of small A9,

hq = -Py A8 (11.18b)
where a8 = 8 - 45°  and P, o= Py / AZ.

Th‘e symrnétric non-coplanar ge_ometry has a vériabl.e
angle ¢ while 6 is kept fixed at 6 = 8. The
momentum relations for this géometry are |

hq" = 2 P; cosB, - Py co$¢ ' (I1.22a)

hq, = Pp sing | (I1.22b)

In our spectrometer 8, = 45° and ¢ is varied a few
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degrees about 0° The psarallel momentum transfer reduces
to zero to first order in the small-angle limit and

hq = Py ¢ (II.QBJ

There is an advaritage to the non-coplanar mode in that
the (e,2e) cross section in this geometry depends on the
scat“’cering. angles only through the square of the momentum-
space wave function. In the coplanar mode, the value of
"the Mottt cross—éection contribution t.o the cross-éection
changes as a function of 8. This ef.fect_is illustrated in

Fi‘gure I1.2; it ambunts to only 'a 5% variation over a

. . _1 . .
range of 4 A at E; = 25 keV. -~ This 1is
‘discus.sed further in the derivation of the cross section

which follows.

All of ‘the data taken to date with our spectrometer.
have been taken in the symmetric non—céplanar mode, The
spectrometer is designed tc take data also in the coplanar

mode, however this option has not been utilized yet.
2. Cross section

A -deriva.{io_n of the (e,2e) cross-section {5 quite
complex since it is at best a 3-body problem (hydrogen
atom) and is a many-body problem for solid targets. There
are two approaches taken in addressing the problem. In

this section, a crude set of approximvations is employed
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which arrives at useful. results in a straightforward
manner.- A much more detailed.derl_vatlon of thev {e.2e) -
scatt.ering amplitude is given in Appendix A. This
derivation .is mére general than is used in practice for
(e,2¢e) calculatlonsi in solids, howewver it provldes_
important; insights into the concepts and approximations.'
inher.‘ent in the cruder mo&el.

Thel_(e,Ze) scafnteriné ampli.t‘ude My can be
'cﬁalcul‘ated using the plane-wave Born approxi‘ma_tion
neglecting exchange effects, and using the independent-
electroﬁ apprbximation. The incident, scattered, and
eject_ed wave functions are assumed to be plane waves and
the orbital‘ wave function of the electro‘n in the .target
prior to the collision is ¥, (r,). The potential
is jﬁ'st the Coul'omb interaction between the two electirons.

The scatiering ampliiude is

-u 3. 3. _tkprp tkger o2 -1kger, '

(2n)*h?
(11.24)
Introducing the expansion
: 3 ike - X
1. &k lkeryr) (11.25)

Iry-ral - 2n2 K

and rearranging terms, Equation II.24 becomes
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M . d-r
it = o2 ﬁz{ J. I 23 e
| (270_3/2.[ "I"(z) |}( -26)

The separation of the integration in rp, and r, is
the equivalent of the factorization approximation, which is
exact for the plane-wave approximation. The integral over
r, provides a delta-fun.ction and the subsequent'

integration over k yields

My = { —mafzz Tk - kT} 2@
(2719l Ly |

where q = k + ky - kg | - (127)

The .first term results in the Mott cross—-section upon
_'generalinzing to include excha‘nge effects. ¢, (q) is
the xﬁomen_tum wave function, that is the Fourier transform

¥, (r) as defined in Egquation A.19,. Equatioh II.27.
should be compared with Equation A.21 in -co'njunction_wi"th
Equations A.17 and A.l9.

The approximations ‘used in this derivatibn must be
justified for solid targets. For clarity the
appr'oximation-s',, can be grouped in three main categories
under the names impulse, plane-wave, and indep-endent;
electron approximations'. The reader is referred to

Appendix A for more details.

Perhaps the most compelling evidence for their

verisimilitude is the spectacular agreement of many of the
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{e,2e) gas expe'riments with the01l‘y. As an example, the
agr.eem.ent‘ between measurements for atomic hydrogen and the
exact ca.lculations‘ for.its momentum—space- wave functioﬁs is
exact within small experim‘en'tal errors {109]. The cross
section Qas calculated in the plane-wave impulse
approximation and measurei’nents were taken with the non-
coplanar symmetrié technique at ihcide'nt energies of 400 to
1200 'e\'/. This ﬁroviﬁes strong evidence for the validity of
the plane-wave ‘app'rox'im'ation, b'espec'ially .at incident
energies of tens of keV, but does not test the impulse ‘and
_sinéie-electron approximations appreciably. - Camillon et al
[29] have done a detailed study on the wvalidity of the
eikonal.,a.pproximation.and the distorted-wave impulse
approximation as a function of E; and q for He.  They

conclude that in these experiments the eikonal

‘approximation is valid for E; & 800 eV and q < !

A'—l and suggest that there may be a limit to the
impulse approximation f'orkelfe2 B .70°. Many
other gas experiments o.n more complex atoms and >molecu1es'
support the p.lane—wave and impulse approximations,
particularly for Ej~l keVv [114].

In addition to the three major approximatiohs there

are a few initial approximations which are rather easily

justified. Relativistic effects are neglected; this has
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Cits mbst important implications with regard to the
treatment of electroh spiﬁ effects. The Ihighest velocities
involved iﬁ this experiment (E; = 25 keV) are about .3 c;
less than 4% error in the momentum results from neg'lect of
relativistic effects‘.. At energies above ~50 keV or for
higher precision work, t‘-hese'effec‘ts may need to be
considered. Assuming an infinite target mass is satisfied
trivially forié so.lit;l target and is a very good"
approximation even for the lightest atoms. This is
equivalent to negi.eéting the center-of—mass motion of the
target atoms caused‘by the collision. We assume‘that the
térget is in the ground state which is eqﬁiva_lent_to
ignoring finite-tvemperature' effects. The. density of
lattice vi_bArations and excited—state electro.ns is minimal
at room te‘mAperature: Ithe few electrons in perturbed stat‘es_
will produce a‘n erroneous backgfoﬁnd which is well bel'ow

detection limits since kT is much less than our energy

-resolution.

T_he impulse approximation is the most difficulj:
aéproximation to characterize and just'i.fy. In simplistic
terms, the impulse approximation hypothesizes that the
electron collision happens in suc.hv a way that it is
independent of all of the other electrons and atoms in the
target. The collision must happen fast encugh that the

ion does not relax in response to the ionization before
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both scattered electrons are out of effective' ran.ge of its
potential. The higher the electron velocities, the less
time the .electfons are in close ‘proximify to the ion. The
high incident energy, in our experiments typically at least
20 times. that for gas experiments, reduces the time in
proximity. 'I“he élecftrons must alsoc collide at close range,

which results in high momentum transfer. "The symmetric

geometry with 6 = 450 provideAs maximum momentum

transfer; momentum transfer is typical.ly’>50.3s_1
in our spectrometer.

A reasonable criter_ion may be that the impact
parameter _shou‘ldv be much less than the electron separati‘on
in the target state t13']. ._ The éeparation distance of
valence ‘elec_trons is in general si‘gnifican.tly larger than
that of closelyhdund-atomfo érbitéls. The extended
. electron s,ta-tes in a solid should provide a screening
effect which limits the ranée .of the ion po{ential. In
addition, the reéponsé time of fhe ien should be invversely
related to the energy ifnparted to 'the ion.. Valence
eléctron energies on the order of tens of eV, are
comparéble to H ionization‘energies rather than to those of
~more complex atoms studied [176] which have much larger
binding energies. Taken together, the relat‘ively'long ion
response time and the short time of proximity of the

‘electrons seem ample justification for the impulse
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appr'o-x'lm-atlon. in tight of f{ts validity in (e,2e) gas
experiments. |

The pvlane—wave a.pproximation depends on the momenta of
the electro'ns involved. Our kinematics is -optimurn for the
" 'highest scattered momenta in.both arms.  McCarthy and
Weigkold review this approximation fof.gases of both atoms
.and molecules [114]. They conclude that the plane-wave
'appxjoxi'mation is at least adequate for incidenfl energies
above 1200 eV for their examples. The. energies we employ
ére 4significantly higher, so this approximation seems
reasonable despite the uncertainties introduced by‘ a solid
farget. The factorization émployed is exact in the eikonal
approximation, there‘for.e its criteria are lvess.demand‘ing
vtﬁan the plane-wave approximation. Early work on (e,2e) in
solids measured the angular correlations of -oxygen ls caore
electrons [30] and Is [,3-0'99] and unresolved n=2 [99] bands .
’_in carbon, Their results, over a limited region of (¢
space aﬁd at lbw fesolution, agreed w’itﬁ calculétions based
on th'e plane wave approximat‘ion. All of ‘thi.s work ‘}Jas done
at incident energies below 10 keV. |

The independent-electiron approximation ié a familiar
one in solid state physics and has enjoyed widespread
success. Successful application is most dependent on a

- careful choice of the basis state used in the expansion. of
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the target electron wave function. Kzasilnikova a.nd
Persiatseva’s measurements on oxygen and carbon ls orbitals
in solids were in agreement with cal'culaltions based on
‘either Slater determinants or Hartree-Fock orbitals.[99].
Camillon et al found 'agvreement with calculations based on
both Roothaan band' minimal-basis-set wave functions [30].
In practice, most solid state calculations are:
carried out using the plane-wave Born approxiimation.- The
requirements for this approximafcion are ex-fensions of the'
impulse 'ap'p'roximation aﬁd "Lh‘e ‘eiko.n'al approxirﬁat-ion
requiring large ihéident and exit.speeds and large incident
énd exi‘t kinetllc' energies. Giassgold ‘and Ialongo [69] look
at this for one- and two-elegtron.ato'mic systems; Vriens
‘[17.1] extends thisbxdiscussion somewhat. The onlly certain
test of this c.r‘ude theory for solids Wlll bevc.omparison of
da-ta with theoretical calculations for a well understqod
system such as graiahite. | |
. The cross section is of course propo_rtionall to the

'square of My and is given by

do _ MPar do | F s (a=k +kykg) ? (8 +E+E,~E,)(11.28)
d,d0,dEdE, T g2 | dQ, " ST e B L 1" Rg U
where use is made of Equation A.21. The delta function

involving & determines the binding ;energy from the
measured quantitiés Ey and E + E, rather than

determining . E; from E,. This determines which bands
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will be inclu.ded‘ in the sum over n' in Equation II.37. The)
cross section can be reduced by one degree of freedom by
.'integrating over the ehergy shell for E, = P,/2m,;
Levin et al [107] show that this results in | |

-1
' mP Ky, k)
do 2 i Ydand
dQ,df,dE; ~ ﬁa[ ] |Fu(q)| [ ~ZE, ] '. (11.29)

Here, k = kz—_q,. the momentum transferred to the

ejected electron. The count rate is gi&en by -

. tA ’ ~ .
N((‘;?Q) = [ IU[%]“«/ ]m%ﬁﬂl AQ, .AEI {I11.30)

where n, is the number of electrons in an atom which
participate, i.e. the n‘umber vaalence electrons. A Tough
guide for the cross section dependence on imipor'tant
ex.perimental‘ quantities can be obtained by using the
approximation that: 1) E, % 2E = 21-:?;,2)
A P . A2 AP;j; 3) the gradient term in

Equation II.27 is negligible. The e.ffective detevcto;' angle

AP l - :
( ‘) = L3

where the total angular resolution (see Section III) is

is then

‘A2 2 2 2 o 2 2 2
Ag® = AP," + AP,® + AP," = PO‘(GPD +6P1) (I1.32)
Recalling that the Mottt cross section is inversely

proportional to EZ, we arrive at the result

N ~ I [%t] (Ag* E_S%—Z |1-"U(q)|2 (11.33)
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3. Specitfic examples.

- As. a qualitative 111ustrat.ion of what the (e,2e) cross
section measures let us consider two sirnp‘le cases, i.e.
scattering from a free elect,rdn and from a simple atomic
orbital. | | | ‘

For a simple atomic orbital the energy is a coristant,

E., and the allowed momentum extends over a finite range.

a
The form factor is simply equal to the momeﬁfum space wave
function. The cross sectién then is non-zero only for
vé' = E, and its amplitude is modulated iR the momentum
direction by the square of the momentum wave fuﬁction.

Figure 11.4 illustrate_s'a typical distribution for a |Is

‘>orbita1 with a maximum at q = O. The nth s orbital will
‘have n maxima in q. The nth p orbital would have a
minimum at q = 0 and have n maxima.

The form factor for é free electron with momentum
is |

Fy (@ - @n¥? sk,-q) - | (11.34)
Therefore, the croés section is a constant amplitude'for
all values gq which satisfy the dis.persio.n relation
E(q) = hzqzkéme and will be zero for all
other combinations va 8 and'k. This produces a

parabolic cross section of constant height as shown in

Figure I11.4. Of course the delta funcfion distribution is
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The upper curve illustrates a free electron
distribution while the lower curve illustrates a typical ls
atomic orbital distribution. The height of the curve is
shown with solid lines, the projection on the E,q plane
with dashed lines, and the instrumental width by the
Gaussian curves. ’

Figure I1.4 Simple examples of the (e,2e) cross
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broadened by instirumental effe‘cts..

Let us now turn to the calculat_ions f_or fthe (e,2e)
cross section of solids. There are two éimple deécriptions‘
of el.ectrons in solidA‘which we can discuss, the nearly-free
electron which models metallic valence.ellectrons and ‘the
tight-binding d’.escription which models more. tigﬁtly bound,
atomic-like orbitals for core and some wvalence electirons.
The foftuitous choice of the preceding two examples already
allows qualitative understanding of the results. |

L'et. us start with the tight binding case and beéin' by
considering the problem of a single brystal target. The
expénsion for the single-particle tight'-.binding wave
function (with crystal-momentum ‘k in a band n) can be
~ written in terms of a Bloch sum lo'fv afd'mic wave furictions.

"bn a s

v® = % e!R g (r-R) S (I1.35)

- where N is the number of atoms in the crystal and the sum
is over all the crystal-lattice sites. If we introduce
this expansion for ¥,(r) into the equation

for the form factor, Equation A.19 we get

' _ B 1 3 L o _ikeR 19°ry-R]
F(q)——Fk()———Z d°r, ¥ _(r,-R e
1j ntd NN(2 )3/2 = J- Ty n( 2R) e

(I1.36)

and the square of the form factor is
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|Fent@|” = AN P 5G| B +0) | (11.37)

The wave function 2o (K+G) is the'F‘ou'ri‘_er
transform of ¥,,(r) and G 1i{s a reciprocal
lattice vector. It should be noted that we meésure
2 IFy (@I 8(6-6,0).

The summation over n’ is ovérb bands Which‘are close to
n where eitherlthe.r.e 1s a degeneracy at.a point k in the
first Brillouin zone or =a near. degeneracy wheré
instrument.ali reso‘lution allows mixing of the bands. The
form faétor Frnlq) will be non-zero at a éiven
'b,indving energy 6" for some momenta q, provided that-
thés.ev<q sati.sfy'the dispersion relation

& = & (k) = §(q-G) = E; - E - E, : (11.38)
Restricting m‘easurél.'nen‘t'o"f q to within the first
Brillouin zone (i.e., G=0), there will be at most one

non-zero form factor for a given q within a single band.

In essence, the form factor maps out the dispersion curve
€,(k) in the first Brillouin zone. Outside the
first Brillouin zone ka[q) is non-zero for.
G #= 0 as well. This analysis is very complex if q

is not in the direction of one of the reciprocal lattice

. : Al
vectors, G, . It q is along G, then the
form factor is non-zero for a series of equally spaced

momenta
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q=%k + mG; m = 0.1,2... (I1.39)
at a given energy'é‘n[k]. The magnitude of
Fk.n(‘i) de.pends'.on. the magnitude o.f the
momentﬁm-space wave function d’k.n' .Since

$p, rapidly goes'to zero for lla'rge momentum, the
form factor will wvanish béyond only a few Brillouin zones.
The amplitude of the form factor measures the probability
of a gliven state with energy ¢ and m.omentum q, therefore
the count rate can be int.erpreted as related to a two-
dimensional density of states N(~6‘(.k),k) within the
‘first Brillouin zone. Near the zone boundary there_is"a

dip in form factor. At the zone 'boundary the wave ft_.m'ction
has the form

o= | k> k> ] » | (11.40)
Since the form factor is a function of momentum g, not
crystal-momentum, only one of these states cdnfributes to
the form factor which falls to half its value at the
boundéry. The width of ’the' dip is dependent on the width

of the region of mixing of states which is given by

bk, = V—E(G) kn (I1.41)

n

where k, and E, are the momenium and energy at the zone
boundary and V(G) is the matrix element which causes the
mixing of the itwo states in Equation II.40.

For a polycrystalline sample the form factor is
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averaged over all directions and therefore is approximately
constant for q up to the Fermi momentum, i.e. the dips
“will be.smooth'ed out. For h.i.ghly anisoiraopic m.aterials,v
however, the form factor should fall off niore gradually and
approach zero as (¢ approachebs its maximum value on the

Fermi surface.

The case of nearly-free electrons is more nearly the

same as its simple counterApart'exa'mple. The form factor is
given by
3 :
A2 - . '
Fe@ = ABEE s(q-k) | (11.42)

where V is the crystal volume and the dispersion relation

is
e) = e(0) » 2O | (11.43)
_ Megs ‘ , '
where mg is the effective mass. The gradient term

invKuatvion I1.29 is ty‘pically very small so the cross

section reduces to

do mP, do ‘ : ’ T
= — 2 nvVas . : (I1.44
I AN,AE, ~ 43 [ To ]M k,q | J

where n is the number of valence electrons per unit volume

of the crystal.

The distribution will extend up to the Fermi energy
and will be zero above it. There will be dips in the
distribution at the zone boundaries for the cfystal case as

described abovwve,
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There is an interesting discussion of the (e,2e) cross
section for the hybrid s-d orbitais of Cu given by Levin et
al [107]. They present the s-band electrons as nearly free
electrons modeled by an drthogonalized plane-wave method
. and the d-band eleﬁtrons modeled by the tight-binding
scheme. A more simple example of hybridization for the
N, r_noilecule is discussed by Neudachin et al who also
include some discussion for solid Al and the ionic crystal
KCl1 [124]. |

Since the cross section depends on the momentum q
of the electron in the target and not the crystal momentum '
k there is no reason why the spectral momentum density
cannot be mapped out for amorphous solids as well. The
oﬁly difficﬁlty is interpretation of the results. There can
be no measure of the dispersion cu.rve (k) for
amorphoﬁs solids bec;ausbe k is not a'good'q'uantl..un_num.ber_
fo_r them. The theory of band structﬁre for crystalline
solids rest firmly on the assumption of crystal
translational symmetry, 'therefore' there is no simple
justification f.or the presence of band structure for
amorphous solids. However, physical intuition would
suggest that amorphous solids must retain at'lieast some
‘vestige of this fundamental property of crystalline solids,
which they resemble in so many ways.

Ziman has proposed a model for the valence bands in an
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amorphous material based on trial wave functions which aré
constru‘cted ocut of linear combinations of bond orbitals
(LCBO) [193]. Thé model is quite similér to the tight-
binding crystal calculations based on linear combinations
of atomic orbitals (LCAQO) and .has a similarly
straightforward interpretation for the (e,2e) cross
section. The expected nature of the band stiructure of
amorphous materials will Se.taken up in Section VIII on the

interpretation of our a-C spectrum.

4. Relation of measured cross section to (e,2e) cross

section

.The measured scatteringb cross section of the
- spectrometer is closely r‘elatved to the (e,2e) croés
sections, but .it 'is broadened and distorted .by several
~factors includin‘g inelastic background, instrumenfal
bréadening, .and. multiple sc'atte-ring. . Through data
analysi's, most of these effects can be deconvoluted and é
reasonable estimate of the spectiral momentum density can be
exfr'atted from the data. First we discuss the relation of
the measured cross section to the (e,2e) cross section and
the physical processes involved in the broadening. Then, a

formalism is outlined and derivations of the general
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formulas fof deconvolution are given. Appendix B contains a
derivation of the scattering functioﬁ and relates the
multiple scattering to ‘the‘ quasi—eléstic functions
discus'sea in Section II.A. The‘details of the numerical
analysis technique used anc} an outline of the error
analysis are outlined in Appendix F. Specific'-examples of
applicatioﬁs of these techniques are found in Section VIII.
| Much of the-theory developed hére is based on work by
Fields on ineléstic electron scattering [59]. The paper by
Jones and Ritter develops this approach for (e,2¢e)
scattering [90].

The corrections m.ade to the measured cross section can
be separated into three categories: inelastic background,
in_strumental broadening, anc_i‘ mult'ipl'e' scattering‘. The
backéround analysis is fairly.straightfor.ward and can be‘
accomplished by algebraic manipulations of the"data.. ‘This
is described in Section 1V, Corrections for instfumental
Abroad.en'ing and 'multiple scatteri‘ng are much more
cornpliéated. ‘The analysis of these two eff.ects can he
performed simultaneocusly using deconvolution techniques and
Fourier analysis. Multiple scattering in (e,2é)
scattiering is . caused by the processies referred to as quasiF
elastic sc.attering in Section II.A.

The kinematics of an ideal (e,2e) event were discussed

in Section III.B and are shown schematically in Figure
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a. Kinematic diagram of an ideal (e.2e) event. An
incident electron of energy E and momentum k, scatters
with large energy-momentum transfer off an electron in the
target whose energy and momentum prior to the interaction
was & and q,.- The two electrons emerge with
energies E°’, E*, and momenta k°, k". ' ‘
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b. Disgram of (e,2e) scattering in a film of
thickness T, which includes multiple scattering effects.
The energy and momentum of each electron immediately before
or after the (e,2e) event is shown in parentheses. -

Figure II.5 Kinematics of (e,2e) Multiple Scattering.
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I1.5a. A more i‘ealistic picture of the scattering is
illustrated in Figure II.5b. The incident elettrén'enters
a ta.rget of thickﬁess T and tr.avels' a distance T before‘
the (e,2e) event. The eiectron loses' aﬁ energy &, and"

transfers a momentum q, to the target in'traversing

this distance. due to small energy-momentum tra'nsfef
Eoliisi.ons with the target. At some infinitesimal distance
before the (e,2e.) event the incoming electron has an energy
E-él én.d morknentu’m k-gq. This electron
undergoes an ideal i(e,2e] event and‘at an infinitesimal
distance,a'fter_ward.s, the two outgoing electrons have
energies (E" + &), (E"+ &) and mcmeﬁta

}J, (k"+gq,). The two electrons lose

(k*+q 3

2

.e‘nerg.,r.ie‘s 82,83, and transfer momenta q, »
q respectively 'asv, they traverse the target and exit
the target with energies E‘, E* and momenta k',k".
Furthermore, there is an uncertainty in the measured values
E, k, E', kx’, E", k" due to the non-ideal
resclution of ‘the beam source and the analfzers. |

T he measured Cross s ection
R'(E,k,E', k", E",k") is related to the ideal

(e,2e) cross section ﬂi'v(E-é‘l,k-ql,E‘ﬂ?z,k';qu,E“+6'3,k"+q3)

with a measure dE' d°k’ dE" a’k"™ dr by
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. T . . .
REKEKE" k") = I dr J.dgql dng d3qEl J-del de, deg
0

—y
d4? L *+ (4 n [1]
X {M(e”ql;}z’?) : ﬁ(E—gl,k-ql,E +Ek +q E +E5 k" +q, )
1 . .
d4.§;' d‘}?,, .
X -———dng dez(ez,qz;E +€5T" ) m[ewqa“?*ezfr"] (11.45)

The effects on the ‘incident beam of smearing due to
multiple scattering and spectrometer resolution are
contained in the function ®: the functions @

and ®'' are similar functions for the two scattered
beams. T' and T" are the path lengths of the electirons

after the (‘e,2e) collision, where

‘ T - 7
T = % ~
k' - k
' (11.46)
" T - T
™ = x—%
kll » k

These are approximate relations, since the path leng"t'hS' are
actually longer due to multiple scattering; this
approximation will be discussed further below.

The kinematics of the (e,2e) collision an.d the
geometry of the specirometer actually limit these cross
sections to functions of four variables. The input energy
and momentum are independent variables. In terms of these
variables the kinematic relations froml_Sectioh I1.B require
that

E +e =E + E” _ (I1.47a)

k + q, = k' + k" v ' (I1.47b)
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and the spectromefer geometry requires ‘that

E = E" (= K] = k")

kg = - k.e"_-

ky = k" | | (I1.48)
since the arms aré placed symmetrically about the
spectrometer axis. Therefore, the cross sections may be

written in terms of the variables E; = -§,,

and kg =-q, as

R k) = R'(E,k?E—TE_Q,k',F—;:ﬁ,k"] | (I1.49)

" There is an approximation in applying these conditions
since the finite resolution.o.f the spectrometer allows
uncertainties in‘the measured quantities. These
approximat_ionsare valid since thé energies E, E’, E are -
on the order of .keV and the scatiering angles are near
45°% whilve .the uncertainties are much smaller, on tﬁe
order of 5 eV and 0.2 milliradians. |

The same appro,ximations.can also be used to simplify

the % functions. " The $ functions vary slowly
with electran Ienergy, S0 the approx.imations |

€, << E | |

€g << E™ " (11.50)
allow tﬁe substitution of E' for E‘+&, as an argument
of ' in Equation I1.45 (likewise for #"). Further,
the épproximations

€ << E

€g << E, E', E*
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A N A fa)
k' - k = k" - k - (11.51)

‘allow E/2 to be substituted for E' and E” as'arguments of

' and ?",.re.spectiyely.

The increase in thve el.ectron path length due to
multiple scattering is negligible if the momentum transfer
for each scattéring is small and only a small number of
multiple scatterings are considered in the analysis. The
épproximation in 'Equation 11.51 implies that T = T"

We can now rewrite Equation II1.45 with the new

functions R and & including the approximations ‘to the

afguments of the $-functions:

T .
Rlegk,) = J- dr J-daq1 d3q2 d3q3 J-dt-:l de, deq
0 .

—_
d‘® , :
’ {daq de,(el’ql‘E’T] * RE,-€-€y-€3kg=q,-q,~q,)
1 .
. X d4}?‘ €2, 'ET'J d4_§—’)" c.q .E.Tv) (II-S.‘?)

By a change of wvariables,

€ =€ =€ + & + & q = q'=4q *+q, * qg
62‘ = 62 + ea qz‘ = q2 q3
€5 = €4 qg" = q, (I1.53)

Equation II.52 takes the form of a convolution between {

and the % functions and can be written in terms of_a
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single smearing function P(E,q;E.T) as

R(E k) = J'daq J- de [m(Eo-e,ko—q) .‘I’_(e,q;E,T)}

. T
- 3 ' 3 ’ ’ . d4¥ - ' - [
where .‘f’(e,q_;E,T) = IO dr J-d q, d q, J-dss2 deq {——daq de[e ‘z—:z q-9q, )

i afg

e e —B e 11.54
X d3q2' dez'(e‘z €34, qa] dsqg'deaf(ea q, ]} ( a)

or in the more compact convolution notation

RE k) = R ® F(e,qET)

' ' r T 43 43, -
where #(e,q:E,T) = J- dr :? ¥ o 3d.? - @ 3d ¥
| ' o \Pqde  d’q dey o) dey

(I1.54b)

Two problems remain in the deconvolution. Equation
11.54 must be inverted so that R can be calculated from
the measured'cr’oss section and_ the smearing function.
First, howev.er, the smearing function must be evaluated.
This long, butvver.y' important'calcula.tion is performed in
Appendix B based on the work by Jones and Ritter [90].
There, aAn analytic expr.ession fovr'the-Fouri.er transform
T of % is evaluated in terms‘of the quasi-elastic
cross sections discﬁssed in Section II.A and Gaussian
instrumental broadéning functions. The Fourier transform
of the smearing function ¥ can be evaluated in terms of

eleven experimentally determined parameters; ag, 3,
ay ] bg 5 bx 3 by 3 qU 5 qE s qc s VZ a n d Va b y

combining'Equations B.6, B.7, and B.13. . This can be
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invefted using standar.d Fast Fourier Transform (FFT)
numerical techniques to give an expression‘for the smeéring
_func.tion ?.

The whole purpose of this analysis is to extract the
(e,2e) cross séction from Equation II.54. There are mény
well established numerical techniques for performing this
'dec.onvoll..ltion (see for example Reference 31). Two
a_p;jroaches_which we have used in the deconvolution of our
dafa are discussed in Appeﬁdix F. Further details can be

found in Jones and Ritter [90].



III. SPECTROMETER DESIGN
A. General De's_cription

The spéctrometer constructed at VPI is a prototype
machine for the investigation of (e,2e) spectroscopy. in
solids. It has much in common with other ellec'tron
'spectrometer_s and incor_porates rﬁany componenis used on such
mazchbines, in particular atomic _and} molecul_ar {e,2e)
spectrometers [3,_30,1'14]' and inelastic electron energy loss
spectrometers [67,142]. In fvact, almost all of the
apparatus used are based on existing designs and were
chosen'to fit thé specific needs of this experiment.

All electron spect'ro‘meter‘s.'share four basic barts:'an
electron source, a dete_ctor; an énalyz‘er,v'and an electron
optics system to link these together.

Figure 'III.l shows é block diagrani_of our
spectrometer. The ultra-high vacuum chamber includes a
target chamber and four beam arms wﬁich house these basic
.pvarts.‘ The beam arms all lie in the scattering 'plané with
the [é,e'] arm colinear with the input arrn' and the two
(e,2e) arms fixed at 45° with respect to this axis.
- Table III.l lists some of. the operation parameters for our
spectrometer and compares them 1o previous work by others

in the field.
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Figure III.1 Block diagram of (e,2e) Spectrometer
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Table III.1 Design Parameters for (e,2e) Spectfometer

Previous

10 2Torr"

VPl Specirometer
Measured Design Spectrometers(‘]
‘Incident Current I ~3S0pA 100uA S0.1pA
Incident Energy Eq 10-30keV 25keV ~10keV
Energy. Resolution AE 3-5eV leV 15-150eV
Energy Range IEy| ~100eV <500eV --
-1 -1 -1
Momentum Resolution Aq | 0.2-11A 0.2-1.1A 1-28
-1 o=l
Momentum Range q _4A 7A -~ _
Count Rate N 0.1;0.2Hz | 0.1-1.0Hz 0.01-1.0Hz
Stastical Count Error AN ~57 57 -- ,
Target Vacuum P 10™%Torr | R5X1077Torr

®Based on
‘(Reference

data
3):

collected by Amaldi et
(Reference

Camilloni et
Krasilnikova and Persiatseva (References 100 andllol).

al

al
30);
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Important guidelines for design of this spectrometer
are highlighted in the equation for (e,2e) count rate

" N(E,q) derived from 'Equation 11.33.

NED ~ I (5]t 1r@P 6o Eﬁ;—% Sy

The inherent low count rates of coincidence experiments
place paramount i‘_mp'ortance on maximizing N.(E.q) which
can be varied'by adjusting»lthe incident current Iy,
target thickness t, momentum. resolution Aq, energy
resolution AE, and incident electron.ene'rgy E;. The
count rate is particularly sensitive to the incident energy
and momentum resolution,

The single most important constraint in choosing an
electron source was the need to maximize count rate. Qur
spec'trdmévte’r was. designed to operate at an intensity of at
least one thousand times that of plrex)ious machines. In
addition to higﬁ.intensity, our Pierce-type' electron gun
Wi’th a spate—charge—limited diode electron source offers a
well defined béarnl with reasonably low thermal energy
spreéd. | |

A high gain electron multiplier tube (EMT) is used as
a detector to meet the requirement of a low intensity,
coincidence de‘tection scheme, l.e., the ability to detect
single electrons and the fast response time necessary for

compatibility with coincidence electronics.
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Both an energy analyzer and a momentum analyzer are
réquired., For both. of these systems, our choices were
limited_-by the physics of the solids studied and furthér
constrained by‘me.chanical considerations in building the
spectrometer. The dispersion curve for a typical valence
band spans an enefgy of tens of eiectron volts with a
Brillouin zone width. of up to a few inverse ang'stroms.
Based on these dimensions our spectrometer was designed to
have an energy range of several hundred elec’troh volts with
_av total energy resolution of 1 eV. The .simplicity of the
Wien filter and iis straight—thi‘oqgh geometr'y facilitated
design of the other electron ‘O}ﬁtics and such an analyzer
is aﬁlé to fulfill the modéstv eENnergy resoiution an‘d'ahgular_
acceptance we need. Th.e desire for leV; l‘eso_lutibn is
facilitated by Litilizing a retarding field a.naly»zer'j which
requires only é'modést resvolv‘ing power from the energy
analyzer. A momentum range of a féw Briliouin zone widths
‘'and momentum resolution of ~ 1/10 of the width of a
typical Brillo‘uin zone is necesséry for useful study of
momentum distri_butions.. However the strong dependence of
the (e,2e) count rate on the momentum resolution means that
‘count rates are véry'low at this resolution. We opted to

design a wvariable range momentum resolution from

-1
0.2 < Ag < 1.0 A , by wusing a wvariable

magnification constant-focus . zoom lens. Determination of
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. gl
the momentum with a precision of Aq = 0.2 A

-requires that the scatiering angle be measured »to better
than 3 mrad. It would be prohibitively difficult to mové'
the_ detectors mechanically and maintain this preciision.
therefore we chose to employ electrostatic deflection vin
our momentum selector with fixed beam arms.

The incident energy YE,D of the electrons striking the
target is another major design paralﬁeter. Again,
conflicting reduiréménts. act to narrow the ranée of useful
energies. At lower energiés vn'lultiple scattering 'becorn'es'a
‘serious problem even for \)ery thvin targets,»rso it is
advantageous to use as high an incident energy as péssiﬁle.'
However, the count rate decreases vrapidly with increasing
energy. A reasonable compromise is achieved at incident
energiés near 25 keV where the minimum thickness of self-
supporting films is on the order of one mean free path.

Together, the requirements for high voltage incident
electrons, a zoém lens, and compétibility with the electron
gun, energy analyzer, and morn‘entur'n analyzer provid.evmore
than ample guidelineé for the electron optics system
design. |

Several auxiliary systems are necessary to complete
the spectrometer. An ultra-high vacuum system is needed to

minimize target degradation and magnetlic shield is required
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to reduce the effects of magnetic fields on the electron
beam trajectory. These place further restrictions on the
matérié_lls that can be used in construction of the machine.
The long 'collectionv times ‘necessitate that the spectrometer

be interfaced with a computer to aid data acquisition.

- B. Machine components
1. Overview of electron optics

The electron optics of the spectrometer form the
nucleus of the machine. The following'sec_tiovn‘desc’ribes
the electiron o‘ptics from a functioﬁal point of. view,
describing the trajectory of the electron beam and 'the
opération of each of the cdmponents in order. The details
of theory and dimensions are relegated to Appendix C, so
that one can gain an appreciation for thé overall system.
The basic concepts and definitions of electiron optics are
also found in this appendix. ‘Reference 143 offers a more
concise déscﬂption of our aéctron optics, reviewing the
critical factofs which héve'entered into the design of the
spectrometer. o

Figures III.2 and III1.3 trace the beam profile through
.the lens columns. The irﬁagesof the cathode (pupil) are
labeled with arrows, while the window images are denotied by

bars.
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The eleciron source employed in our spectrornet'er'is a
cbmmercial electron gun (Cliftron_ics modified 3k/5U). It
is a Pierce—fype e.lectron gun which.employs a section of é
space—charge—limited diode with a soft-cathode filament as
its source.: Thi“s type of gun was chosen over other more
conventional types, e.g. triode guns, because it produces a
beam of known curreni density and geomeiry and higher total
currents. | |

Under normal.operating'conditions, ‘the electron gun
produces a  virtual image.of‘ the cathode with an emittance
(see Appeﬁdix € for definiﬂon) of 0.2 cm-mrad and a beam
_currenvt'of,Nl'O:-IO.O;iA at an anode voltage of 1.0 keV.'
This _‘image acts as the init.ial ‘pupil‘ image for the system
and is located 1.1 cm before the anode aperture in the
~space-charge limit, The anode apertl._u_'e,viﬁ general, acts
as the initial wiﬁdow image. A summary of the:properties
of electron gun are shown in Téble IIT.2 and a schematic
diagram and an voufline of the theofy_are found in Appendix
C.3. | |

The Einzel lens in the electron lgun assembly focuses
the wvirtual pupil into the cénter of another Einzel lens,
the Field lens. This lens is able to then adjust the
location of the window (or equivalently, the pencil.ahgle
of the pupil) without affecting the location of the pupil.

The location of the irhage of any object positioned on the
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Table II1.2 Properties of the Electron Gun under typical

operating conditions

Anode Voltaege
Thermal Voltage
Cathode-Anode Separation
Anode Aperture Radius
Cathode ‘Aperture Raduis

Vyy = 1000V

Vg = 0.1V (T#1200K)

= 3.68mm.

D
I = 0.775 mm
rC

= 0.394 mm

Property Symbol Units Theory Experiment.
Space
Charge
Normal | Limit
{ Virtual Pupil '
Radius Tp mm 0.111 1 0.083 --
Pencil Angle 0p mrad 7.5 7.5 --
~ Beam Angle 8y, mrad S3. 70. --
Emzittance cm-mrad 0.17 0.13 0.4 = 0.2
Helmholtz-Lagrange HL cm-mrad-VY2 53 3.9 13 £+ 6
' Constant v
Perveance pA-v~3/2 -- 0.32
Emission Current Ian mA -- 10 1-5
Beam Current , HA -- -=
Current Density J mA-cm ™2 -~ 540
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first principle plane of a lens is unaffected by the focal
properties of the lens and any lens employing this
principle is called a field lens. The Field iens focuses
the window so tha_t its final image from the High Voltage
lens is _at infinity. |

The next two Einzel lenses form a variablle—
magnification constant-focus “zoom" lens similar to that
described' by Gibbons et al v[6‘7] and Ritské [142]. The
pupil image in the Field lens is focused by the zoom lens
to an intermediate image which, in turn, is projected by
the _High Vbltage lens onto the ‘target. By using different
combinations of settings éf the Zoom 1 ar.ld_Z‘oorn 2 lenses
the bsi_ze of the. intermediate imége can be varied without
changing iifs position.. Changing the size ovf‘the
intermediate image results_ 1n a p‘roportional change in the
size of the image o.n the target. Since the emittance {(the -
product of the radius t"imes the pencil angle) is a constant
for a g'iven image,‘ this‘ amounis to being able to vary the
anéle of i'hcidence of the eleciron beam on the tafget.
Usiné oniy the Zoom 2 lens results in the largest angle of
i‘nciden‘ce (as shown by the solid line trajectiory in Figure
IIT1.3), while using only the Zoom ! lens results in
smallest angle (broken line trajectory), with intermediate

angles attainable by a suitable combination of both lenses.
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Under normal operéting conditions (I kV anode voltage, 25
kV high voltage) the angle of incidence on: the target is
vériabl.e from 1.3 to 7.7 mrad with 'corresponding beam radii
of 304 to 62 um.

The angular divergence  of thé beam on the target is
directly related to the momentum resolution Aq in the
small angle _approx_imAation (see Equa‘tion 11.32). The stated

angular limits of the zoom lens correspond to a range

' -1 .
6.2 s Ag £ 1.1 A . The count rate for

(e,2e) scattering ‘is prop§rtional to Ag?, thus the zoom
.]ens provides important flexibility in balancing the
conflicting requirements of higher count rate and ma'}iimuin
momentum reso,lutior_x. The factor of & in momentum -
_resolution transiates to an increa.se of over 1000 in 'vche'
couni rate. |

The intermediate pupil image fr'o'vm the zoom lens 15
bfocused onto the target by a high voltage modified .gap
léns. The.Fiveld lens is adjusted so that a window image is
placed on the low voltage focal point .of the High‘Voltage
1ens'; this projecis the focal image of window to infinity,
Therefore, the beam angle is zero and that the angle of
incidence on the target is equal to the pencil angle, The
high voltage lens operates in a range of 20 to 30 keV in
the (e,2e) mode and half that in the elastic mode.

Within the target chamber there are several four-
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quadrant cylindrical alignment deflectors that adjust the
position of the beam on the target. Therg are two 1.3 cm
long sets of deflectors at the entrance to the chamber and
a set of 2.5 cm .long deflectors at the exits for each
output arm. Just to the target éide of each of these seis

of deflectors are 2.5 mm diameter alignment apertures. The

size (& 1.5 times beam diameter) of these apertures
is large enough to.avoid vignetting, but is sufficien.tly
small to aid in alignment of the beam. The momentum
"analyzer is also in.the tarvget chamber; it will be
described at the end of this section.

- The fe,e')l beam arm High Volta‘ge lené and Zoom lens
are mirror irhages of the input arm. The beam spot on the
target is imaged into the first a.pertu_re of the output arm
by the High Voltagé and Zoom lenses. The second aperture
defines the accepted solid angle (window position ) for
electrons leaving the target. The initial output window
which is focusedvin‘to this aperture is at infinity (zero
beam a‘ng.le'ét térget). The first apierture is al»so‘the
Field lens Whicﬁ allows the necessary degree of freedom to
focus the u}indow .into the second aperture. .This field lens
is a three-aperture 1en.s. The filiing factor in the Field .
lens is unity, since this lens itself acts as a limiting

aperture. This is, in general, a bad design for electiron
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optics ‘because of the vresvulting aberrations. This
unorthodox approach is used because: (1) there is an im‘age
in the first aperture whvich reduces the aberrations
associated with large filling factbrs; {(2) it is péssible
to obtain short focal lengths with gquite low voltages
between the elements of an aperture lens due to the small
diameter of the lens; (3) the; total number of lenses
necessary 1is reduced considerable by this approach. No
significant effects of excessive aberration have been
obs'_er'ved és a result of this technique. |

" There is a set of four-quadrant cylindrical alignment
deflectors between t'he'Zoom lens and the Field lens to
position the beam in the center of the first aperture.
| The ‘function of the energy analyzer is to select a
small_rahgé of fﬁe énei‘gy spectrum from the image of the
target-defined by the first and second apertures. The
most fundémental comﬁoneﬁt_ of our analyzer is the energy
dispersing element,'tﬁe ExB velocity analyzer of the
Wien filter [183]. The characteristics- of the Wien filter
are what ul-timétely determine the properti.es of the energy
analyzér._ The analy‘zer also has a decelerating lens,
accelerating lens, and other optics elements designed to
adjust the images; A retarding field analyzer design is
utilized, which greatly reduces the requirements for energy

‘resolving power.
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- The Wien filter was chosen as the energy dispersing
element of our system primarily because of its simple
deéign and straight-through geomeiry which facilitated
construction. The dispersion factor for the Wien filter is
not as good as that of other analyzers that Arn'ight have been
chosen [73,98,150], i.e., herﬁispherical, cylirlldric‘al, o.r
Modlienstedt analyzers. However, we require only
modesi energy r_ésolution and limited angular acceptance.
The lov/.' count rates involved require that the analyzer hals
a high transmission gefficiency ;"our analyzer is aé good
as or better than other types in this respect. |

The Wien filter dispérses the elec‘tr'on beam in the V-
directi"on, that is in the direction Of, E out of the
scattering pléne. An imége of the first ape.rture is formed
at the entrance of the'Wie'n.filter.in this dispersive

direction. The analyzer is designed to focus this image on

the exit plane of the filter. Chromatic aberration of the
image results in an energy dispersed ‘image. A virtual

aperture_ét the exit plane .d-eferm-ines thevenergy resolution
of the spectrome'ter. |

The Wien filter is configured to pass electrons with
an energy eVg with respect.to the common pdint of the
cutput arms. This common péint is held at a voltage V,

above room ground, so varying Ve, Selects the energy (with
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respect to room ground) of the electrons' that pass through
the filter.

The energy analy.zekr has several subunits in addition
to the Wien filter as shown in Figure III.3. These
. additional elements are designed to focus the eleciron beam
for 'optimumk operation of the Wien filter. Electrons from
the target are de.celerated'to.a. voltage Vg,
‘typically 500 V, by the cutput High Voltage lens. They
are further décelerated by a gap lens located between the

first and ‘_sécon'd apertures to a wvoltage VEI!

typically 100 V. This arrangement has the advantage that
the _actua'l analysis is carried out at low energy with a

moderate resolvi.ng power (eVEl/AE ~ 200) After

lleav_ing the Wien filter the electrons are accelerated back
to the voltage vzn and are .fo;:uséd on the energy
slit..
| ~Quadruple lens are incorporated iﬁto the energy
analyzef to compensate.for the asymmetiric focusing of the
Wien f.ilter. Quad lenses (see Appendix C.2 for =&
discussion of the geometries and focal properties of Quad
lenses) act as converging lenses in the non-dispersive
plane and as diverging lenses in the diépersive plane
before the Wien filter and vice versa after the filter.

An einzel lens is added immediately before and after

the Wien filter to allow the image of the first aperture to
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‘be focused at the correct location. For optimum operation,
as illustrated in Figure III.'3,_ the decelerator, quad lens
~and input Einiel lens should combine to place an image of
the first aperture -at the entrance to the Wien filter in
the dispersive plane. The Wien filter focuses this i'm.age
~at the exit of the filter and the output.Einzel, quad lens
and accelerator combine to éocus a final image of the first
-aperture on the energy slit_‘. Iﬁ the non—‘dispersive plane,
the decelerator and quad lens form an intermediate image
which »the input Einzel focu,ses‘ at the center of the Wien
 filter. in this plane the Wien filter is 'transparevnt to
the 'electron beam. This i‘rhag.e-is focused to an.
intermediate im.ége by the output Einzel which is_then
projected on the e_ﬁér_gy slit By the guad lens.ahd
accelerator. |

The width 6f the enerlgy slit in the divspersiﬂve.
direction defines the energy resclution of the analyzer.
The size of the virtual image of the energy slit produced
by fhe a‘ccelerator.,'quéd lens, and cutput Einzel at the
exit of the Wien filter relates direétly.Ato the dispersion

width y of the Wien filter (see Appendix C) in

determining the 'energy resolution. The analyzer was
designed to have a resolution of 1 eV (FWHM) and -has a

typical measured resolution of 3-5 eV (FWHM)J.
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The resolution of the energy analyzer has been
empirically determined from a scan of the count rate versus
energy loss for quasi-elastic events in both the (e,e’) and
(e,2e) arms. The width of the zero energy loss peak is a
good measufe of the energy resolution of the spectrometer,
including the eﬁergy. analyzer and the thermal spread of the
electron gun. The measured width of the elastic p.ea'k has
been as small as 3 eV (FWHM) at beam current of 40 pA,
however typical operation 'has'a measured width of 5 to 7 eV
(FWHM) (see Figure V.1).

Electrons which pass through the' energy slit continue
down a 10.7 cm long magnetic‘ally'-s‘hielded drift tube to th.e'
EMT. 'Anofher set‘ of four-quadrant cylindrical alignment
deflectors is locatedkju's_t after the energy slit to deflect
the beam onto the first dyﬁode of the EMT. A description
of the detector and the coincidence pulse electronics is
given in Secfion Iv. .‘ |

There .are ‘some minor differences betw‘een’ each output
arm’s ellectron optics. .In the (e,2ve) mode the outgoing
‘elect‘rons in the 45° arms have half the energies of those
in the (e,e’) arm. This is primarily compensated for by
lowering V,; and all the other voltages in the (e,2¢e)
arms by a factor of two so as to maintain the voltage
ratios. Minor differences in the high voltage insulators

in jﬁxtaposition to the High Voltage lenses hecessitated.
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sllght .modificatibons in the design of the (e,2¢€) High
Voltage lenses; these lenses were computer modeled to
a;:hieve similar fOz'_;al pfoperties to. the (e,e’') lenses (see
A}ﬁpendix CJ.

Another difference relates td the size of the target
beam spot imaged by the output optics.-' The spectrometer
was »des-igned so that the Helmholtz-Lagrange constant (see
Ap'pendix C for definition) of input and output beams are
equal. 'The size and pencil angle of the (e,e’) beam spot
is equal to the input beam épot-. However, geométry‘

dictates that the optimum spot size of the 45° arms is a

factor of 1/42 smaller than the incident beam

diameter; conservation of the emittance requires that the

pencil angle be a factor of ﬁ.larger' in the (e,2¢e)
beam. The beam spot size of the target is determined by
the F;’eld lens aperture,. therefore these apertures are
‘different for the (e,e') and (e,2e) lens columns.

The momentum analyzer selects the 'morne'ntum q which
will be accepted by -’Lhe detectors by controllingv the a.ngles
é and ¢ of the electrqn beam. This is accomplished with
elecirostatic deflection by using sets of two _pairs of
parallel plates which act in tandem to vary the beam. angle
of the electiron beam at tﬁe target without appreciably

changing the position of the beam spot on the target.b
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There is one set of deflectors before the target with the
plates oriented parallel the scattering plane which varies
the angle ¢ thereby selecting momenturﬁ 'q in the y-
dixj.ec.tion perpendicular to the incident beam. There are
two se.ts of deflector.s after ithe target along the (e,2e)
beam arm axes. These plétes are oriented perpendicular to
the scattering plane and select momentum q in the =z-
direction parallel to the incident beam. Figure III.4
shows the relative position on these deflectors in the
target chamber and E‘igure II'I.S'i.l"lu'strat'es th.e geometry
involved.

A detailed analysis of the electrén optics of these
deflectors (see ‘Appendix vC) shows that if the deflector
voltage V, = 3\/1 and the distance betwéen the pairs of
plate‘d S is twice the distance between the plétés and the
taréét D then to first order the beam spot location_ of the
tbarget is independen{ of the incident an.gle (see Figure
- C.12). . Further, in the éméll angle approximation, the

deflection angle & (i.e. elther ¢ or ej, is given by

v

X 17# (%) - (111.2)

‘where eV is incident energy, L is the plate length, and
A is the plate separatio_n. Higher order ef.febcts and
specific dimensions are discussed in Appendix C. The

deflection angle can be directly related to the momentum
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q by Equations II.21 and II.23..

The deflector plate voltages are controlled by thé
computer. The automation is described in Section IV and
the electronics are described in Appendices C and D. The
momentum transfer was calibrated versus the computer
controlled wvoltage by m'easuring the Bragg diffraction

spectra of thin microcrystalline Al films (see Appendix C).
2. Voltage Distribution

A fundamental featuré of high-energy (e,2e) scattering
is the necessity o_f having two of th.e. three major elements
of the specirometer -- eleciron gun, target chamber, and
detectors.  -- at a high potential. We chose_to.p.ulace .the
output arms near room ground td facilitate: coupling the
éigna'l p‘ulses from thle dete#tors to the pulse electironics.
The tai‘get chamber is held at a positive high vol'tage HV,
(typically +12.5 kVJ. The cathode of the electron gun is
at a negatin./e. high voltage HV_ ‘(typic.ally -12.5 kV) and
all‘t'hebinput electron dptics voltage supplies float on
this potential. The output arms, including the electron
'lelnses, energy analyzer, and EMT, float on a variable
voltage V, which has a range of 0 to 80 V.

In the elastic scattering mode, the input arm .ground
(HV_.) is set to room ground and the target chamber ground

is set to HV,. Electrons from .the gun are accelerated
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towards the . target through & potential difference of HV,.
These 'electro__ns can undergo an élastic: collisipn and/or
loée a small fraction of their energy throuvgh small angle
scattering within the targAet. They are then decelerated by
an amount (HV+ - V,) as theyv move down the output arrﬁs.
The energy analyz.er is floating on the potential V,, thus
electrons with a potential energy eV, (relative to room

ground) are allowed to pass through the Wien filter into

the detector. Therefore, the energy loss is E|;"

V_b.' In the elastic mode the‘only voltage that must be
accurately known then is V. | |

Thé situation fs somewhdat more com‘plica:ted' in the -
inélaStic mode. The eleciron gun cathode is held at HV_
and the target chamber at HV,, so thét an electron
striking the target has an energy e(HV, - HV_). In
inelastic scattering the incident electfon' loses a small
energy in an inelastig collision with an e.lectron.v In an
{e,2e]} collision at N4.5° scattering anglevthe incident
energy  is shared approximately equally between the
scattered and recoiled electrons. The 'électrons entering
the output arms are decel.e‘ra'ted by an amount (HV, -
_Vb). The kinematic energy conservation expression vfor
(e,2e) events, Equation II.9a can be expressed as

E, = (2V, - AHV)e ' , (II1.3a)
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where
AHV = HV, + HV_ = IHV | - [HV_| . (I11.3b)

An abcurate determination of the binding energy Eg 1n'an'_
(e,2e) event requires knowledge of both Vg and AHV.
| Determination of V, poses no serious problem since
it i's a 'relatively small voliage. " A standard volitmeter can
measure V, by recording the potential _di‘fference between
the output arms common point CPD.ahd thevcovmputer control
rack common point CP,. This {/oltage difference ca‘n be
m‘onrito.red .to. wi‘l‘l.hin X~ 10 fn'V~by the meter used
(Weston, Model 1240). |

| ~ There is some di:screpancy be-tween. the digital voltage

com+ and the actual

signal from the computer, V
binding voltage, when the binding energy Is under computer
control. This can ‘be expressed as

(111.4)

Ve = Y Veom .+'Avcom .
The offset AVCDm and the scaling factor ¥ depend on
,the.ra"nge of the Voltage Boosvtebr (VPI Electronics Shop)
used to amplify the computer DAC voltage. A typical value
for vy dis 1.0l & .01. and for AVy, |is
0.47 % .01 V at 4X amplification.

There is also an offset due to the energy analyzer. In
practice, the W‘ien filter does not pass electrons with

en'ergy E, = 0 straight through, but rather electrons with

a small energy offset eV,. The value of Vg can be
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determinléd by measuring the count rate in the el_astic mode
as a function of‘Vb; the peak in ‘transmission_
corresponds vto a value of E, = e(V, - Vg) = 0.
Typically, Vgy is 1.0 = .25 V.

The precise measurement of AHV is a more compie;{
problem due to the high voltl‘ages involved. It is measured
by' a voltmeter using two high voltage probes in a bridge
configuration. The potential AHV canﬁbe expressed in’
terms of the meter voltage V_, as

AHV = 2000 V, - 12.1 | | (111.5)
tO'Within less than 17Z. Details are given in Appendix D

The driff in AHV owver lo-ng periods of time during
data collection is an importantvsource of uncertainty in
the determi'nat.ion‘ of E,. The high voltage probes are
stable to within 0.0017 per month and ﬁave a temperature
coefficient of 0.00l% per °C which can result in an
uncertainty of * .5 V over a typical run. The high
voltage power supplies drift -up to 1 V- per 48 hours. The
drift is'monitored'and the s‘uppvlie‘s readjusted to their
initial values from time to time ovér the course of a run.
Altogether,. drift introduces an meertéinty of 1 eV in thve
binding energy.

F_inlal‘ly, the quasi-elastic energy loss Ej,. and

the (e,2e) binding energy E, may be expressed in terms of
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measured quantities as

Eloss = €¥Veom * AVeom - Vgl

(I11.6)

E, = el20yVem * AVegm) - (V3 + VD) - (avy - B

The electron gun, target, and detecfors are each
associated int_h a control rack \_vhich houses the electironics
that float on the voltage o_f that el.ernent.l This
electronics includes the power supplies f‘orAthe'elect.ron
optics, the momeﬁtum deflectors, the energyr analyzer, and
the EMT's. Avvfourth control rac“k c;:ntains th.e computer,
pulse eléctroﬁics and 25-4/s magnetic ion ‘punﬁp power
supply. Each control rack is isolated from room grouhd:'
the local ‘grouﬁds on each rack are connected to a corﬁmon
poi'nt. This feature.‘isv desigﬁed tq eliminate ground loops
and to faciliféte floating th'e} racks on ‘their respective
.voltage_s. The main features of the voltage distribution
system are illustratedv in Fi.gure III.6 and details and
schematics arel fo"und in Appendix‘D., |

As a crucial. safety feature the entiré input-arm and
target chamber and their con.trcal‘ racks are surrounded by a
removable Faraday cage approximately 1.6 m by 2.0 m.
Contrdls must‘be adjﬁsted remotely through windows in the

cage.
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3. Vacuum System

The spectrometer is equipped with an ultra-high vacuum

system which provides a base pressure of 3 X 1073
Torr. - The vacuum is quite stable at this pressure ove}r.the
weeks required to take typical data sets. Magnetic ion
pumps were chosen for the ultra-high vacuum pumping‘ to
avoid vibrations in ‘the .s‘ystem and possible target
contamination from gettering pumps. Sorption pumps are
used as r'oughing pumps to avdid fhe chance of diffusion
pump backstre_amin‘g. A schematic diagram of the wvacuum
system is shown in Fig_ure D.! and details are found in

Appendix D.
4. Other components

As with all sysiems involving charged particlle beams,
care must be taken in the (e,2e) spectrometer to rn.inimize.
the effects of m’agﬁetic fields. This affects the choice of
materials used in ;onstruction of the spectrometer and
.ne'cessitates the addition of magnetic ‘shielding. The
primary sources of the magnetic fields are static fields
from the earth, the magnetic ion pumps, and magnetized
materials in th.e lens co.lurnns. The shi‘elding' consists of
extensive external mu-metal shields surrounding the beam

arms and target chamber, mu-metal rings near the high
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voltage insuklatz‘:srs [67], and internal mu-metal shields
around the energy analyzer and the entra'nce to the EMT.
.The targét chamber shield is .spiit in half for target
access and provides insufficient shielding of the vertical
c‘omponent'of the magnetic field. A 58 cm diameter
Helmholtz coil concentric with the vertical ax"is of the
target chamber is used to further reduce this component.
The mu-metal shields were degaussed in Siiwu.

The overall effect of these measures ‘;vas to reduce
the magnetic field transverse to the beam axis by a factor
‘of 50 - 100 below that of the earth’'s magnetic field to
<50 rﬁG in the beam ‘arms and target chamber and by'»another
o'rder of magnitude near tﬁé evnervg.y analyzer and EMT.
Details of the magnetic shielding and magnetic profiles
along the beam'axes are given in Appendix D.

Thin film targets are mounted on individual metal’
‘sample holdersl which in turn are mounted on the target
holder. The sample holders serve to support fhe thin film.
samples and prbvide electrical con_téct to the t_a.rget.
chamber ground. The thin films are p‘.laced over holes‘in
the sample holder (1.5 cm by 2v cm by 1-2 mm thick). which
vary in size from 1.6 to 4.8 mm diameter. Most of the
films studied were self-supporting, however some samples

have been 'supporte'd by high transmission fine copper
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.microscope grids. There were no discernible effecis due to
.these grids in the .[e,2e]' data collected. The a-C films
are mounted on Cu sample holders. ' Ho'wever, the graphite
sampies are mounted on AI and Mo sample holders._because
_trace émo'unts_ of Cu were found to strongly inhibit
sputtering of carbon [170]. .Care ‘'must be taken to orient
the t.hin films towards the analyzer side of target holder
or elée the edges of the sample ﬁqlders can block the
scattered beam.

Up to four sample h_olders can be mounted on the 'vtarg.et
halder. The target holder is a rerhovable ‘j'ig which aligns
the samples in spécific location.s ahd fits into a cradle
attache.d to the linear-motion feedthroughs (LMFT). The
~target hol‘der can be mer.d in the x- and‘y_—directions while
the spectrometer is in operation to fnove different samples
into the beam and to accurately center tﬁe sémp_les in the
beam. The maximum travel of the LMFT's is 6 cm in the x-
direction (horizontal) and 4 cm in the y-direction
(vertical). There is some play in the LMFT's which limits
reproducability' to- ~1 mm.

There are two sets of 45°-deflectors which are also
mounted on the target holder. These deflectors can deflect
the main unsca.ttered' beam into either of the (e,2e) arms.

The deflectors consist of two parallel plates (2.15 cm by

2.15 cm; 0.44 cm separation) oriented at 8 = £22.5°
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connected to a high voltage sup_ply‘ (Be‘rtan model 6021‘3-15?).
These 45°—def1ectof have proven invaluable in ob{ainirig_
the initial electron optics settings for 'the_ (e,2e) beam
arms. The current in the deflected beam _is s‘uf,ficient so
that the éurrent incident on various elements along the lens
column can be directly measured with a picoammeter. Without
the use o.f the 45%°-deflectors the scattered beam in the
~(e,2e) arms can only be detected at the end of the lens
column using the EMT.

A 4 cm diameter 'quartz‘ viewport is provided to see
insidg .the- target chamber, particularly the target holder.
There is a tele.scopei that fits o;/er the viewport which
_provide_s a meéns to view the beam spoit on the target from
outside the Faraday cage. This has proven usef.u_l in
valignm‘ent and fO(.:usi.ng of fhe beam spot. The 5 cm diameter
lenses are configured as a condenser lens and mounted in a
100 cm long plastic tube.. The_image is brought to within
about 20 cm of the viewer for a "brighiness magnification”
of 9X. |

Very long timel periods for data collection necessitate
the interface of the spectirometer to a‘micro-computer.
These time peribds, measured on & scale of days or weeks,
result from the low count rates inheféﬁt in coincidence

experiments. The computer is designed primarily for
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controlling real-time data acq.uisition and data storage.
Although some data reduction and analysis is ‘done on the
'rnit‘:ro—cornp'uter,most of this is reserved for more powerful
mainframe computers. - During 'feal—time operation the
computer controls the range and duration'of data collécted,
selects the binding energyl and momentum, a.nd s.tores the
data on floppy disk.

Oper.ation‘ of the spectrometer is controlled by a LSI
ll—bésed MINC (DEC, Mobile INstrument CQmputer). The MINC
is interféced to a terminal (DEC model VT 105), t"\vo 8-inch
.floppy disk drives (DEC model RX02), and through a modem
to th‘e mainframe computer network. Control "a_nd coincidence
electronics are interfaced to the c‘on'llputer by t#fo methods ;
_'several MINC Lab Modules are connécted di'rectly to the MINC.
bus and other components a'ré interfaced by étandard-CAMAC
hardware.

Data acquisition and the interface electronics are
discussed in Section IV; details of the software are found
in Appendices E and F and details of the coincidence
electronics in.Append.ix D; Figure IV.! shows the
configuration o-f the computer hardware and related
electronics. . - .

Precision alignment of the speétro_meter is very crucial
to successful operation. The most precise angular

alignment is required for the momentum analyzer deflectors
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relative to the target and each other.. To achieve the
desired momentum resolution these angles must be accurate to
witﬁin 3 mrad. This .is accomplished by mounting the farget,
momentum analyzer, and beam ali.gnment aper.tures together on.
a car'eful‘ly machikned stainless steel plate (27.3 cm
diameter) which is mounted ih the ta_rget chamber. The
position of all of the elemenis on this ta'ble is determined
'kinexﬁafical,ly by precision-ground sapphire balls,

Thé.alignmen_t of the tomponents of each individual lens
column is also very important. These elements are aligned
_relafive to each other by bracing them ag"a‘inst insulating
alumina rods which are in turn braced against stainless
steel tubes which are weldéd to the base flanges of the leﬁs
cdlumns an‘d extend the full length of the le.ns columns. Thé'
only excleptio'n t‘o this, is the alignﬁént of the eleciron gun
~assembly with the rest of the input lens column. This
problem is of yet not fully resolved.

The alignment of each of the lens c.ol_umns with the
corfesponding beam alignment aperture.on the target chamber
table does not require as precise alignment, because some
misalignment can be compensated for by the beam deflectors
at the entrance to the target chamber. Howeve;, this was
still responsible for many of the problems in the initial

operation of the machine and is still not sufficiently
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aligned to avoid some systematic errors in the momentum
determination. The arms have been aligned using a laser

beam which was directed down the beam arm vacuum jackets

through a series of aperiures, _The vacuum jackets were
adjusted b‘y alignment jacks located beneath th_e‘ small
magnet‘ic ion pumps. There is ~still a 'degree of freedom‘in
the alignment, however, since the base flaﬁges which mount
on the wvacuum jacket»are not at exactly right angles with
respect to the staiﬁless—steel support columns.
Incorporating adju_stable-angle flanges into the b-eam arm
vacuum linés may provide a means to remove this error. The
alignment can be accurately tested in the two colinear arms
by measuring Brage difvfraction,spectra. | |
The design of vcomponents for the (e,2e).'spectrometer is
complicated by many things. Each bomponent may have to be
compatible.w‘i-th the ultra—high'vacﬁum, nigh voltages,
precision alignment and machining, magnetic shielding, and
space limitations. For exémp_le, a component of the electron
optics must be made of a non-magnetic material o avoid
produc;ing stray fields; it must. be conducting toc avoid
charging effects; it must be compatible with ultra-high
vacuum requirements; it musi be .re'adily machinable to
maintain the precision tolerances needed; and the part must
be designed to minimize the potential for breakdown wunder

application of high voltage. All of the components that
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went inside the vacuum were first cleaned with organic
‘solvents in an ulirasonic cleaner and then assembled with
"white glowves and tweezers" to avoid vacuum

contamination.



1v. DATA ACQUISITION

Data acquisition for the ('e;2'e) specvtr_orneter consists
of two main components, real-time data acquisition and the
softwére,l;\sed to combine the collected data. The real-time -
data acquisitiAon is subdivided into two parts. The first
part consists of the apparatus and computer softﬁrafe used
to control the collectio‘n ti'rning, momentum. selectiqn,_ and
energy selection in the spectrometer. The second part
consists of the detec‘t"ors, coincidence pulse electironics,
and sof.tware designed to collect the scalar count rates
which compri'se the raw (e,2'e) data. This collected data is
processed by a series 'ofb programs that combine the raw
coﬁnt rates into a single data file which is suitable for
data analysis. The follbw‘ing'.sec‘t’ion outlines the
apparatus, software, and algorithms used in data
acquisition;‘more details are'given in the aﬁpendices as
vnoted‘. A block diagram of th; electronics for data
acquisition is sh‘own in Figure IV.l,

The operation of our spectromefer during data collection
is controlled by a. MINC (Digital Equiprﬁent Corporation,
Mobile INstrument Computer) computer. Once the spectrometer
has been calibrated and the electron optics manually tuned,
the MINC allows complete automation of the data collection.

This automation is necessitated by the low count rates of

90
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the coincidence experiment which result in data collection
times on the order of days or weeks. Typically, .the
spectrometer can run for a few days between slight ‘manual
realignment of the beam.

The program. ?HYS controlling the spectrometer
operation is a FORTRAN élgorithm with several machine code
subroutines [43]. Control parametersl are set using PHYS
which determine the range of energy and momentum over which
data is collected and the timing -of data collection. ' PHYS
performs a wide range of 'func.t'ions. " The program was
written by Ben Cline and is described in detail in Appendix

E and reference 45.

The scannving range of the binding energy ‘is controlled
by the MINC.‘ The user selecié'the rén'ge by entering the
minimum energy, maximum energy, a_nd'eﬁergy increment as
p.al.‘ameters for PHYS. The MINC converts an energy value to
a 0-80 VDC analog signal using a Digital—to—Analbg
Converter (DAC) and a variable gain amplifier. The wvoltage
from the amplifier is connected to the commo‘n point of the
(e,.2e] control pa'nel and floats the (e,2e) electron optics
ground at a voltage V, above room ground. The energy
analyz'e‘r is described in- more detail in Appendix C. .

The scan'ning rahge of crystal momentum is also
conirolled by the MINC, The user selects the range by

entering the minimum momentum, maximum momentum, and
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momentum increment in units of inverse Angstroms as

parameters for PHYS. The MINC converis a momentum value to

an 8-bit digital’ contro.l valve using"a calibrated

conversion factor Cg. The control value is transmitted
over a fiber optic link to the target chamber. The fiber
optic link uses optoisolators to provide the necessary

isolation of the computer from the target chamber high

| voltage.  This digital signal operates a relay and a DAC.

-The DAC drives two power supplies for the momentum

deflec';or plate voltages; the relay determines the
polarity of the plates. . The momentum analyzer is described
in more detail in Appendix C.

Collection timing is also under computer cdntrol._
Input parameters for timing are the ‘set't.li_'ng time before

data collection, the length of data collection at each

_(E,q) point, and the number of ‘data collection sequences

completed before the data are stored on a disk file.

The_ﬁrogram PHYS controls the order and  timing of
data sampling in the following manner. First, the ehergy‘
and momentum of a given (E,q) point are set by sendi‘ng
the correct signals to the anélyzers. The electron'optics'
are éllowed to stabilize by waiting the settling"cime
before data col‘lection be‘gins. The count rates which

comprise the raw (e,2e) data are collected at the (E,q)
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point for a given length of time, the sample collection
time. Data are collected in this manner over the entire.
‘(E.qJ- range in a random order. When all of the. (E.q)
points in the sampling range have been sampled, the program
Aperforms another iteration of data collection. After a
specified number of iterations,. P.HYS writes the raw data
to a disk SUMMARY file.

This elaborate sampling pattern is designed to minimize
systematic errors in the count rates due ‘to‘drift in the.
tuning of the spectrometer. This drift includes variations
in the beam current, in vtheb transmission efficiency through
the electron optics, and in the voltages supplied. to the
electron optics. Thé .syst'ematic‘ grror ca.n_ largely be
elir'nin.atecl'by sweeping. over the entire (E',q]vra'n.ge with a
'sweep period that is chosen to be much less than the drift
time of the. 4spectrometer. - The random order of samplingv
within each sweep reducesv sysjtematic errors due to drift if
the drift continues for several iterations. Oscillations
on ti.rne scales less than the sample collectio.n time are
reduced by _n'lxea'suri.ng each counti rate for many sampl'ing
periods.

In general, ‘the settling time is on the order of a fewv
seconds, the sample collection time on the'order of a
minute, and the number of (E,q) points on the érder of

one hundred points. This means that the iteration period
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for sampling the entire (E,q) range is on the order of a
couple of hours. Electron optics voltage drifts over this

time span are srnall.. The high voltage drift was measured‘f

as less than 1 V (x 5 x 1079%) over a 48 hour
period. Significant drifts in the beam current and
transmission efficiency occur in times on the order of"
days, once the system' has 'stabilized.

The.fuﬁction_ of the pulse electronics in our
spectrometer is to identify and record the coincidence
electron events. Standard coincidence techniques are' used
employing "cornmercial electronics components. Two types of
inf’orm.atibn ar‘e recorded for each (E,q) poiht during
~real time dat’a acquisition, the coincidence. time specirum
and the. individual electiron counts in each arm. | The path
of the pulse signal is traced chronologically in the
foliéWing paragraphs. |

Single electrons v}ithin‘the selected energy and
momentum range aré detected by fast, linearly focus,.
discrete-dynode electron multipliers located at the end of
the ocutput lens columns. The signal pulses f‘rom each
electron multiplier go 1o a preamplifief through a high
volitage decoupling capacitor and then to a discriminator.
Coincidence detection is éerforrned by a time-itoc-digital

converter (TDC), which measures the time delay between a
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pulse in.qne arm and a pulse in the other arm. The TDC is
set to a full range of 128 nsec and has a.tirne resolution
‘of 250 psec/channel, The output puls.e. ffom one
discriminatorAis used_. to _start the TIDC. The coincidence
.pulse from the other discriminator acts as the stop pulse
for the TDC. The second pulse passes throﬁgh a variable
delay box before going to the TDC to reduce spurious noise.
The pﬁlses from each of the discriminators are also countedA
by a scalar énd measured by a rate meter. The scalars
record the vsingles count for each arm. The rate meters are
used primarily for tuning the spectrometer’s electron
optics. Details of the coincidence electironics are found
in AppendixAD. | |

The raw data is transferred ffom the TDC and éﬁalars to
the MINC which stores the data on a floppy disk. The TDC and
scalars interface to the MINC by sbtandard CAM'AC hardware.
Data is transferred via a CAMAC crate controller to the _LSI
l1-based MINC using standard CAMAC commands. '
| -During the run time, the MINC siores a complete
coinéid'ence time spectlfa and a total s'c’alar coﬁnt value for
both arms for each (E,q) point. The coincidence time
spectra consists of the count of total coincidence events
occurring at each of the time interval channels over the TDC
range (see Figure IV.2). During the settling time, after

the MINC has set the momentum and energy, the computer
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're_trieyes the appropriate coincidence time spectra and
scalar counts from a data file stored on a disk. After a
coincidence is registered by the TDC, the MINC incrernen.ts
the aépropfiafe time coincidence spectra channel cou.nt. At
the end of t‘he sampling in‘terv.ai the MINC transfers the
updated data back to the disk file.

The raw (e,2e) data 15 probessed by several programs
which ultimately produce a normalized array of count rates
“for the'[E,q) range studied, togetheriﬁith an estimate of
the error associated with éach (E,q) point. This array
is the final form of the coincidence data that is used in
t'.he data analysis. The software, data files, data
reduction and I.n.erging'algor.ithms, and error analysis are

described in detail in Appendix E.



Vi ERROR ANALYSIS

A, Count rate

Thvé measured (e,2e) counti rate is cl(.)sely related to
the actual (e,2e) count rate, but includes effects due to.
background couﬁts and multiple scattering, as -was. discu‘ssed
in the theory section earlier, |

- The elastic cross section ét‘45° is.quite high
(typicaily 60 Mhz; see Section II.A). It does not
introduce any .siglnificant background into the measured
(e,2e) rate, however, because the energy anaiyzer will not
transmit thesé e'-l-ectrons4w'hich. have energy e(HV,)
greater than the energy of (e,2e) scattered electrons.

Inelastically sAcéttered elecirons élso have a high
count rate ét 45° (typically 10 Khz). These electrons
can have the correct energy and momentum to pass through
the analyzers. .It is 'possible t.o-mimic an (e,2e) ev’rént if
two such electrons are inc.lepe.ndently scattered intoc each
(e,2e) érm almost simultanéously. These accidental
coinc'idences produce a coincidence background which is
constant over the range of delay times of the TDC because

of the random nature of the events (see Figure IV.2).

In the region of the coincidence time spectrum where

the true coincidence peak is found there is also a

99
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contribution from the uniform background given by

N, = Ny Ng t, | VAN

T
where N, and Ng abrebthe measured singles {(non-
coincidence) count rates in the (e,2e) arms and t, is the
‘time width of the coincidence wihdow. The true c.oincidence
count rate N, is equal to the meés,ured rate in the
c.oinci’d'ence window N, minus this uniform background.

An accurate measure of the count rate N, can be
obfained by measuring the background cbﬁnt rate over a wide

time window t, away from the coincidence peak. The count

rabte for thié background window is given by
Ny, =37 N, =T1N . v.2)

where r = t,/t, is the ratio of the window widths.

The true coincidencet\_count rate is then

N, = N. - N, = N. - Nb/rl | ‘ (v.3)
and. the standard deviation of N, is

o, =“ (N, + Ny/nY? o - C )
if Poi‘sson distributions are éssumed.‘ The_.improve.rnent of
signal-to-noise that can be obtained by using large values
of r is obvious. Typically, we use a coin.cidence window of
S nsec (20 channels) and a background window of 50 nsec
(200 channels). .

Appendix F details the computer algorithms th_'at
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perform this background subtraction and discusses the error
analysis in more concrete terms,

There are several limits .that thé signal—to—background
ratio imposes on (e,2e) experiments. The background count
rate is proportionalAto the product of the inelastic count
rates in each arm gi\)en .by Equation I1I.18. For the
symmetric geometry these are t.heoretically identical rates.

On the other hand, the true (e,2e) count rate is given by

Equation II.30. The ratio of signal-to-noise reduces to
Ny % L 1
g » AF (v.5)
Ny _d_g_] 2 n I z? te AE '

where og is the (e,2¢) ,crqsé sectioﬁ gi'ven by Equation
I1.28, n is the number of target at.orns. in the interaction
reg‘ibon, and Z is thé' atomic number. |

The signal-to-noise ratio will decrease ‘rapidly fér
higher atomic numbers and will become a limiting factor
beyond perhaps the third row of the périodic tabie. |

The coincidence count rate Ny, o nly, while the

Ny /N, o« (nlpt, )7, Therefore, the optimum
product of bearﬁ area times beam curréntvtimes target
thickhess for an (e,2e) experiment rﬁust be a compromise»
bétween these two rates. The incident beam current has an
upper .limit set by the apparatus presently at ~100 pA:
this current is used near its maximum value. The beam area

is determined by the electron optics. This leaves the
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target thickness as the adjustable wvariable. In actuality,
the upper limit on target thickness is set by multiple
scattering, which is proportional t'vo an expotential of ‘the
thickness, rather than the signal-to-noise ratio. 'The
optimum target thickness is léss than or approximately
equal to one mean free path, because the deconvolution'
techniques we emAp.loy are rather crude. If this technique
could be improved significan’;ly, then. the optimum target
- th.ick-nesé could be larger resulting in a hiéhly’desirable
increase‘incoincidence count rate. |

Beyond the random errors in the count rate, there are
several potential syétematic errors which have been
identified. Drifts 'in the tune conditions, changes in the
tra»nsmission‘ effic.iencies of t_ﬁe beam 'ai‘ms, and d_r‘ift in.
the incvident beam current can res‘ult drif.ts in N, and/or
N.. Most s.u;h systematic errors 4are elifninat.ed by the
sampling algdrithm_ described in Section 1IV. Long term
drifts ar_e.reduced by bmerg_ing- the data sets on the basis of
the total coincidence counts in a giv_eri region, rather thaﬁ
cn the basis of iotal collectioh time as descrivbed in
Appendix F. |

The position of the beam spot on the target r;hanges

slightly as a function of the momentum selection (see

Appendix C.3). This can cause a systematic error in the
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count rates N, and Ny and hence on Ny, and N,. If
sample thickness varies appreciably over this range of
distances, it can cause such. errors. It is more likely
that most such errors are caused by the mismatch between
the focused areas on the ta_réet of the input and output
beams as the beam spot rnoves.. Tﬁis can result in a
systematic error of ~5-107 in the count rates over =
typical range of momenta.. The count rate should be
constant for the non-coplanar geometry used to take this
data. _ | |

It is possible that the target itself changes
character over the time of exposure to the electron beam;
Analysis of coinc‘;idenc_e‘ patterns.on samples before and
after several weeks of data collection have s.hown'no signs
of such chénges. A better de,terrﬁination of this is
possible by examining .the sample in the elastic modé.
Again, the energy loss spectra .in the 45° arms.showed no
Suggestions of sample degradation.

‘T,he errors introduced into the coincidence count rate
by the decovnvolutibn routines are uncertain. The primary
justification for minimal deconvolution errors is that it
does not apprec'iébly alter the features or peak locations
present in the original data. The deconvolution technique
used and their potential errors are discussed more fully in

Appendix F and in Jones and Ritter [90].
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B. ‘E.nergy

The energy resolution for tﬁe sp‘ectrom.eter ié equal to
the resolution of the‘vinput arm and the two output arms
added in quadraturé. _The. 4overa11 energy resolution is-
typically ~5-7 eV (FWHM).

The input armvénergy resolution is a combination of

‘the thermal spread from the electron gun -- typically only
~ 0.1 eV -- and the énergy spreadv that results from the
eleciron optics. The latter is primarily a space charge,

or. Beorsch [17,154] effect v)hich increases the overall
uncertainty in the input arm to ~ 2 ei’v‘ .[F.‘WHM] (see
'Ap'pen_dix D).. This is modeled by a Gaussian distfibution of
width bé. in the deconvolution routine.

T‘hevenergy resolution in the output arms can be
estimated from measurements of the energy loss spectra in
the elastic.mode (see Figure V.1). The main energy loss
feature in this Spvectrumvis at ~25 eV loss aﬁd has a
widt'h‘ of ~20 eV. .Therefore, the broadeniné of the zero
energy loss peak is due almosi exclusively to instrumental
broédening. The broadening includes both the inputi arm and
one of the ocuiput arm resolutions.

The shape of this peak.can be approximated by a
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Gaussian distribution. The peak is slightly aéymfnetric and
a Lorentzian line shape may provide a better model in
future analysis. Typically, this peak width s 3 to 5 eV,
although it has been measured as low as 2 V. The energy

resolution ag of each output arm alone is typically

2..5 td 4.5 eV, The overall energy resolution then is 4 to
7 eV.

The uncertainty in the binding energy relative to the
Fermi energy is = ln_eV.’ The 'valuAe of ‘the binding 'energy

in terms of voltages measured by the spectrometer is given

by
E, = e[2Vy - AHV]
-—-"e[2("yvcom. + AV ) - (VR +V0bj - (v, -BJ] (v.8)
by combining the equat'ions in’ Section IIL.2. The dverall
errors in E, is typically 27% of V.. % 0.7 V or
~mEr VL The errors for the' ‘ind'ividual values in

Equation V.6 are listed in S’ecvtion III.Z'and Appendix D.
There is a drift in E, due’t_o'the drift in tﬁe high
voltage difference 'chm. .This drift can b'e up to-
+ 0.5 V over an average daté colleciion period.

There is some difficulty in determining the position
of the Fermi Energy. For a semiconductcr, the Fermi energy

is midway between the top of the valence band and the

bottom of the conduction bend. The band gap for a-C is
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~ 0.5 eV [79] and ~ 1.5-2 eV for a-C:H [89] (see
Section VII.C). The walue of the band gap in our a-C film
can only be "e'stimate'd as approximately 1| + 1 eV. There
is also a‘pote.ntial, systematic error in the implicit
assumption. that the Fermi energy is at the target.c.hambel;
ground. It is possible that the target can be at a sli‘ght
negative voltage relative to the target chamber ground due
to charging effects.

Takén together, thése uncertainties allow the position
of the Fermi energy to be assigned with an estimated
accuracy of. 2 eV.b There is expefimental evidence to
.support this estimate. The_.(e,Ze) count rate should fall
to zero above the top of the valence band (i.e. ~ 0.5 ev
below Eg) and does at E, = 0 to within = 2 eV. The
calculafed densit.y of states falls to zero at

E, = 3 eV above the assigned Fermi Energy.

C. Momentum

T'he rnoment‘um resolution.of fheﬁpectrometer is a
variable quantity. The zoom léns described in Saction
IIT.1 can. vary . the pupil angle. of the image on the t_arget.
The overall momentum resolution Aq is related directly to

the pencil angles and incident momentum by Equation II.32.

-1
The theoretical range is 0.2 £ 8 < 1.1 A



108

at 25 keV vincident energy.

The momentum resolution has not yet been empirically
verified. At present the value is calculated from the‘
electron optics voltages using theoretical electron optics
models in the progi‘am MODEL (see A.ppendix C.2). The
computer simulations agree well qualitatively with
experiment. The estiimated accﬁracy of these models is 10
to 20%. |

Momentum s‘elect‘ion is described in A_ppehdix C.3e. The
momentum analyzer has been calibrated for the non-coplanar
geometry b‘y measuring the Bragg diffraction spectra of thin
mi_croc»rys.t'a_llin'e Al films (see .Figu're C.13). 'fhe

experimental and theoretical calibration factors for the

analyzer differ by about 10%. The estimated error in the
momentum increment is ‘then ~157%. This could be reduced
to perhaps 5% by careful recalibration. The coplanar

deflectors have_ not be calibrated, although théy should bg
similar to the non-coplanar deflectors. |

There is an uncertainty in the zero of momentum. This
is most likely a result of misalignment of the beam arms,
and in particular the electron gun as was discussed in
Section 1II.4. The misalignmenti shifts the mome.ntum
analyzer setting which produces an incident beam normal to

the target. The lowest band of a-C is'approxi.mat_ely
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parabolic and should be symmetric about the true g = O.

T h e minimum is in fact s hifted t o
. . _1 '
q = 0.75 =z 0.25 A . A rTtecalibration using

Bragg diffraction should be able to determine .this momentum

~offset to within 5-10%.



Vvi. SAMPLE PREPARATION AND CHARACTERIZATION

Preparation ofb samﬁles for (e,2e) 'anafysis is no small
feat and characterization of the films is an equally
difficult task. The te;hniqges employed in making the thin
films and in measuring their characteristics are described
below. To date (e,2e) measurementé on have been
succeésful anly on a-C films. Howe.ver, ‘sign-ificant 'effort
has been directed toward preparation of single crystai
graphite. films and therefore théy ‘will also be discussed.

Samples for (e,2e) analysis must have several
lirnport_ant properties. Foremést, the sample must be thin in
orvder to minimize multiple scattering: effects. Typically,
the filfns must be. about 1 electron mean free path thick,
v‘that‘is approximately 100 lg\ or 30 atomic layers thick
for carbon. There must be a mi.nimﬁm of structural damage
induced by the thinning techniques employed. The samplves
mus't have a reasonably uniform thickness owver an _afea of
~1 mm? so that the finite beam spot size and small
shifts in its location do not produce significant
variations in the count rates. It is particularly
important to avoid surface contamination, becéuse even a
few monolayers of an oxide, etc. represent a significant

fraction of such a thin film. Further, the film must be

110



111

self—supporting' to allow eleciron transmission.
"A. Amorphous carbon

Amorphous carbon films were purchased commer.cially
from Arizona Carbon Foil Company. The manufaciure and
characterization 'ofv these films is described in detail by
Stoner [160]. The films are made using an arc deposition
evap‘oration,te.chniq.ue wheréby an arc is struck between
spectroscopié grade carbon elecirodes in a wvacuum and the
carbon is eQapérated onto a glasé microsco.pe slide (25 mm
by 70 mm) at room femperature [50]. The films contain
small i‘mpu.rities including a few_ atomic percent H, ~17%
.0, and trace amounts (ppm) of.v heavy metals [161]. The
films are highly uniform with variations of typically
+ 107 or less over the slide area. The surface density

is s'upplied with each film with an accuracy of !

ng/cm? as measured by a quartz oscillator. Stoner
'verif'ied- these surface density by using a combustion
technique together with optical transmission measurements

[160]. This is converted to a thickness by dividing by the

density of these a-C films 1.82 * 0,01 g-cm™®

[93]. The conversion factor is 55 A_per 1 pg-cm™?

for a-C.

One of the most important characteristics of thin
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films is of course their thickness. This determines both
the count rates, the signal-to-background ratio, and the
extent of multiple scatteri.ng. Optical transmission
measuremernts of the average thickness were macl.e which
agreed with surface density_xﬁeasurement to within <207.
Thickness variations were shown to.. be iess than 57 over the
sample area using a highly focused laser beam.(~ 1Oum
spot size) scanned over the sample. Details of this
prvocedure are given in Section VI.C. Several typ_es of
measurements of these a-C films were made to confirm their
thickness and uniformity using thé facilities of the
‘Nation‘al Research and‘Res'ourc‘e' Facility for Subrﬁicron
Str’ucture_s (NRRFSS) on _the cafnpus:of.Cornell University.

A surface profile of a typical a-C .'fi'lm mounted 6n a
‘glass microbscope slide is shown in Fvigurle VI.L. ‘The

surface wvaries by ~=x2200 A over lengths of a few

tenths of millimeters. The large variations are cracks in
the films. Much of the smalle'r‘ variations are due to
surface irregularities in the glass slide. The profile was

measured Iéy an Alpha—Step Surf>ace Profiler (Tencor
Instrumentsj which uses a mechanical stylus.

Surface uhivformity was measured by an A_—scope
interferometer (Varian, model 980-4020). This instrument
employs a sodium vapof lamp (N = 5892 A) and optics to

direct light through a specially coated Fizeau plate, which
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a) unetched 3.9 pg-cm? a-C film mounted on a
glass microscope slide as purchased.
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b) 9.8 pg-cm? a-C film mounted on a glass
coverslip etched to a comparable thickness using reactive
ion eiching.

Figure VI.1 Surface profile measurements of a-C films.
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contacts ithe specimen at a slight angle and forms an air
wedge. An interference fringe pattern ié set up which
‘effectively creates a contour map of the spéclmen. The
fringes are parallel a'ndv eyenly spaced for uniformly thick
.samples. A distdrtion of one fringe spa.ci'ng corresponds to
a thickness variation of one half wavelength.
Interferograms were taken which show that the purchased

a-C films are uniform on the scale of a couple of hundred

A

The average thickness of .an a-C sample‘ _Was measured
using Ruth.erford backscattering (RBS) by Cfaig Galvin at
NRRFSS. RBS uses ~2 MeV He? ions as a probe and
méasures fhe energy losé EL.of thé ions 'which are

‘directly backscattered:

2

.MS_MHe ‘ dE | '
ne(me) s -2 ow

where E; is the incident He® energy, M, is the mass
of the s'catterer,_and t is the depth of' the scatter below
the surface. "_T'he.first term results from a direct
collision with the :scattering atom and the second ierm
models inelastic ene‘rgy losses due to collisions with the
sémple electrons; The beam spot is ~1 mm square.
Therefore, the measured thickness bf the sample is an

.average value. A best fit to the experimental curve in

Figure VI.2 yields an estimate of 930-990 A for a 21.5
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‘pg-cm? (1180 = 130 A) a-C film. The 207¥%
difference is almost_udthfn the stated experimental errors.

Analysis of the small-angle inelastic scattering data
~also proyides an estimate of the film thickness.. The
thickness is derived from the extent of multiple
scattering, i.e. plasmon creation, descrived by Equation
A.4. There is a significant systema{ic di,fference between
'thé‘thickness obiained by ihis method and all other
methods. Details are discussed inm Section VIII.A.

Surface contamination is noi a serious problem with
‘a-C. or graphite. Graphite is very ‘chemica‘_l_ly inert; it is
ihso_luble in acids, bases, and or.ganic solvents [26]. The.
oxides of carbon, CO and CO0,, are both wvolatile gases,
therefore no oxide layer can form under ordinary
Mrcumstancés. Ho&eveﬁ a chemisorbed oxygen layer can
form when thé graphite vsurfacel is exposed to reactive
oxygen [83] and layers of loosely bound CO and CO,

molecules can form during reactive ion eiching.
B. Graph ite
1. Preparation

Preparation of single crystal .samples pose a
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Figure VI.2 Rutherford backscattering energy loss specira
for an a-C film mounted on an oxidized Al sample holder.

Data were taken by Craig Galvin at NRRFSS.
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significantly greater challenge. These sarﬁpl-es must
maintain a crystal integrity over a surface area of
~1 mmé. It is quite diff-icult to maintain this
crystal_st'ructure down to the thicknesses needéd as
thinning techniques often reéult in target damage. In
addition, there is the added problem of the alignment of
the crystal axes with the spect.rometer axes. |

Natural crystals are ‘used for the graphite samples,
since no source of synthetic large. singlé crys{al graphite
is available. Thel crys'talls aré from the‘ Ticonderoga Mine in
Ticonderoga, New York and were purchased from Ward’'s
Natural Science Establish.rnen.t, Inc., Roches.ter,. New York.
.The crystals have surface areas of up to ~ 5 cm? and
are up to several millimetér.s thick. They are embedded in
calcite, which is r-emovved.vwith a s»olu.ti'on of hydrofluoric
acid. Synth’etic, highly—o_r‘iented pyrolytic gra‘phite (HOPG)
was used during the developmen.t of the thinning techniques
since it is ré'adily'available_ in larger samples (Union
Carbide Corporatation Parma Technology Center, Parma, OH),
but v}as noct used as a target siﬁce the crystalites within
the planes are randomly .c-riented on a scale smaller than
the electroﬁ beam diameter [95] (see. Section VIII). .

Initial thinning of graphite is done using the
“standard Scotch-tape method."” Crystalliné graphite and

HOPG have a sheet-like structure similar to mica, therefore
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t'hey‘ can readily be thinned by pulling layers apaft with
pieces of cellophane tape. Sl.iccess'ive applications of this
can result in a thin (~ .1-1 um) film of graphite
adhered to cellophane tape. The adhesive is dissolved in
~toluene and the crystal and cellophane are transferred to
methyl alcohol to remove any residue. The cellophane is
lifted off and the sample is floated onto a sample holder.

Some of these graphite samples with estimated

thicknesses of a few hundre_el R were examined with the
(e,2¢) spectrometer, however no coincidence counts were
cbserved. - It was e.vident that additional thinn'ing was
needed. | |

Several different Vapproaches to the thinning of
graphite from ~ ! um to 100 & have been attempted.
None of these efforts have yet produced acceptable samples
for (e,2e) analysis, however the techniques are outlined as
a éuide to future efforts in sample preparation.

The first final thinning method de.veloped .was that of
ion fnilling. An ultra-high Qacuum ion. mivl.ling chamber was
constructed at VPI based on initial design v&ork by Melissa
Anderson. Amorpheus carbon test films. were milled using
bofh Ar (physical ion milling) and O, (reactiv.e ion
milli.ng) plasmés. Serieﬁs equiprnent. problems delayed use

of the machine. It was ultimately decided that the
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structural damage to the crystal resulting from high energy”
(~ 500-3000 eV) i‘o‘ns was unacceptable [126,34,35,188,
182,861. _ | o

Attempts at DC sputter etching (Edwards S150B .Sputter
Coater) v;zere cond'u'cted at Poly-Scientific in Blatksburg, VA
with the aid of Barry Witherspoon. Physical plasma etching-
using an Ar plasma and lreactive ion etching using an air
(N2/02) plasma were tested with a DC bias of 500 V and

a total power of ~ 10 W at pressures néar 200 mT. Some

samples were etched to a few hundred A, however

uniformity was poor and surface charging proved an

insurmountable problem. The retardation of C sputtering in

the presence‘of trace bamo.unts of Cu was confirmed [170].
There was also evidence of a surface 1ayer being formed on
the car.bon by the etching process..

Anothér attempt at f‘inal thinning used a Tunnel Plasma
Etching (TPE).cha'mbef [61]. The t.vechnique erhploys 'd_ry
chemical etching where a chemical reaction takes place on
the surface to Ee etched with a réac;aive plaéma gas and the
resultiﬁ'g volatile gas is pumped off. Plasma eiching ofv
carbon and organic polymers is a well established field
[81] used primarily in the semiconductor industry. An
oxygen plasma is produced and excited oxygen atoms and ions
react with the ﬁ:arbon‘ to produce CO and CO, [83].

Figure VI.3 shows the TPE chamber built at VPI. The
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Figure VI.3 Effluent Tunnel Plasma Etiching C.ha_mber.
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system has an oxygen source (welding grade oxygen with a ‘
purity of >99.97 with COZ and inert gasses. as the major
impurities) with a metering 'valve. to.control the flow of
gas into tl‘le‘reaction chamber. A cryo-sorbent vacuum pump
is attached to. the opposite _ehd of the chamber. This type
of pump is sufficient since only a modest vacuum is needed
and is used to avoid potential oxygen explosions that can
result from the‘use of diffusion pumps. The plasma is
pfoduced with rf power which is supplied'by_a Teslla coil
with a maximum output of wlo.x_cv at ~ 5 MHz. The rf
.power is coupled to the plaéma through an antenné formed
from a 3 cm diameter coil of copper wire. Grounded
aluminum screens are used ‘to lilmitv the plasma within a
pyrex reaction chamber ~20 cm long ‘with a ~1.3 cm
- I.D. Glass was used for the reaction _charn‘ber to reduce -
interactions ‘of the oxygén plasma with the Wélls. Aluminum
Is used for the groundiné shields and sampie holder; a'
thin layer of solid alu-mi,nu.m oxide is formed on these
surfa.cés Which'then masks them from . further oxidation. The
sample is‘ placed O—S cm downsiream from the copper coil.

Typical operating parameters for the TPE chamber include:

Oxygen Flow Rate: 10% scc/sec (10 m/sec)
Operating Power: 100 mTorr (at inlet TC)
Base Pressure: 2‘0 mTorr

Plasma Power: ~ | mWw
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Etch Rate: ‘~ 10 A/sec
Several natural Graphite films of thicknesses of ~

2 were made

75 to‘ 300 A and surface areas of ~ 1 mm
with the T1.°E. Three of these samples were tested in the
(e,2e) spectrometer, but proved unsatisfactory. The
characterization of these films is discussed below.

‘Reactive ion etching (RIE) with an rf power source was

the latest thinning technique to be 1tried [81]. This Is

'similar to DC sputt'er etching in its mechanical

configuration and employs‘ the chemical etching principles.

used in the TPE. The RIE was done using an Applied
Materials reactive ion etcher at the NRRFSS. The use of rf

power eliminated the charging problems encountered with DC

sputtering and also reduced the crystal damage by lowering

the incident kinetic energy of the ions to belc«vw 100 eV.
Initially ohly O, was used in the plasma, however it
was found that a sur'face. layer was produced on the carbon
This- surfaée layer- is most ‘Iikely either chemisorbed Oy
or loosely bound Co and)or CO, molecules. Ax;gon was
introduced into the plasma to provide a mechanism for
physical plasma etching in addition to the chemical plasma
etching. In principle the carbon is chemically etched by
the O, to form an oxide lcosely bound to the surface and

the argon physically spuiters the oxide from the surface.
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The argon should have enough energy to knock off the
chemisorbed oxide (~ 10 eV) but not enough to sputter
‘thve carbon directly. Thi‘s combination should significantly
reduc‘e damage to the graphite crystal structure. Sampies:
etched with O, and Ar mixtures did not have visable
surface layers which Were.present after etcﬁingiwith only
0,.  The best samples were produced under the following
conc‘litions‘:

Oxszgen Flow Rate: 30.0 = .2 sccm

Argon Flow Rate: ~10.0 = .1 sccm

Operating Pressure: 60 £ 2 mT

Base Pressure: 10°° T

rf Power: 15 W (C.).OS. w - c m?)
'DC Bias: 110 : 10 v
Etch Rate: -~ 35 A/min

Several graphite and HOPG samples of thicknesses ~

100 to 200 A were produced using this technique. These

samples are in the process of being tested in the (e,2e)

spectrometer. Evaluation of their characteristics is given
below.
2. Characterization

A study of the optical transmission of a-C as a

function of thickness was performed to provide an indirect
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.method of measuring thickness of graphite films. A He-Ne

laser (A = 6328 A) beam was apertured and focused on
the film with a Spot size of ~ 0.5 mm. The transmission
was measured with a standard silicon photocell and a
volimeter. Figure VI.4 illusirates measurements of 1ihe
transmission coefficients of a widé range ;)f a-C films and
list a linear re"gvres'sion analysis‘ to an exponential decay.
These measurements are in go_o.d agr»eement with publiéhe_d

data [1607. The estimated accuracy of the method is

: 257 over a range of 60-1400 A thickness.

An estimate of."average thic_knesé of gréphite films can
then' be obtained by measuring “the opti-cal transmissio.n.
coefficient of a 'sampl.e. The optic'al properties of the a-C
films are estimated by Stoner [160] to be similar to those
for.graphité,[lSZ]. The thickness of the graphite is
obtained from Figure VI.4> by mdltiplying by a facto‘r of
0.8l to correct for the difference in d-ensities. Again,
the estimate of thilckness is only accurate to about
+ 257, There is good agreement between Figure' V.4 and
published data [{160,79]. |

Initial mveasurements of the transmission provided only
a measurement of the ‘average thicknes‘s of the samples,
‘because the laser was focused to & spot size of ~ 0.5 mm

which is about twice the electron beam spot size. A more
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refined system was able to focus the laser to 'a spot size
of ~ 10 pm. The sample was mounted .on an x-y-z
positioning stage which allowe.d'movemebnf.' of the sample to'
within = 10 pm in this system.

T_rahsmission measurements determined that the samples
prepared u.sing. the TPE were from ~ 75 to 300 A in
average thickness and samples .prepared using RIE WEre. from
~ 100 to 200 A in avefage th'ickness,

Sample u,niformi.ty proved to . be a difficult thing to
achieve in the éraphifce samples. Interferograms of freshly
cleavéd graphite s.urfaces skhow that the surface has
irregularities on.the order of X 1 ym over areas of
~ 1 mm? before etching. 'The TPE s.amples'were visibly
uneve.n'unde-r a 10Xvoptica1 microscope. Analysis of elastic
scattering spectra and th"e signél—_tOQnOise fatio in (e,2e)
measurements seemed tD,Spégest variations in thickness of a
facto-r‘of 2 or more over surface areas of ~ 0.25 mm?
“for these sém}ﬁ'les. The RIE samples appear to have smooth
surfaces using a 10X optical microscope. Refined optical
transmission measurements demonsfrated that the RIE samples

varied significantly over small areas. Areas of up to 0.1

mm? with thicknesses of 150 = 50 A were located on

several samples.

It was not possible to use the Alpha-Step Surface

Profiler on graphite because the material was too soft.
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I—Iowever, a-C films mounted on glass coverslips (see Figure
VI.la) were etched simultaneously with the graphite RIE

samples. A surface'pr'ofile of 'the a-C film after etching

(see Figu.ré VI.1b) exhibited variations of 50-100 A over
-~ 1| mm surface distances. This is less that variations
in the film before etching. Evidently, RIE does not
introdﬁce significant surface wvariations in a-C films and
may actually act to smobth the surface somewhat. It is
reasonable to expect the same 1o hold for graphite.

. Attempts to use. RBS'_on_graph'ite films were not
successful. This may have been due to the wrinkled suﬁace
of the sampie or channeth effe;ts of the ions.

Further thickness information may be gained by ﬁ»si.ng
an eleciron beam tb probe the graphite t_hin‘ films,.e.g.v
EELS or a STEM with an energy énalyzer.

The damage io the crystal structure of. éraphite caused
by thinning techniques can be estimated using Raman
spectroécopy.. The Ramah spectrum of single crystal

graphite and HOPG has two Raman active modes at 42 = |

cm™? ("rigid layer sl1ea1"",'E281 mode)

[120,121] and 158! #* 1| cm™? (high frequency

E mode) [122,166,120]. The frequencies of these

232
two in-plane modes are in exact agreement with theory

vdeveloped by Al-Jishi and Dresselhaus [2].  Tuinstra and
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Koenig [166] were the first to note the existence of a peak
near 1355 wavenumbers present in microcrystalline graphite.
The peak fesults from a breakdown fn the k-section rule
which activates a normally-inactive (in-plane, breathing
A, mode) Raman mode. The exact origin of this peak
is still an open queétioﬁ [52,106,123]. However, it is

agreed that the relative intensity of the 1355 cm!

mode with respect to the 1581 cm™ mode varies as the

inverse of the crystal planar d'oma_in size L, [166] over a

range 25 A £ L, & 1 um [123]. Dillon
et al! have ¢1aimed that the 1355 cm™} peak
'intensvity increases i.n.the Raman spectra of a-C films as
they are annealed up to the poi_nt where ~ 20 A

i.slands of gravphite are formed, at‘ which point the
intensity rat_io begins to decrease u.pon fu.r‘ther annealing
.[.52]. The ratic of the intensities of the 1355 cm"‘
mode and the 1581 cm™! mode then provides a direct
m.easure of the in—pl.'ane domain si.z_e of graphite
microcrystals. |

Raman analy'sis.was performed by R. Zallen and Mark
Hottz at VPI on samples of graphite. and a-C. The spectra
were bbtained at room-’temperature in a near—ba'ckvscattering
or reflection geometry. Excitation was primarily by the

5145 A green line of an argon ion laser (Coherent model

S0), however. spectra weTre confirmed using the 4880 A
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blue argon ion‘laser line. The power of the incident beam
ranged. from 10 mW to 100 mW at the sample. Scattered.
light was collected by an eliip'ﬁ,ical mirroer or usi_ng a
Micromate microscope attachment WhiChYEIIOWS the probe beam
to be positioned to within # 10 um in the sample plane.
The light was ’analyzed using a double monochromator [SPEX.

model 1403:) with the spectral band pass consistently set at

SY.O cm"’l. A photomultiplier tube operating in the
photon.cou‘ntiing mode was used for detection. The
backgrouhd' of "the photomultiplier wa‘s léss than 25 cps.
The spectrometer is- computer controlled and repetitive
scans‘were':taken in rnﬁst caées to improve the sAigna.l-to—

‘noise ratio. Scanning rates ranged between 0.4

1

1 lsec™!,

cm™!-sec”! and 2.5 cm”

The measured specira for crystalline graphite and a

graphite sample thinned with tape to ~ 1000 A both

-1

exhibit a single band at 158! cm™* wavenumbers in

Figure VI.5. ‘The'fig-ure also shows spectra of c'rystalline
graphite thinned using TPE and RIE which have additional
peaks:at 1360 cm! (50 cm FWHM) and 1364
cm™? (38 cm™ FWHM) WaQenumbers respec.tively.v'
The ratio of the 1360 cm ~! integrated peak inte'nsity_

to that of the 158! cm™ peak is 1.1 for the TPE

sample. This corresponds to an in-plane domain size of 43
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A a.ccording to Tunistra and Koenig [166]. This ratio is

2.9 for the RIE sample which corresponds to L, »~ 120
A. Both of these etched samples exhibit a small peak at

~ 1622 cm™? which Nemanich and Solin [123] also
identify as a disorder-induced feature, |

The width of the 158! cm™t band remainea
constant (14 cm“l.FWHM) in the natural graphite,
HOPG, tape-thinned g;aphite," and the RIE graphite spectra.
Th'e TPE"gréph'ite sample exhibited a width of 20 cm™
FWHM. - Defects and buckling within the microcrystallite
platelets can cause bands to broaden and/or shift.
Evidence suggests that this type of' damage is not induced
by RIE, but does result from TPE. |

These Raman spectra clearly show .that dam'age was
introduced .into .the graphite films during etiching, hoiwever
the films remain micrqcfystalline and graphitic in nature.
It is iikely that the domains show preferential alignment
within t‘hev plane,. because t.h'ey origin_ated from a single
crystallas opposed té HOPG where the microcrystals aré
randomly o.riented- within the plane. The c-axes in the
etched films are probably also somewhat misaligned due to
etching.

| Figure VI.S shows Raman'spectra of graphite, HOPG, and

a-C. The a-C spectra has a broad amorphous band from 1000

cm?! to 1650 cm! centered at 1525 cm.
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This spectrum is in good agreement with méasurements of
other evaporated and sputtered a-C films [52,172].

| ;The graphite.'c‘rystal orientation in the spectrOméter
is crude, but adequate, given the resolution of the
machine. The c-axis of the crystal is well known since it
is pérpendicular to the sheets. However, the specimen is

wrinkled badly when mounted on -the holder which introduces

an uncertainty of at least z5° in the élignment of the
c-axis wi‘fh the incident z-'axis_. "Smaller uncer'tainties
‘f_rorn‘ the target hoilder alignment and crystal irregularities
are therefore insignificant. |

It is poésible_ to align the in-plane axes to some
extent in a'sim'ple manner. There are hexagonal crystal
faces ivn the cléaved natural graéhite visibl*e with either
the naked eye or a low power optical microscope. bNoting
these faces before etchinz the gfaphite allows arientation
to within a f.ew degrees. Thes'e,crystal faces are still
visable after RIE.

Ideally, the orientation ‘c_an‘ be found quite precisely
by examining the Brag'g diffraction patterns with the (e,e’)
arm in the elastic mode. Here, our spectrometer acts as a
high energy electron diffraction (HEED) spectrometer. No
attempt has been made to do this with the graphite s.&imple
yet. The present insirumental resolution of the spectr‘ﬁm

makes it insensitive to the in-plane orientation.



VII. PHYSICS OF CARBON

Carbqn has three co.mmon stable solid forms, graphite,
diamond, and amorphous carbon (_a-—C). These form a very
interesting system which exhibits perhaps the most varied
range of physical properties of any element. DiAamond is
renowned for both its optical brilliance and extreme
hardness, while grvap_hite is a wvery soft rnateriall and 15
black in color. From avsolibd state viewpoint, diamond is a
semi—conductor.- .Wi_th a 3-dimensional {(3D), 4-fold
‘tetrahedrally bound crystal structure. Graphite ié a semi-
metal with a 3-fold bonding-whi;:h is almost ,215 in nature.
Amorphous 'cérbon has properfi_eé which vary over a wide
range depending primarily on the temperature and method of
formation. It exhibits similariti‘es_to both graphite and
diamond aﬁd also has some unique properties.v A fourth
solid form, hexagonal diamond or W_hite graphit.e, has been
synthesized under high pfe.ssure_and a‘l.so found naturally
occurring in sm‘all amounts in meteorites [42].

.Crystal forms of carbon are very difficult to
synthesize and to date natural crystals are of supe.rior.

quality. This is due in large measure to the exiremely

high melting points of diamond and graphite, R 3530

134
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°C [28,167]. Large singlle cryétals of both graphivte‘and
diamond are rare. The properties of a synthetic- form of
gréphite. highiy. oriented pyrquticv graphite (HOPG), are
discussed since a.significant amount of the research on
graphite has been carried out on this material.

This section presents a summary of the physics of the
three common forms of solid carbon, 'incll.iding a description
of their physical properties, crystai st‘rL‘lcture. bonding,
band structure, and deﬁsity of states. Table VII.!
compares some important propert'ies of these materials.
These materials have been studied extensi#ely by numerous
techniques. Graphite and diamond can be characterized as
well undel"stood‘syste.ms, while a¥C sti“ll“ lacks a g.ood

theoretical framework to de‘scribe.it's structure.
A Graphite

Graphite has a hexagonal crystal structure which can
" be considered ‘nearly' 2D. There are planes of hexég-onal

rings which are widely separated. The intraplanar nearest

neighbor distance, 1.42 A, is less than half of the
interplanar spacing. These layers, or basal planes, are
stacked with an abababd scheme that produc.es two
distinct types of lattice sites.' These two sites are
illustrated in Figure VII.la. The solid vkertical lines

connect lattice sites thai are located directly above and
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Table VII.I Physical properties of carbon

Property Graphite Diamond a-C
L
Crystal Structure Hexagonal Diamond
Space Group c6/mmc® Fd3m™® -
Lattice Constants (R)|  ag+2.4612(0®  |3.5670(1)@ --
c=6.7079(10)@15°C’®
Coordination number 3 4 3 or 4
Nearest nelghbor 1.415 (intraplanar)® | 1.5445® --
separation (R) 3.354(interplanar)(b_] ‘
Melting Point (°C) ~3530™) »3550 (@
Density (gm-cm™?) 2.2670(4)® 3.5155(3)  1.7-2.2)
Index of refraction: ’
real 2.2 2.4173@ | 14-2.7048)
imaginary 0.7(¢ 0.03-0.75H-x]
Hardness ‘ | | -
(Mohs scale) 1-2 10 ~
Resistivity o
(room temp.) 4x1075 (interplanar)'® 1-100)
(Q-cm) 5x107? (intraplanar)® 0.6
Hall Coefficient -0.05' +0.25 to -0.05'
(room temp.) :
(cm3-Cc™h
Band Gap (eV) 0.0 5.5@0 | a-c o.5®
| a-C:H 1.5-2

(@) Robie et al (Ref. 147)

®) yUpbelohde and Lewis (Ref. 167)
©) Taft and Phiilips (Ref. 162)

(9 cRC Handbook (Ref.

{®) Kiein (Ref. 95)

@ willls et al (Ref. 187)

28)

® Himpsel et al (Ref. 82)
M) painter et al (Ref. 130)
@) Smith (Ref. 157)

) Stoner (Ref. 160)

&) Kahn et al (Ref. 91)

(1) McLintock and Orr (Ref. 118)

@) Measured for our sample
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~ (a) GRAPHITE

I.1 Crystal structures of carbon.
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pelow sites in ad'_jacent planes, whereas broken lines
connect sites that are above and below empty carbon hexagon
centers. The crystall has a Cé/mmc space grouﬁ with a basis’
of two atoms and four atoms per unit cell.

‘This ijlanar structure is responsible for the 2D nature
of graphite and for the anisotropy in inaﬁy of its physical,
eleétrical, and optical properties. Extensive reviews of
the prop'ervti,es of grephite are given by Ubbelohde and Lewis
[167] and Klein [95].

.Th‘e crystal structure has been very accurately
determined by x ray diffraction and is reviewed in
reference 167. Reference is made to early work on graphite
b.y pioneeré. in the field including Eweld {551 and ‘Debye and
‘Scherrer [51]. An-excellent study of the valence-electron-
'density‘ distribution compares x ray diffraction data [38]
with pseudopotential calculations [84] and finds that the

overall agreement between the two density distributions is

* 0.15 e/ﬁxab throughout the entire unit cell.

The Br‘illouin zone (BZ) of graphite is also‘ ‘,hexagona-l.
_The BZ is shown in Figure VII.2 with points of symmetry
labeled. The lattice vectors and reciprocal,lattic‘e
vectors are also listed.

The six electrons of each carbon atom form 2 core.

bands and four valence bands in graphite. The two ls

electrons form nearly dtomic orbitals with a binding energy
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>
~

-an ar off wn an e e o

(a) 3-D Brillouin Zone

The first Brillouin zone for grap'hite'. ~The point T
is at the center of the zone. The names A" L, Q, H, and
P(or K) are points of high symmetry on the zone boundary.

Lattice vectors Reciprocal lattice vectors
- [2n _2n
3 = (s, 0, 0) p,-[au,, ~an.o]
SURR I ] - (o -4n_
32 [2?0’20'0 b2 [O’@ag'o)
ag = (0,0, c) by = (0.0, %)
8y = 2.46 A
cg =~ 6.70 &

Figure VII.2 Brillouin zone of graphite.
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of 284.5 eV [49,116',62]. The 'four valence electrons form
two types of bonds.
The upper valence band results from the m bond formed

between layers. In the 2D approximation to ‘graphite this

band is formed simply by the 2pz atomic orbitals with

their nodal plane being the basal plane and their axes o»f
symmetry perpendicular to. the plane. The bond can be
visualized as a lobe extehding .ét right angles to the basal
plane. More carefull calculations show that this band is
split when 6ne considers the two independent types of
lattice sites. Electrbnéin these loosely ‘bound orbitals
are.primérily rvesponsible" for conduction.

A sécond il band is the conduction band‘;vith a zero
direct ene'rgy gap at the K point on the Brillouin zone
b‘oundary.» The bond configurations are illustx;at'éd in
Fig_ure VII.3 where the sign of the wave function at the
lattice points is designated by + or - signs. Note that
the valence n band has S-symmetry whereas the conduction
band has P—symmetry. This vis evident since adjacent unit_
cells are identical for .the valenc.e band, but are of
opposite phases for the conduction band.. m bonds are odd
with respect to the basal plane and ¢ bonds are even. It
should also be .noted that the bonding configurations in the
unit c.ell are degenerate for the conduction and valence

bands at K, as is expected.
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(c) valence band at K (d) conduction band at X

_ The upper figures show the basal plane siructure of
graphite. The sign of the P, wave function at each

lattice point is designated by + or - signs. The dashed
lines separate regions of like sign. The projection of the
unit cell on the basal plane is outlined in heavy lines.
The lower figures show the isolated structure within the
unit cell. After Wallace (Ref. 173). '

Figure VIL.3 = bonding in graphite.
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The other three valence electrons form hybridized

.spz orbitals. These o electrons form tight covalent
bonds with nearest neighbor atoms within the basal -plane.
In a simple tight binding (TB) picture, these orbitals have

the form

'z ket 1 . . L
e {ﬁ[xp (29) + 2 ¥, (2p)]} ;o= 1,2, 3 (VILL)

where ¥(2s) is the carbon 2s atomie orbital and
\?G;'(.'Zp) are 2p orbitals .ﬁz.hose axes are in the
d.irECtions'-ci joining the grapﬁite atom to its three
nearest neighbors [173]. There are three distinct bOnIding
"configurations Whiéh produce ‘the fhree c. valence bands.
Figﬁre VII.4 illustrates these configurations where the
phase of the bond wave functions lare designated by + , -,
and 0 s.igns_represénting phases of + 2n/3, - 2n/3,'and 0,
respectively.. At the [-point, the upper two valence
bands are Cémpdséd of wave functi.ons with equal numbers of
these three bonding'coeffic.ien.ts and the bands have P-
symmetry. A.t' the T'-point, the lowest wvalence band is
composed of all similér bonding coefficients and the band
has S—symmefry., At the K-point, all three bands are
composed of wave functions with equal numbers of the three
phases. Again, note thét the bonding co'nfigur'ations in the
unit cell are degenerate for the twb upper_valehce bands at

' and for the lower valence band and 'oneA of ithe wupper
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, {c) Upper valence bands ot K
 Figure VII.4 o bonding in graphite.
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valence bands at K. Another configuration compo‘sed. of
anti-bonding orbitals is responsible for a ¢ conduction
band with S-symmetry. The 3D splitting of the o bands is

much less than for the = bands.

Band structure calculations of graphite have been the
focus of extensive efforts over many'y'ears'. Early TB
calculations by Wallace [17_3] have been refined and
extended as listed in Table VII.2. [11,.84,164,111,187].
Pseudopotentia‘l calculations by Holzwarth et al [84] and
discrete variation method calculations by Willis et al
[187] ‘and Tatar aﬁd Rabii [164] are in good.agr'eement with
each other and best agreement with 'experiment. The band
structure is .illustrated in Fiéufe VIII.1Z2.

Table VII.3 list experimental determinations 6f the
binding energies at.syimm.etry points using.angle—resolvedv
ultra-violet photo-emiséion spéctroscopy (ARUPS) [112,163,
186,53,105], ihtegrated;alhgl-e photoémissioh spectroscopy
(PES) [v15], and x ray photoemission spectroscopy (XPS)
[116]. These experiments havé been performed.on both
single crystals [163,15,112,116,105]° and HOPG samples'
[186,53]. Synchrotron radiation [15,1.12,53] and Helium
lamps [163,186,105] were used as ultra-vioclet sources and
the Al Ka line was used as the x ray source [l16].

The conduction and valence bands density of states has

been calculated by Painter et al [129] using a
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Table VII.2 Graphite Band Structure -- Theory*

Method Pseudopotential - | Cellular| Discrete
(a) (b) (e) (d) ‘Variational
(e) ()

Band )
Upper r 3.3 41 | 25 L2 4.2 4.7
o M 7.0 7.6 53 4.7 7.3 8.1
K 11.2 11.6 6.0 8.8 11.0 11.9 .

A 3.2 4.0 4.1

L 7.2
-Middle r 3.3 4.1 2.5 L2 4.2 4.7
o M 14.0 14.7 11.2 11.4 141 | 14.5
K 13.3 14.3 123 | 108 13.7 | 13.9

A 3.2 4.0 4.1

L -l 12:2
Lower T 20.8 21.5 13.8 19.5 20.8
o M 15.1 16.1 13.0 | 125 143 | 15.7-
K 13.3 14.3 12.3 10.8 13.7 | 13.9

A 20.7 21.4 | 19.1

L 14.6
Upper r 7.0 7.1 . 5.8 6.4 6.6
T M 2.2 2.7 1.8 2.0 2.0
K -0.2 0.0 | 00 | oo 0.0
Lower r 9.1 8.7 8.0 8.1 8.2
T M 3.1 3.9 2.6 2.5 2.7
K 0.5 06 0.7 0.5 0.5

Both A 8.1 7.9 6.9 7.3

n L 2.7 3.1 1 22 2.3

H -0.2 0.0 - 0.0

* Energies in eV below top of valence band

(a) Hedlin-Lundquist exchange correlation potential;
Holzwarth et al (Ref. 84) ' ‘

(b) Slater exchange correlation potential; Holzwarth et al
" (Ref. 84) '

(c) Bianconi et al (Ref. 15)

(d) Spherically symmetric potential; Mallett (Ref. 111)

(e) Tatar and Rabii et al (Ref. 164)

(f) Willis et al (Ref. 187); Painter and Ellis (Ref. 129)
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Table VII.3 Graphite band structure--experiment.

Method XPS [ PES ARUPS

Source " Al | Synchro-| Synchro-| Hell| Hel He | Synchro-| He
. Ka tron tron tron
Ena (a) (b) () @ (d) (e (3] @
Upper r 5 57 | 53 43 4.6 4.6
K] M 8 8 8.8 8.3 8.3 : 8.0
K 13.8 . 10.5 11.5 .
A
L
Middle r 5 5.7 5.3 4.3 ’ 4.6 4.6
o - M 13.6 o 14.5 ) '
K|l 17-19 . 14.6
A S
L
Lower r 24 225 . " 20.6
] : M|| 17-19 16.0 (15.0)
K || 17-19} - 14.6 .
A
L
Upper r 76 (8.1) }(8.0) 7.2
n Ml 3-49 - 3 ' 2.4 (2.8) |(2.9)
K 0.35 (1.2) 0.2 | (L5) . 0.2
Lower r 9.0 : 9.3 8.9 . 8.1 8.6
n M 3-4 3 3.0 (2.8) | (2.9)
K 1.2 0.6 (1.5) 0.7
Both A 8.3 81 | 80 | 82 o
n L 2.7 28 2.9 ‘ 2.7
' H 1.2) 0.2 (1.5} 0.2
(a) McFeely et al (Ref. 116) (e) Williams (Ref. 186)
(b) Bianconi et al (Ref. 1S) (f) Eberhardt et al (Ref. 53)
{c) Marchand et al (Ref. 112} {g) Law et al (Ref. 105)

(d) Takahashi et al (Ref. 163)

“ Energies in eV below top df valence band. Uncertain
‘measurements in parentheses. v :
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".variationél method. A more detailed calculation for the =
band densitsi of states has been performed by Tatar and
Rabii [164] using the Johnson—Dres_selhaus mddél [88]. The
structure of the -density of states is well correlated with
symmetry points in the band structure.

Photoemission measurements of N(E) h.ave been made by
Bianconi et al [15], McFeely et al, [1168] and Thomas
et al [1'65] which are In agreement with theory (See
Figure VI'I.S). . Willis et al performed seCondary—electron
emission spectroscopy and found their results in good
agreement with calculations for the conduction band density
of states [187]. An x ray emission spectrum was -take_n by
Chalkin [36]. |

The relative contributions to. the v_éllence density of
states from s and p orbitals can be.'_inferred' from
comparisons of the intensities of x ray and photoemission
spec'tra. Th.e‘ 2s—1s transition is forbidden in the K
emission specirum while 2p electron K x ray emission is
bompletel& allowe_d. By co_ritrast, fhe Cross seﬁtion fo:r
photoemiséion fbr a 2p elecfron is lbo.w‘er by a fa(.:toi_‘.of 13

than that of a 2s electron [66]. McFeely et al [l16]

were able to demonstrate that states with binding energies

greater that ~ 15 eV -- corresponding to the lower o

bands -- were almost exclusively S-bands whereas states

with Ej £ 4 eV -~ corresponding to the P,
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Microcrys-
taline
graphite]

Intensity (arbitrary units)

Glossy
carbon

I 1 A L.

- 2W0BWS O 2B20IIBW0OS O
: Binding energy (eV)

Figure VII.5 Valence band XPS spectra of carbon.

Valence-band XPS spectra, before (left) and after
(right) correction for inelastic losses, of diamond,
microcrystalline graphite, crystalline graphite, and glassy
carbon. ' : : '
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orbitals in the m bands -- were almost exclusively from 2p
orbitals. The intermediate energies -- corresponding to
the upper o bands _—-Vwere mixed in origin with gradually

more 2p character nearer the ® bands.

The electron momentum density of pyrolytic graphite
summed over all bands for both q parallel and
perpendicular to the c-axis have been calculated from
several models [179,48,139]. Cooper and Leake calculated
-the contributions frém the m and o bands separately. [48].
~ The band;resélved calculations show significant differences
in the two directions,.whivle the total momentum density is
almost identical for bc_:t"h directions (See Figure VII.6).
In principal, (e,2e) méésurements of the momentum density
canrb'e separated by band and this difference should be
afupa»rent. |
| Measurements of the total eleciron momentum density.
havé been madé using 'Cvompton scatteri.ng [179,48,178] and
positron annihilation [14] for both momentum directions in
pyrolytic gbraphite.‘ These are in agreement with theory.

Berko et al [14] have calculated'the total fnomentum
den'sity for polyc‘rystalline graphite and found that it
agrees well with their positron annihilation results.
Measurements of polycrystalline graphite with Comptcon
scattering produced a broader peak [179,139].

Electron energy lcocss spectra have been taken by
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Figure VII.6 Directional Compton profiles of graphite.

The directional Compton profiles for (a) the o and
(b) the @ bands of graphite. The sum of the three ¢ plus
the n orbvitals appropriate for the valence band of

gra)phite is shown in (c¢). After Cooper and Leake (Ref.
48). : - -
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s.ev‘eral groups [62,40,25,26,78]. These have been used to
calculate dielectric functions and optic properties. They
are di‘scussed in more detail in Section II.A. Reflectivity
measurements wére performed by Greenaway et al [70]. A
detailed studied of optical properties was done by Taft and
Philtip [162]. Raman spectra are discussed in Section VI.

Highly oriented py.rolyticb graphite (HOPG) is a
synthetic form of graphite which is ‘often used in studies
of graphite properties. _ft is made up of small
crystallites ofv graph'ite with basal plane dimensions on the
ofder of ~ 1000 A. The c—a.xis. of the -crystalclites
are very highly o;iente_d, howeve'r they .are randorn-lyv
oriented within the basal pl.ane. A review of the

properties of HOPG is given by Klein [95].
B. Diamond

~ Diamond has a diamond c_rystal structure with fcc
symmetiry. The atomé exhib_it 4-fold t._etrahedral bonding
with a nearest neighbor distance of 1.5445 A (167]. The
crystal structure is illustrated in Figure VII.lb. Diamond
has a Fd3m space group with a basis of two atom and two
atoms per unikt cell.

The crystal structure has been very accurately

determined by X ray diffraction and is reviewed by
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U-bbelohde and Lewis [167]. Early measurements were
performed by Bragg and Bragg [23].

The BZ of diamond is a truncatéd octa‘hedron. It is
shown il‘llFigL.ll‘E‘VII.7 Witﬁ points of s?mmetry labeled. The
primitive lattice vectors and .recil.nrocal lattice wvectors
are also listed.

The ls core baﬁds df diamond are similar to the
graphi‘t“e core bands.‘ There are four wvalence bands Whicﬁ

result from the sp® hybridized orbitals. The bottom

band is a wide 'dispersing band with S-symmetiry, very
similar to the lowest valence band in graphite. 'fhe u'pper
three bands are degenerate"at F and disperse down&ard,
characteristic .of P—symmetry'bands. In thfe '-L and T-X
directions the ubper two bands are degenerate, |

The wave functions at the I'-points can be descri.bed
in terms of 3D neiworks of positive and negative bonding
coefficients similar to the description of graphite given
vabove [184]. At the lower f—point'ii:he wave functions are
formed with all.ﬁositive bondir_lé coeffic.ients, analogous .to
the lowgst [-point in graphite. These orbitals result is
the S-symmetry of the lowest diamohd_band. The wave
functions a.t the upper TI-point, which is triply
degenerate, are formed by three disiinct configurations of

equal numbers of positive and negative bonding



153

The first ‘Brillouin'zohe for diamond. The point [ is
at the center of the zone. The names K, L, W, and X are
points ‘of high symmetry on the zone boundary.-

Primative lattice vectors Reciprocal lattice vectors

bi=8L(1,1,-1)

°2=(°'9'£"g§')_ F.*ﬁlf(-l.l.l-)
d5=(92,0,8) by= 2L (1,-1,1)

Figure VII.7 Brillouin zone of diamond.
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coefficients. T_hese configurations account for the P-
symm‘etr'y nature of the upper three diamond bands.

Band siructure calculationé have been performed using
a variety of methodé includiné the discrete variational
method [123], LCAO [39,194], augmenied plane waves [94],
tight binding [37], pseudopoténtials [91, and variational
cellular method [56]. Table VII.4 shows that all these

theories are in approximate agreement with each other and

" the limited experimental measurements available [82]. It
is interesting to note that calculations based on S2p2
and .sp3 orbitals yielc'l"»/eryr similar results. The band

structure is i{llustrated in Figure VIII.14.

Himpsel et al have méde 'measureménts of the binvdin.g
energies at several symmetry points using ARPES with
synchrotron radiation [82]. | |

It should be noted that energies _llisted' in Table VII';_'—‘}
ar'e.ﬂ referenced to the vt'op of the valence band. The band
gap in diamond is 6 eV, [56,82,130,‘194] therefore the Fermi
level should be ~3 eV above this reférence. | '

.The conduction and valeﬁce bands density of st.étes has
been calculated by Painter et.al [130] using a discrete
variational method. "This calculation is in very good
agreement with XPS measurements by McFeely et al [116] and
X Tay emission spectré measured by Wiech and Zopt

[182].



Table VII.4 Diamond Band Structure

T HE OR' Y

EXPERIMENT
METHOD Pseudopotential LCAO LCAD APW Discrete ARPES XPS
(a) (b) (c) (d) | Variational (e) (f) (g)
BAND
Upper 0.00 000 | 000 [.0.0 0.0 0.0 0.0
6.43 6.09 6.27 5.2 5.3
2.86 2.82 2.82 24 24
Middle 0.00 0.00 0.00 0.0 0.0 0.0 0.0
12.90 12.17 12.43 115 11.6 . '
13.73 12.18 13.09 116 1L.7 128 + 0.3
Lower 21.68 20.44 21.03 19.6 196 242 £ 10 21 £ 1
12.90 12.17 12.43 1L.5 11.6
- 15.79 15.17 15.29 14.4 145 152 ¢+ 03
Band Gap 6.3 6.0 60 t 0.2
@Bachelet et al (Ref. 9} ©painter et al (Ref. 130)

(b]Zunger and Freeman (Ref. 194)
@ehelikowsky and Louie (Ref. 39)

[d]Reown

(Ref. 94)

*Energies measured in eV below the top of the valence band.

OHimpsel et al (Ref. 82)
©McFeely et al (Ref. 116)

SST
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The relative contribution of -5 and p orbitals {t{o the
density of s’;ates of diamond was also examined by McFeely
et al [l16] as disc-us.sed above. The fractional p mixing
varied from 167 for b.inding energies between 24 and 20 eV
monotonically to 92% for bindiné energies between 4 aﬁd 0
ev. Thu.s; the bottom band is primarily 2s in character,
the middle baﬁd is. of mixed character, and the upper bands

are primarily 2p . in character. An average hybridization of
51'2p2'8 w-as. de'ri'vevd‘, whic'h is in Temarkable
agreement with chemical intuition which would favor s p?
over s?p? .

The eiectron‘ momentum density of diamond summed over
all bands for several m.orne.ntu‘m directions have been
cal"culated [194,138,139]. A's .With graphite, the‘-total
momentum densities do not differ a great ‘deal in different
momentum di.rectio.ns, but should show significant
differences when the bands .are sepérated.' The total
,momentu_rﬁ" density of diamond is quite similar to graphite
althqugh it is somewhat broader..

Experimental measurements with Compton scattering
f138,l78], and positron annihilation [102] for crystalline
and pqwdered c‘liamond‘ are in good agreement with each other
and in reasonable agréement with theory.

The theory of diamond’'s optical properties are

discussed by Painter et al [130] and other theoretical
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and experimental work is reviewed by Roberts and

Walker_{145].' Raman work is discussed in Section VI.
C. Amorphous Carbon

The nature of a-C is a very bomplex problem. Beyond
the difficuliy arising from the random ll‘ong~range ordering
in typical aniorphoua materials, carbon is complicated by
the coexistence of the tetrahedrally bonded diamond vcrystal
str‘u;:ture ‘and the 3-fold planar .struc'turé of graphite. A
central issue in u.nderstandingv a-C is the relative
importance of three- and four-fold tonds. Extensive
exp'erirneri.tal? effort has yet to ach'i-eve. a unified
inte‘rpretatio'n and theory is only in its infancy. Scme
pcssible structﬁre mode_lsl are"dis"c‘ussed below. |

Deciding exactly what materials are a-C is not an easy
task. » For our purposes, we can disti'ngﬁish four types of
carbon -which will be discussed. Thé family of materials
known as‘ turbostatic carbons appears to be very fine
grained'graphitic powders. Many evaporated and sputtered
a-C films appear to be priniiarily grai:hitié in character.
Another class of a-C films are referred to as "diamond-
like." Finélly, tﬁere are hydrogenated amorphous 'carbons
(’a—C:H) which are prepared from chemical vapor depositidn
of organic materials.

Turboétatic carbons include carbon biack {(soot) and
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c'oke. X ray [16,140,1'53 and electron diffraction
measurements indicate t.hat such carbons have a very finely
dispersed graphite structure, 1 e. small gréphite regions
with very little a-axis correlation. Shor.t and Walker
[153] estimate the in—plane crystal dimension of'carbqn
black to be 15-20 A and the _c—axiﬁ thickness to be about

15 A. They estimate a 5-107 increase in the infer_—
planar spacing which is consistent with reductions in bulk
density. X ray PES [116],’EEL_S [116.], and Compton
~scattiering [178]'measurements for turbostatic carbons are
in good ag.reern'ent with data for g»réphite. Raman spectra
show a gradual transition from '-cfystalline graph.ite_through
mi-ﬁrocrystalline_ graphite to a-C as discussed in Section

VI, | | |
| The pfopefties of aA—C_‘ filﬂms .diff‘er greatly and éppear
to depend on the method of formation .'and the depoéition
te.m.perature. In gener'al._, evaporated and sputtered_
films prepared at higher temperatures [rolorﬁ‘tefnperature and -
above) can be classified as_graphite—like, whéreas
evaporated and sputtered films deposited at low
témperatures and films prepared by chemical vapor
.deposition (CVD) can be classified as. diamond-like [79].
Many ofv ‘the diamond-like properties become more graphitic
in nature upon annealing of the films. | |
It should be remembered that the films used in ocur

(e,2e) study were prepared by arc evaporation at room
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temperature (see Section VI]. Therefore, these films
should be expected to fall in the graphite-like category.
Tlf;e measured EELS and Raman spectira for these films are
supporting evidence for this claim.

The hardness and semiconducting nature of graphite-
like a-C films were early evidence for tetrahedral bonding.
More récent measurements indicate that some a-C fil.ms are
primarily grabhiti'c in nature although some diamond-liks
bonding can not be ruled out.

'Electr_on diffraction by Boiko et al of electron—bﬂeam
evaporated filnﬁs exhibiis pronounced graphitic
character [19]. They propose that their film consists of
regioné of ori.ented and ﬁnorienfed'graphitic is'lands'[wi'th

R (]

coherent sizes of ~ 10 A and planar spacings of

~ 4-4.5 A) cemented with d‘isordered‘ carbon. Mildner
and Carpenter conclude from neuirocn-diffraction-data that

tetrahedrally bonded atoms in a-C account for at most 10%

€3]

and probably less than 5% of the atoms [ll8al. 'XP
me'asurements by_ McFeely et al are very Similal“ to graphite'
and differ from diamond (see Figure VII.5) [1l6]. The EELS
spectrum of a-C shown in Figure \/II.8}is also much more
similar to graphite than diamond [146,172]. The EELS data
of olur‘ a-_C f'ilms faken by Schnatterly [149] (see Figure
VIII;B) and measurements by Burge and Misell [26] are even
more similar to graphite and exhibits both characteristic

graphite peaks at 7 eV and 25 eV (see Section II.A).
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Extended electron-energy-loss fine structure measuremeh{s
by Batson and Craven on carbon K-ionization edges also show
a graphite-like structure [12]. Rarﬁaﬁ spectra for
evaporated and sputitered a-C were also foﬁnd to be much
closer to graphite than that of diamond (see Section VI)
[52,172]. Based on Raman d-ata', Wada et al have proposed
a model forva—C lwhich is based on randoem-network-type
pltanar clusters Qf .graphite structures ~ 20 A& in
sizev,-which have dangling bonds arcund the clusters’ edges
[172]. |
Grigorovici et é.l have .measu‘red the temperature
dependence ’of electrical Conductivi‘ty,v"piezoresistance, and
therfnop'rﬁ'wer,' as . well ,aé optical ,réflectivity and
transmission, for electron beam evaporated a-C fi_lmls [71].'
Ba_séd on electrical conductivi.t'y‘ and optical ‘me'asurerﬁenis
they estimate an energy gap of .65 eV. Their -ref'i.e-tivi.ty
measure.men_ts also Shou} features Wﬁich ~can be attributed
,so.lely to diamond and graphite alone. They conclude that
a-C is _rna'de u}ln.c)f iqterconnected islan.ds of both diam.ond
and g.raphite' structure, with a predominance of graphite.
Beeman et al [13] reviewled the radial‘disfnrib-ution
functions from elevctron diffraction [19,32], and the Raman
and vibrational density-of-states spectra [52,172] for a-C.
Their comparison of computer mcdels of a-C structures' with
varying percentages of teirahedral bonding lead them to

conclude that this percentage was not likely 1o exceed 107,
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They propose a variation of the model by AWada et al --
similar to that mentioned by Robertson [146] -- which
coﬁsists of three-coordinated planar regions with
occasional four-coordinated atoms allowing chanées in
orientation of the planes. These graphitiic regions .have
fairly randomly oriented p‘lanes so that the bulk material
would be isotropic. Their model regions had little
distortion in -bondv’ length and bond angle, yet they found
that the:e were significant numbers of five- .and seven-
mevmbered rings‘ incorporated»into the model str'ucturves.
These planar reglons are quite similar to the 2Dvrando.m—
network structure discussed by Zallen [191]. E.“urth.er
reference to this model is made in Sectioﬁ VIII.C.- |

Many pro_perties of "diémond—lik'e" .a—C ‘have been
studied including, conductivi{y [149], resistivity _[79],A
'okptical'prope_rti._es [79,91,148]7, elecvtll‘on diffraction .[79],
and electron'microScopy.[128]. In general, these films
exhibit properties which can bé attributed to the presence
of both 3-fold and 4-foild bonding in varying amounts. The
interested readervis referred'to the literature for
details. _ i

The.optical [157,89] and dielectric [103] properties,
conductivity [89.], EEL‘S spectrum [60], and electron
.dﬁfractidn patterns [60] of a-C:H films have been stuﬁigd
These films are produced from .CVD from wvarious organic
compounds. In general, they éxhibit significant amounts of

tetrahedral bonding. -



VIII. ANALYSIS OF DATA
A. Description of data

An extensive set of data has been taken for an a-C
.éample (Sample I.D.# C24) which extends previous
measurements [144]. The normalized data, deconvoluted
data, and ancillary measurements for t'his_ sample are
presented ‘below. These data are compared to published
theory and experimental results for the ‘band structure,
densi_ty"of s’tate, and electron momentum density of both
diamond and ‘g.raphite. Finélly,,some con.clus'ions are drawn
regarding the structure of a-C based on this data.

Table VIII.1 lists the expe.l;imental parameters
particular to the C24 data set. The incident elect\ron
energy was 20 bke»V.' Déta Wa.s_collected- for a range of
energies & between -7.7 and 40.8 eV below Ep (binding

voltages V, betwe'én 2 and 25 V with a LV increment, see

Equation II1.6). The range of momentum q was .-4.2 to 3.l
-1 . ' .

A ‘with a momentum = increment of 0.28
-1

A

Data v.;ere col.lected over a period of approximately two
months in units of approximately one week duration. Each
of the 648 (E,q) points had data collected for between
0.A3b and 1.7 hours, with the central region of interest

Table VIII.1
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Table VIII.1 Experimental parameters for C24 data

" ENERGY

Range of binding energy
Range of binding voltage
Energy increment
Meter voltage

Meter scaling factor
Meter offset voltage
Computer scaling factor
Computer offset voltage

Wien filter offset voltages

Fermi energy relative to binding
energy zero

Incident beam energy

Energy resolution

MOMENTUM

Range of momentum
Momentum increment

Momentum offset

Momentum conversion factor ,
Momentum resolution

COUNT RATE

Maximum coincidence count rate
Average peak coincidence count rate

Average background count rate
Maximum signal-to-noise ratio
Average signal-to-noise ratio

Collection time per (E,q) point

Statistical error
Systematic error

5q
QSHH"T

Aq

-7.7 to 40.8 eV
2 to 25 V

2.0 eV .
120 mV = <17

2000.1 = <l%
-12.08 = 0.1 V
1.0 = 0.01
047 + 0.0l V

04 + 05 V

04 =+ 0.5 V
-0.5 2V

20.0 kV
6 eV

-1
-4.2 to 3.1 A
-1
0.28 + 0.05 &
-1
-0.84 ¢ 0.28 A
'-1 ,
0.064 A /step = 107
0.6/}

863 He

0.015 Hz
15

5
0.32 to 1.68 hours
5 to 107
107



165

having the longer sampling times. .The maximﬁrn coincidence.
rate was 0.23 Hz. The average coincidence count rafe for
(E,q) point.in a band was approximately 0.07 Hz and the
average background count rate was 0.015 Hz which is a
signa]-to—n‘ois’e ratio of about five. Thé statistical error
of the coﬁnt rates for points in a band was from-S to 107%.
There was also a systematic uncertainty.in the count rates
of ~ iOX, due pr.ivmarily to variations of the couﬁt rates
as a functi.on of momentum. |

A th.ree—dimension'al plot of“ thé merged .normalized
(e,2€) dat‘é is lsho_wn in" Figure VIILL. |

The parameters. used in the deconvolution of.'multipie.
scattéring are :1isfed in Table VIII.2. Deconvolution was
performed for the e'ne_rgy loss variable only, because
momentum broadening was not ‘aé significant for the data set
as wés energy'broadening._ A discussion of the momenium
parameters is included, II'IOAWGVVGI‘, for thé_sake of
- completeness. It should be noted that we determined all of
. the parameters used in the deconvolution empirically, with
the exception of the mean free pathé. All of these wvalues
are in good agreement wvithv other work where it is
applicable. '

The four momentum broadening functions are shown in
Figure VIII.2. The momentum resolution parameters were

determined by theoretical eleciron optiics modeling of the
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Table VIII.2 Deconvolution parameters for C24 data

Input arm energy resolution ' ’ ag  0.85 eV (2 ev FWHM)
: -1 -1
0.5A " (1.1 A FWHM)

Input arm momentum resolution 8y
-1 -1
a, 05A (11 A FWHM)

Oﬁtput varm energy resolution be 2.4 eV (5.7 eV FWHM)
‘ -1 -1
Output arm momentum resolution b, 03 A (0.8 A FWHM)

-1 -1
b, 03 A (0.8 A FWHM)
Inelastic normalization constant v, - o.8217 @
Inelastic peak position Vo o 243 ev @
Inelastic peak width | m, 15.4 eV (FWHM) . @
Inelastic width parameter _ Vs 0.00422 @
Elastic momentum parameter =~ = qn' 3047 ©
' _ -1
Plasmon momentum parameter s 0.040 A (a)
-1
Cutoff momentum ' 9, 20,0 A @
Target thickness (surface density) t 55 & (lug-cm™2) -
(EELS fit) B 140 A
Elastic mean free path v Ne 530 A (25 kev) ©)
B 275 A (2.5 keVi(C]
Inelastic mean free path N; 300 A (25 kev) &eD
: - 160 A (12.5 kev) (&=D
Total mean free path _ Ap 192 A (25 keV)
101 & (2.5 keV)

125 A

>

Average mean free path

) Schnatterly, (Ref. 149)

® Hartley, (Ref. 78)

© Bringer and Menz, (Ref. 25)
@ Fietds, (Ref. 59)

© Penn, (Ref. 132)

W Burge and Missell, (Ref. 26)
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Figure VIII.2 Momentum Broadening functiions.

- Illustrates the four momentum broadening functions
used in deconvolution normalized to one at g=0. F, (see
Equation I1.6) is the small angle elastic scattering
distribution. F, (see Equation II.12) is the small-angle
inelastic scattering distribution. P, and Py (see
Equation B.10) are the output and input arm resolution
Gaussian distributions, respectively.
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lens systems. The input and outpuAt resolution functions
"are Gaussian distritutions with FWHM of 1.4 and 1.0
A—vl respectively. A value o f I3.O,A_1
[90] was used for the elastic momentum pafameter q, based

on measurements of a-C [25].- The plasmon momentum

-1 . _
parameter 9 '0.040 A based on Schnatterly’s

determination of fw, for a-C [149]. An empirical fit
of the inelastic data of Brunger and Menz [25] to ‘Equ.ation'
I1.12 ylelds q_=0.144 -B [90]. The d‘iscrepar}cy_
in these values can be understood by ndting that EQuation

II.11 is based on the assumpti.on that the plasmon peak is

narrow, which is not the case for a-C. The cutoff momentum

was estimated as 9. = 20.0 A from Egquation
11.13. The input arm energy resolution ‘was estimated to
have a 2 eV FWHM. The output arm energy resolution was

o 7

determined from ESWEEP dafa shown in Figure _V.2 to be 5.7
eV FWHM.

Parameters for the energy depend:ence of small-angle
inelastic scattering were determined from high r.esol.ution
EELS data taken by Cafolla and Schnatterly ét tﬁe
University of Virginia [149]. The data for our 'a—c films
shown in.Figure VIII.B was taken at 150 keV and has been
corrected for multiple scattering. The solid line in the
figure is a fit to the data using U(§) from Equation

I1.10 with a main energy loss peak position of -24.3 eV and
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Figure VIII.3 Energy dependerice’ of small-angle inelastic
energy loss function U(8).

The points represent high resolution EELS data taken
bi Steve Schnatterly (University of Virginia) on a-C films.
The solid line is the fit io the data using Equation II.10.
- The vertical scale is arbitrary and normalization has been
adjusted to give agreement at the peak.
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a FWHM of 15.4 eV. The peak position is in good agreement
with graphite data reported by Hartley [49] and a-C data in
Burge and Misell [26]. However, the width is less than the
value obtained by Burge and Misell (21.8 = 0.5 eV ).
The Fourier transform'V(’t)' of U[é‘) is shown in Figure
VIII.4.

The Fourier fransform F(t) of the smearing function
is shown in Figure VIII.5b. This is calculated from the
Z-functions shown i{n Figure VIII.5a and the coefficients
in Table VIII.3 using Equation B.7. The smearing function
fP(Ej, i.e. the inverse Fourier trans-fo‘rrn of T(t), is
shown iln Figure VIII.6.

The elastic and‘ inelastic mean free paths of a-C as a-
function of energy are graphed in Figure VIII.7. The data
a.re ade.quate'v for high i.ncic_l-ent energies, but muslt be
extrapolated beloﬁ: about 20 keV. This introduces
significant error into the mean free path estimates.
However, the mean free path only enters in;to deconvaolution
calculations as a.ratio_ of the_samplelthickness ‘to mean
free path. This ratio can be defermined vindependently from
ESWEEP data simitar to that in Figure V.2. Comparison was
made between ESWEEP data land the thicknesses for the
theoretical function #(&) which faroduced the same
plasmon ratio (the ratio of the height of the first plasmon

peak to the zero loss peak height). Analysis of several
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.Figure VIII.5 The Fourier transform T(t). of the sme'aring
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Table VIII.3 Probability of multiple scattering as a

function of target thickness

Number of : Thlc,kness (A)

Scatters 50 100 140 150 200 250

0 0.6040 0.3805 0.2703 0.2491 0.1688 0.1178

1 0.290S 0.3365 0.3123 0.3031 0.2522 0.2040

2 0.0803 0.1776 0.2177 = 0.2229 0.2284 0.2133

3 0.0144 0.0699 0.1165 0.1264 0.1623 0.1766

4 0.0011 0.0208 0.0507 0.0586 0.0972 0.1255

5 - 0.0045 0.0175 0.0223 0.0499 0.0783

6 - 0.0005 0.0043 0.0065 0.0216 0.0430

7 -- - 0.0006 0.0012 0.0075 0.0204

B8 - - - 0.0001 0.0021 0.0111
Plasmon Ratio 0.083 0.160 0.206 0.22 0.27 0.33

PLT
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" Figure VIII.7 Mean free path vs. incident energy for
Carbon ' '

Elastic mean free path curve based on data for a-C
from 20<E <60 keV after Brunger and Menz (ref. 25).
Inelastic mean free path curve based on data for a-C from
20<E,«70 keV after Brunger and Menz (Ref. 25) [ |; Burge
and Misell (Ref. 26) [x]; Bohm-Pines theory in Burge and
Misell [ 1; and data for graphite from 0.2<E;<2.4 keV
after Penn (Refs. 132 and 133) and Quinn (Ref. 135).
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thicknesses of a-C film suggest that estimates obtained
from this method are approximately 2.5 times larger than
measured film thicknesses (see Figure VIII.8). These

estimates are used only in the deconvolution.

Ten iterations of the deconvolution routine were
performed. Further iterations amplified noise in the datia
and produced larger mnegative count rates.

. The deconvoluted data are presented in Figure VIII.S.
B. Comparison with previous results

The general trends found in the present data are the
same as those we reported previously [144]. The resblution
in these previous rneasuvrements was less. and data were not.
taken at as fine an increments. The only significant
discrepancy was in the assignment of the position of .the
Fermi lével which appear to differ ‘by about 4 eV.

The energy density of states can be calculated from

the (e,2e) cross section using

NE) = Il@tq)lz d’q ' (VIILL)

For an isotropic distribution this can be expressed as a

sum over all momentum points

N(E) = % N(E,q) 2ng° 8q (VIIL.2)

where &g is the spating between momentum points. It
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should be noted thaf there is. an _ambiéuity in this
expression for N(E) for amorphous st'at'es which are
.degenerate in E an;l q,_but.can not be assig'ned a quan‘f_;um
number n; This may produce a discrepancy at small q due
'to the overlap of the wax)efunctions of delocalized
degenerate states. Figure VIII.'iO shows N(E) calculated
from the normalized and deconvoluted a-C (e,2e) spectra.
The (é_,Ze) cross section is not measubred on an absolute
scale, therefore there is an arbit-rary normalization factor
in tbhe calculated dens.ity.of statesv. There is a further
uncert_ainty 1n assigning the positién 6f the Fermi Energ'y
das -0.5 £ 2 V above the zero of thé bindiﬁg energyvas
Was. discussed in Section V.
| Comparison of the deconvoluted a-C density of states
with those of éraphite [15,129). and diamond [130] ‘are shown
in Figure VIII.1f. There is not enough rescolution in the
’(é,Ze] data to mal;e'detailed compari.s.ons, however, several
general conclusions can be drawn. .

The (e,2e) density of states appear ‘shifted by about
2 eV to energies above .EF. This could be an arti.fact of
the energy resolﬁtion, be a result of a systematic error in
énergy measurement, or be caused by charging due to the
presence of a larger ehergy gap. In .any event, the
diécrepancy is within experimental error. The (e,2¢)

density of states is significantly wider than either
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() a-C compared with graphite
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Stepped curve is aftér theory by Painter and Ellis
(Ref. 129). Dashed curve is after XPS measurements by
Bianconi et al (Ref. 15). Solid curve {s based on (e,2e} data.

(b) a-C compared with diamond
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Stepped curve is after theory by Painter et al (Ref.
130). Solid curve is based on (e,2e) data.
Figure VIII.1I _

. Figure VIII.l!l Comparison of density of states of a-C,
graphite, and diamond
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-graphite or diamond densities of Qtate. Thi‘s could als§ be
partially a result of instrumental broadening.' The small
peak centered’ at’.fv 32 eV is most likely a remnant of
incomplete deconvolution, bec‘éuse it is one plasmon energy

(24 eV) below the main feature in the density of states at

8 eV.

The 1D eleciron momentum density is given by
@ = [ 18 & -_ | (VIIL3)

which can be expressed as a sum over energy'points as
I - S NEg) 6E - (VIIL4)
E '

where O&E is the spacing between energy points. Figure
VIII.12a shows J(q) calculated from the normalized and
deconvoluted a-C (e,2e) spec“;ra. A crude effort was made
to calc'ulate‘J(q) separately for the two bands
distinguished in the de‘ltva. The sum over
11 = Eg S_BZeV includes the bottom por_tion of the
lower parabolic 5and. The octher sum over

-2 = Ep = 3 eV illustrate.s,the upper band for

| g1 &1 AT However,. for larger q,
contributions of approximately ‘equal magnitude are present
from both bands. |

The evlec."t_ron momentum density is about twice as wide
as those measured for graphite and diamond. There is some
instrumental brocadening in momentum, however this alone

prdbébly can not account for the marked increase in the
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width. The electron momentum density also exhibits a very

broad plateau at Iq'lcl A_l which differs from the
sharper shape of the cryétalldistributions.' " Here also the
[_(Ia,2e‘) resolution is insufficient to draw any.d.i-rect
conclusions.

An estimate of the band structure of a-C is obtained
by projecting the location of the peaks in the deconvoluted
(e,2e) intensity onto the (E,q) plane. Figure VII_I.lB
shows the locvation of the'se points. The peaks for positive
(circles) and negative momenta (squares) are mapped _ontio
the same quadrant. These represent peaks (solid symbols)
and shoulders topen symbols) in constant-momentum plots of
. the [e,?e) dalta. ‘The tri‘angles'.designat.e peaks in
.conStant—ener.gy plots of the (e,2e) data in a‘ region Wheré
it .Was difficult to distiﬁguish,structure.in the constant-
m‘ofnentu.m plots. _Experimental resolu‘;ions (FWHM)] are shown
>by the error bars at the boftom of tﬁé graph. Statisfit'al_
_errors in the count rates are shown in Figure VIII.14 by
error bars, however éystema‘tic grrors and err.ors introduced
by deconviolution are not included.

There are two bands clearly visible in the data; The
lower ‘b.and has  a minimum at =0 with Eg# 18 eV below

the Fermi energy. The band is roughly parabolic and has a

-1
momentum width of ~ 2.5 A extending upward_to

near Eg. A p'lot of the peak heights along the band as a
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function of momentum (Figure VIII.14) shows that the band
~intensity decreases monotonically. This is characteristic
of S-symmetry bands as discussed in Section II.B.

The upper band is not as prominent, but it is clearly

visible. This band also has a minimum at g=0 with
Eg=6eV. Again, the band is upwardly dispersing to

near Ep, but has an apparent momentum width of only

-1 ) .
~ 1.7 A, However, the juxtaposition of the
up‘per and lower bands near the Fermi level limits the
certitude of this statement. A plot of the peak height

versus momentum shows that there is a maximum in intensity

at gw1 A which is ~50% larger than the gq=0
peak intensity. Therefore, the band appears to havev a
mixture of S- and P-symmeiry c'haracteristics;

Most of the positive inomentum peaks in .the bottom band
have lpv}er bindin_g energies than tﬁe corresponding negative

momentum points. This suggests that the momentum offsel is

vincorrect..‘ A fﬁrther shif.t of -1/8 to -1/4 A—1
imprers .the agreement, however the position of the band
remains unchanged.

The theoretical val.ence band structure of graphite
[187] is superimposed on the (e,2e) data in Figure VIII.lB.‘
The graphite 'bands in two directions, I'-M and T -K, are
illustrated. The 3D splitting of the bands is also

~included; in particular both @« bands are shown. The
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areas beiween each of the bands in the itwo directions are

shaded. This formally represents the fact that isotropic

a-C must be some kind of average over all directions. The
-1 -1

M (1. a 8 AT a n d K (1 .7 0 A7)

boundaries are included for references.
The comparison shows striking similarities. The lower

c band is comparable to the lower a-C band cut to g~1.7

A (vnear the graphite BZ boundary). The curvature
of the two bénds are quite similar, however, the a-=C band
is. about,é eV above the graphite band at g=0. vThe‘ a-C vband
extends beyond the graphite BZ boundary vto‘larger‘ momentum.
This a-C band appears‘t‘o' display S‘-s'yrnmetry. as does the
lowest 6 band. The # bands of graphite are also in good
agreenﬁentlwith the upper a-C band. The vbinding eneréy at
g=0 for a-C is ~2 eV above the value for the center of
the .?r bands. Tﬁe upper a-C band does exhibit some P-
symmetry characteristics which are conirary _to the S-
syrnm.etry of iheﬁ band. .The difference between the two
measur‘ed a—.C..band.energies at gq=0 (~12 eV) agrees
remarkably with the valﬁe for the averages of the graphite-
bands (~13 eV). It‘should. be noted that earlier a-C data
[144] positioned the lower band at 2 eV below the graphite
band at ¢ = 0, but had the same value for the separation of

the two a-C bands at g = O. Thivs again emphasizes the
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problem of establishing the Fermi level and suggests that
there may be an error of ~ 2 eV i.n the assignment of the
Fermi level of a-C.

The apparent absénce of a-C bands cbrresp'ondiﬁg to tﬁe
upper two o bands is also striking. The two upper o©
bandsvaccount for t:;ﬁe half of the stiates in thé graphite
valence band, so some explanation of their absence is
required. It is possible that some vestige of these bands
is présent, but not r‘esol.ved. The width -of the upper peak
at gq=0 (FWHM 'shown by error bars in Figure VIII.13) is.
su'fficient_to‘ encokmpass both the #n- and upper o bands.
The o bands have P-symmetry, which might help explain the
P—»,symmétry ch_aracteri'stics of the upper a-C bénd. Howevef, '
their P-'-symmetry‘ would also imply that they should have

<

high intensities at 0.5 & Jql & 1,047
where th.ey w'ou1‘d be most easily resolved from the other
" bands. |

,'_A similar comparison of the a-C data with diamond band
structure is shown in Figure VIII.15. As before, the

dispersion curves are illustrated for two directions, i.e.
‘ ~1
the I'-L and TI'-X directions and the L(1.53 A )

-1
and X(1.76 A7) boundaries are shown for
reference. The similarities are considerably less. The
lower a-C band is in comparable agreement with the lowest

diamond band as it was with the lowest graphite band.
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Their energies differ by about 4 eV at E{=O. _The vupper
bands differ markedly and.‘disperse in opposite directions.
Their energies differ by ~3 eV at g=0. The difference
between the two diamond eh*ergies at ' is ~20 eV for
diamond which is significantly larger than the
corresponding ~12 eV measured for a-C.

The total number of states in thé valence bands
integrated over all momentum directions is 2n,N, where
n, is the numb.er‘ of valence electrons pér unit cell and

N

. is the number of unit cells in the crystal volume.

An intégrat'ion .of the density of states lN(E‘) over all
valence en‘erg.ies‘ should also equal 2n,N,. This ié_of
cpﬂrse .ec‘[—uiv"aleht to integrating the 1D density of states
along all reciprocal space d.irections over the. BZ.
Individually, each ‘band accounts fo.-r 2N, states in the
dehsity, of states.

it is sonll.etimes' possible to f‘urther 's.eparate the
valence .bands into individual bands or groups of bands if
the 5ands are not degenerate wi{h respect to energy over

all momentum directions. This is {llustrated in diamond

where it is possible to equate the states with

€ & 15 eV with the upper three bands and the

Pd

states with & ~ 15 eV with the lowest o band.
There are three times the number of occupied states

associated with tﬁe_ upper three bands as with the lower
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band..
The theoretical density of states for diamond [130]

in Figure VIII.1lb shows that the number of states

"associated with the upper three bands (& & 15 eV)

is approximately three times that of the number associated

with the lowest o band (& & 15 eV). Similarly,
Figure VIII.lla [128] shows 'that the number of states in

‘the m-band of graphite (& £ 6 eV), the two upper

c-bands (6~ € & 14 eV), and the lowest o-

band (& & 14 eV) are in the approximate.rafio
v1:2=1. The 'é_eparation of the graphite bands is less clear,
because the w-band and upﬁer c-bands cross.

In an amorphous.. samplle of equal size, there must  be
the same total 'numbver of' occupi'ed states as in a crystal
because the number of valence elecirons is the same.
Hdwever, the number of’v states in a given band is no longer
. predicted by Bloch's theorem, because amorphous materials
lack long range order. The amorphous momentum density of.
states is the samé along all momentium dirercti.on‘s due to the
isotropic nature of amorphous materials i.n real space,

The relative number of states in 3D éssociated with
each a-C band can be determined from the density of states
'in'Figure VIII.1O0. Three regions are distinguished in the

band diagram in Figure VIII.13; those states‘ with binding



194

energies below E = 8 eV can be assigned ito the lower a-C

-1
band, those above E = 8 eV and with q<1.74

can be assigned {t{o the upper band, while states with

_.1‘
E < 8 eV and g > 1.7 A cannot be unambiguously

‘assig‘ned. Figures VIII.S9 and VIII.14 show that {he CTross

section above E = 8 eV is approximately constant out to
o—l

g = 2.8 A at which point the probability drops

rapidly te zero. Under this. approximation the number of

states in the unassigned region account for‘4QZ of the
occupied area of (&,q) space above 8 eV in Figp.re
VIII.9. A momentum weighted sum, as in Equation VIII.2_‘
determines that 637 of the states above E = 8 eV in the‘
density of's{atesv are. in. the unassigned region. The
premise that the upper band terminates near the BZ bsundary
wbuld clearly assign these unassig.ned states to the lower
band. 'In thisr case the ratio of lovlier band states to upper
band states is 5:1. If tﬁe unassigﬁéd' states are (Shafed
equally by the two.ban'ds this ratic is 2.4:1. Shifting the
cutoff energy frbm 8 eV to 6 eV or 10 eV chénges this ratio
byvonly.approximately 207. Therefore, we can state that'
the ratio of the number of states in the lower band to
thos,'e'i‘n the upper is between 2:1 and 5:l.

In a crystalline solid it also follows from the Bloch

theorem that there are 2ZN states in each band in the

dispersion curve along any reciprocal space direction,
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"where N is the nurﬁbe‘r of unit cells along the corresponding
crystallographic direction. Therefore, each band has an
equal number of states in any given mo‘me.ntum direction
{unless there are degenerate baﬁds. as is the case for .
diamond along the I'-L and I'-X directions). For semi-
metals (graphite) and sémi— conductors (diarﬁond), all
valence states are occupied states.

(e,2e) measurements also provide information on the
revlative number of occupied states in each band aleng the
- measured momentum direction. It ié possible to estimate
the probability that an electron -will Ee found with some
energy and momentum associated with a given btand by simple
sumination of the prob-abilities at each appropri'éte '[E.q)
'pdint. i.e. adding the measured N[E.q) for each point in
the band. Estimates can . be based on the felative band peak
heights. of the curves in Figure VIII.14 or based on the
felativ,e volumes under the cufve in Figu-re VIII.S

associated with the two bands. In both of these cases the

ratio of the lower band to the upper is 3 = %

to one. Again the uncertainty results from the ambiguity
of assigning the large xﬁomenta states. However, this

uncertainty is reduced considerably by the fact that the

unassigned region is not heavily weighted by the ¢°

factor present in the density of states calculation.
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C. Interpretation

It can now bé stated on the basis of our data that a
dispersion relation &($25q) does exist for a-C. ‘Thié in
itself is -a significant conclusion. The existence of this
relation must now.be integrated into any theory for such
amo}phous materials. Such’theoﬂgs may well lead to other
significant results, just as the Bloch theorem Which
predicts bands in crystals has Iead.tﬁ the explanation of
manyvother properties of crystalline solids. 'Most of the
presént morphological thecries, é.‘g. random close packing
and continuous réndonl'networks caﬁ only begin to address
the ekistence of bands.-

Ziman [193] has discussed the existence of bands in
'amorphous solids in the context of the eipahsic:n of wave
functions in ‘terms of linear combinétiohs of bbnding
orbitals [75]. In particul.ar,_Ziman predicts the existence
of bands similar to their crystal counterparts for
;ontiﬁuous rahdonl networks (crn) of tetrahedral glésse&
e.g. aféi and "diamond-like" a-C. These glasses &still
possess 4—f01d bonding and nearly constant bond lengths,
but haQe a distribution of bond angles which produces long
range disorder._ From topological arguments, Ziman is ablé
to demonstrate the existence of four distinct bonding

configurations compatible with the amorphous structure.
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The bondfng configufaﬁon»formédAfrom all posﬂjvé bonding
coefﬁcfents is associated with the lowest F—poiht<in the
diamond dispersion curve. The other three amorphous
bonding configurations have equal numbers of positive and
riegative bondiné coefficients and are associated .’W.ith the
upper I'-point in diarﬁond. The existence of these bonding
configurations, Ziman claims, is evidence for the'existencé
of Similar states in the amorphous and crystalline band
‘structupes at q = Of | o |

Further; it is a_rgued that at small gq, that is for
wavelengths much fonger than the nearest neighbor distance,
electrons in amorphous materials propagate in an effective
‘ ﬁediﬁnl which is not significantly different from the
crystallatﬁce. Therefore, similar band structure'shou1d
exist near g = O ‘for crystalline and amorphouis stateé of a
~ particular material. ~ The electron can be r-epr‘esented by a
wavepacket consiructéd from a narrow distiribution of
momentum Eigenstateé, however this distribution broadens as
the wavelength of the elécffon approéches the_correlaﬂon'
length fof fluctuations in the one-eleciron potentiah that
is as the wavelength becomes. comparablelto the short range
order in the amorphous solid. This anueé that in the
disordered phase the bands will broéden and coalesce as

q approaches the Brillouin zone boundary. This can be
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pictured as broadening the sharp delta functions from the
dispersion function €(k) in the crystalline spectral
momen.tum density into a distribution function
o &, k)

If we accept thebse arguments, then the band structure
for "dia.mond—lik-e" a-C s‘hould resemble that of dilamond,
particularly fl'or small g. Figure VIII.l4 indicates that
this is not the case for our a-C sample. A comparison of =&
similar set of arguments b%sed on “"graphite-like” a-C seems
in order. |

Let us consider a modei sinﬂilar_to that proposed by
Beeman et al [13] described in Section VII.C. In this

model, graphitic.islands with basal dimensions of 10 to 20

A are cemented 'r.;og‘ether with four-coordinated atoms..
These cem'enting atoms allow for changes in the orientations
of the planes of the g'raphiti'c islands with.out ‘the
necessity for dangling bonds and voids that would result
from uUunconnecied, randomly criented planes. This
distribution of planes .produces a long range isotropic
strucfure. The grabhitic isl.ands are composed of layers of
three-coordinated atoms arranged in a 2D continuous random
network. This cfn S'l‘.I‘qutL‘lI‘e is diséussed'_by Zallen [191]
and is based on the work of Zachariasen [180]. In a crn,
bond lengths are held nearly constant while bond angles

are allowed to vary. This means that long range order is
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absent, while the thvree—fold bbnding is maintained. It is

“possible_ to form five, six, seven, and eight member rings

as shown in Figure .VIII.1'6. In a real system ‘_Lhere would

be the possikility of warping or bending of the éheeis.
This model, taken toéether with Ziman’s hypotheses,

would sugegest a band struc_tu.re for a-C that would be

similar to graphite. The P, orbitals out of the crn

planes should‘ remain essentially unchanged, although
bending or. warping of the planar ‘regions would cﬁénge the
_d,isténce between the out-of-plane p orbitals. Therefore,
vestiges vo.f the graphite nm band should be present in the
a_—C.b.and structure, which spread out at larger q.

In graplhite: the bonding of the lowest o band at T is
cvompose‘d of all similar bonding.coefficients (see Figure
VII.4b). It is‘easy io pictﬁre a bond configuration of all

similar bond coe_fficients for the crn structure in Figure

VIII.16. This should be associa‘fed with the TI'-point of

the lowest graphite ¢ band. The upper ¢ bands of graphite
at I' are composed of equal numbers 6f bonds with three
phase faciors (see Figure iVII.4a). However it -is not
obvious that thére are any possible bond c_onfig'uratio_ns.
with either two or three.discrete phase factors that can be
fit to the 2D crn stiructure. It would appear that such

configurations can not be satisfied for distorted graphite
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(b) 2D continuous rqndom network

Figure VIII.16 Two dimensional continuous random network
modet of a-C ~*

*» After Zallen (Ref 191).
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planes with 5- and 7- member rings. This is illustrated by
considering the simple example of one five—memb-er ring in a
"sea” of six-member rings. This could lead to frustration
in the 5onding of the amorphoué structure. |

If it can not be shown that there are distinct bond
configurations for the amorphous structure which can be
associated with the crystal I'-point states, one of the
cornerstones o6f Ziman's arguments for the existence of the
band structure is removéd. Cleérly there is a need for
theoretical 'calc‘ulétions using the TB and LCBO methods to
s.tudy‘the 20 crn model of a-C.

One poss'ible explanation for the apparenti absence of
the &-C bénd analogous to the uppér'c Bands of graphite
Tests with the apparent con.tinuatic;n of the lowest a-C band
to large g, well beyond the graphite BZ boundary. In the
extended zone schéme theb uppér o bands are extensions of
the lower ¢ band for k in the second BZ. These bands
can be folded. back into the firs;t BZ in the.reduced zone
scheme as a result of the peribdicity of- the c.ry'stal. It
is not true a priort that the bandsv can be folded"
back for amorphous materials. If the upper ¢ bands are
not folded back into the first zone, then one would expect
the lowest o band to extend upward beyond g equivalent to
the first BZ boundary. Again, the amorphous band sh‘oul_d.

broaden for large g. It must be noted that our resolution
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is insufficient to determine the presence of any small band
gap between the partis of th-e lower a-C band near the
remnant BZ boundary. | |

The folding of the upper ¢ bands in graphite into the
first BZ can be explained by t»he repeated'zolne scheme. A
.further consequence of a crystalline repeated .zone‘ scheme
is that there will be mirror images éf the bands in second
and.higher order BZ. For instance, the lowest graphite o
band repeated in the second BZ will produce a band
_dispersing downward from the zone boundary to the first
réciprocal lattice vector. .As'discussed in Section I11.3
the.re willb te a corresponding finite probability in the
spectiral momentum density. The probatbility will fall off
ra.pidly at larger mo’me'ntu-m as the form factor decreases.
However, the form factor should decrease c'ontinuously SO
ﬁhat,the height of the sﬁectral momentum dieﬁéity'should"be_
a'ppr.oximately the same on boih sides of the zone boundary
near the boundary. |

- In contr'asvt, the data in Figj;lr»e VIII.9 shpws the

apparent absence of the remnants of the repeated zone

: -1
scheme lowest ¢ band. At 1.7 A (approximately
‘the graphite and diamond BZ boundaries) the peak intensity

of the lower band is still 60% of the maximum peak

: » »
intensity at 0 A . This lowest a-C band and its
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extension have a continuously decreasing .p'robability. across
the zo‘ne boundary remnant as shown in Figure VIII.S and
VIII.1l4. There is no apparent evidence for the downward
dispersing band that should .bccur if .there are remnants of
the repeated zone scheme in a-C. The resoclution of the
dafa is‘ insufficient to state conclusively that this band
is absent, particularly in .light of the -probabie band
broadening at larger momenta in amorphous materials.

However, the absence of a downward dispersing band at

q > 1-.71&_1 and tvhe'présenc‘e of an upward
dispersing band with a continuously decreasing probability
" taken toget‘her do provide convincing evidence to dis;ouﬁt
the repeated zone scheme :for a-C.

Furthér; this extended lower béhd should account ‘for
Athree fourths of 1;he valence s‘ta{es, that is the total
humb.er of s.tatkes in the three gréphite 6 bands. Likewise
the upper a-C band should account for one fourth ofv the
valence state_s, t-hat. is the states associated with the
~graphite © band. This is in agreement with our data.
| While thé model considered above rhay provide an
explanation for the main features o.f the a-C (e,2e) spectra
it must be viewed with some skepticism. It.is by no means
the only consistent explanation. VIt is still not envtirely
possible to rule out significént amounts of tetrahedral

bonding. Neither is it certain that no weak bands
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analog‘ouls to the uppe.r. o bands of graphite exist.

A detailed énalysis of the measuréd band stiructure is
limited by two major factors. The first is. instrumental
resolution. The.present energy and momentum.resolution is
simply not sufficient to measure details of the bandé. The
other limiting factor is the fact that (e,Ze] spectroscopy
on solids is a.nlunproven technique. The analysis of a-C
would b'e‘ greatly aided by‘measu.vrements on crystalline
g‘ra}.ahite. The measurements would serve a dual purpose.
They coul.d p‘r.ovide a check on the (e,2e) technique by
allowing 'thé (e,2e.J‘data to be compared w.ith other
measurements and theory for a weli understobd system. Such
m.easurernents would alsc be _ivnvalu,able'in address‘ing_.tﬁe

question of the extent to which a-C resembles graphite.



"IX. CONCLUSIONS

Thelfé are two primary sets of conclusions to be drawn
in this dissertation. The f'irst concerns the successful
cperation of an {e,2e) spectrom'eter for the investigation
of the vale»nce band structure of solids. The major
improvements over previous efforis are summarized and a
brief discussion is given concerning the future
improvements for our spectrometer-. ‘Th_e secoend set of
conclusions is in regard to what has been learned about the
physi-és of carbon and 'amorpho.us m_atérials in‘general. In
addition, some suggestions for future system.s of study are
outlined along with a discussion of what physics the
technique_may potentiaily be able toc study.

| OQur instrument isv the fi.rsf (e,2e) spectr.ometet with
sufficient resolution 1o study the.valence band stiructiure
of solids. The 3-5 eV energy resélution is approxirnately
an order of fnagnitude better than in previdus instruments.
This all.ow's the separation of the individual vva.lence bands.
Momentum resolution has also been impfoved by a factor of
between two and ten. Qur dve‘sig.n incor‘porat‘es a constant-
focus variable.—ma'gnification zoom lens which provides

important flexibility in balancing the conflicting

205 -
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resoclution. The eliect.ros‘tatic. deflection method used for
momentum selection is a mé_jdr improvement over systems
which employ rnovable' .detectors. - The elecirons are incidént
with energies of é_pproximately 25 keV, which is about 3
times thai of éarlier specirometers. This higher energy
facilitates sample. preparation and reduces multiple
scattering effectsv by incr‘eavsing the electiron mean free
path.

The coincidence count rate in our specirometer is on
the o.rder of 0.1 Hz, which is comparable to count fat‘es for
other (e,2e) spectrometers, including gas spectrometers.'
The count rate was maintained at this level, despite
red_u.t_:tion-s.dUe to the increased energy and momentum
resolution, by _inc'reasing the incident clurren"t by. almost
three orders of magnifude. Early problems with sample
degradation, even at ‘the lower beam curr’en‘;s, have been
mitigated by the use of-an ultra-high vacuum system. There
‘is no evidence of sample damaée from 50 upA beém currents
incident on the target fof weeks at a time.

At present work is underway to design aﬁd install an
upgraded energy analyzer which has a.n estimated energy
resolution of 0.5 eV. Recalibration and realignment is
also being done which should significantiy reduce the

systematic errors in momentum ‘selection. This increased
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resolution should prove sufficient to investigate many of
-the details of the band siructure that are presently
inaccessible.

The low count rate is presently the major impediment.
to f.urther application of the technique. This will become
an even more Serious problem if the eﬁergy and momentum
resclution are improved or if the incident.energy is
increased. There appears to be no technical re.ason that
data at different energies .and momenta could not be taken
simultaneously. Moore et al [117] have successfully used
'a multi-detector systemlwith. their gas (e,2e) spectrémeter.
A multi-detector system utilizing multi-channel plate
arféys and positivcn—sensitive detectors isvbein.g consid_ered
fof our system. We estimate that to double the incident.'
enel;gy, the energy resolutioh and the ﬁomentum resolutio_n
simultaneously will require approximatély 64 data
collection channels to maintain the present data rate. It
is not inconceivable to have several hundred d_ata channels.

In priﬁci-plé, the count rate can be increased by use
of ,es)en higher beani curfents. The present eleciron gun can
deliver more current ét higher anode voliages, however this
would necessitate. major‘ revisions in the input le.ns optics
to avoid électrical breakdown. Magnetic f.o‘cusing lenses
rhay allow significantly‘higher beam currentis. Sample

degradation is a potitential problem ai higher incident
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currents.

_OperatioAn of the spectrofnefer- at higher incident
energies is also desirable_. The major difficulty is the
problem of electricél breakdown mentione'db abov.ef A'gai.n, it
will be necessary to make major revisions to the input lens
_optics. This must be coupled with some way to maintain the
present count rate. |

Much ha"svbe_en accompli.shed in the field of data
mahii:;ulation and analysis that will be useful in studying
"otvl'.x-er -syste.ms. A rﬁor.e accu‘i'ate method of multiple
.vscattering' deconvolution must bé 'dé;\/elqped and the analysis
ne'eds to be generél'ized to include inhomoéeneous stiructure
:in single crystals. |

The analysis o‘f extensive data on a-C has iea'd t’o
several in.terves"ting conclusions, The existence of a
dispersioﬁ relation €(gq) in a-C has been clearly
de.monstr'ated. Two distinct baﬁds are diécernible 1;n the
" data. One band has a minimum at a.ppr‘oxir‘nately & eV below

the Fermi level at g=0 and disperses. upward to near the

_x i
Fermi level at g » 1.5 A . the lower band is
much more prominent, extending from a minimum of ~ 18 eV

below the Fermi energy at g=0 to near the Fermi level at

. -1
g = 25 A .

These two bands are similar to the lower o band and
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the m band in graphite. However, the instrumental
resolution is no‘t"sufficient to exclude the possibility of
4-fold bonds as are fﬁund in diamond. There are several
notable differences between the a-C band structure and
either graphite or diamond. 'The lower band extends well
beyond the momenta corresponding to the BZ of graphite 4anc1
diamond and appears to account for about three times the
number of occupied valence states as does the upper band.
Ther.e is also an absence of any downward dispersing baﬁdé
that might correspond toc the middle bands in graphite and
diamond.

Some conjectures have been made as to possivble
explanations for these diffe.rences. In particular, a model
for a-C based on small randomly-oriented islands of quasi-
2D gra;ﬁhite—like cohtinuous—random—network structures'may
offer an explanation compatible ‘with the data. It must be
noted, hdwever, that the inadequate resoclution and lack of
concrete theoretical franjeworks_make such exblanations
speculative. No definitive interpretations can bbe given
until higher resolution experiments afe perfofmed on Both
a-C and single crystal graphite.

Work is presently continui'n'g on single crysial
graphite, both as an.extension/ of the work on a-C, as a
characterization study of a well studied system, and as 'aﬁ

interesting measurement on a semi-metal. Work has begun on
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tﬁe study of microcrystalline Al, which will probe the
~physics of a simple metal. Al has also ‘beén-extensively
studied with other techniques and some limited theoretical
studies of the (e,2e) cross‘section have been performed
(12417, Another interesting‘system is the semiconductor Si,
in both crystalline and amorphous forms.

In addition to studying the properties of specific
materials, there is a wealth of physical phenomena which
may'be able .to be -studied. The comparis'on of amorphous and-
crystallihe samples of the “samle .materia'l should provide
val-uable..information about the structﬁre of amorphous
materials. It may be 'possiﬁle tc study the nature of the
~tran.5iti.onkfron_1 localized to delocalized states in
amorphous solids.. The momentum broadening of the spectral
momentum density ‘as'_the states become localized is a
characteristic signature which may be observable with
high_ér fesolu‘tion nﬁeasurenﬁents. It may al.so be poséible to
study the nature of hybrid'iz_ed s-d orbitals in transition
metals [107] and the evolution of the vvalence.electron Wavé
function in the me‘tal-insulatc;r transition.

It is obvious thét the tremendous potential of (e,2e).

spectroscopy in solids has just begun to be explored.
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Appendix A. Derivation of (e,2e) Scattering

Amplitude.

.The object.’of the following analysis is to der‘ive an
expression f‘or the (e,2e) scattering amplitude Mys
and in so doiﬁg keep track of all of the necessary
approximations. This analysis is specific to solids and
the approximations necessary for this are ernphas‘ized..

| The work by McCarthy, Weigold, et al has been used as
a guideline throughout this derivation. Their review
article.[llé}]}cor‘ltains ‘an excelient explanat.ion bf vtheir -
analysis and further details are found in other works by
them [29,109,177]. They have concéntrated. on fhe tl;xeofy of
atomjt a.nd ‘molecular targets, however mﬁch of the analysis
can be generalized to the caseb of solid targets. In
relating fhe scattering amplvit'ude to the cross section and
calculating the form factor for specific sitﬁations with
solid targets, use hasv been made of several early .ske'tches'
of theories for the (e,2e) reaction in solidé, in
particular .Work by Smirndv,' Neudachin, and collaborators
[107,124.155}.
The (e,2e) scattering amplitude MH 'barl be

fdrmally expressed in terms of a scattering matrix 5 as

My = <¥ | 5| ¥'> - | (A.1)
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The initial wave function [¥(x,x,,E)> is an
(N+1)-body wave function which describes the initial state
of t_he invcide.‘nt eleciron and the target. The target is an
N-body system'which iniclude's the eleciron to be ejected and
all of the other electronév in the'taréet. The coordinates
% include the position r, and spin o, coordinates
of' the incident eleciron (i=1) and the ejected eleciron
(i=2). All of the internal degrees of.free'dom of the ion
are includéd in the coordinates E.

The term ion is used here as a general expression for
the (N-l)-body system of the target after an electron has
been ejecfed._

The final wave function '.I\I/I(xl,xa,?,’]b is
also an (N+1)—bovdy wave function which describes the final

states of the scattered electron, ejected eleciron, and

fon.

| It is advanta'geous td make a few initial
approximat‘ions at the outset. These =are not too
restrictive. Firs_t, the prbblem is considefed as non-
relativistic. The major implication .is that spin-

orbit coupling is unimportant which implies that eleciron
spin enters into the problem only through the Paul-i
exclusion principle. In most of the equations below,
explicit spin dependence is not shown. The center of 'mass

motion of the target and ion are negllected; this amounts
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to an assumption of infinite target mass. Finally,
;Lhe target is }assumed vt.o be initially in a ground
;’taté. . This implies thvat finite temperature effects
al;e ignored. | |

The Schrodinger equation for the (e,2e) reaction can

formally be expressed as

e - {) + x, + HE) VE w8

2 V,(E, a8 + 8()}] Plox,E) = 0 (A.2)

.wh.e.re H; (E) is the Hamiltonian of the ion, K, are the
electron kinetic energy terms, aﬁd V, are the elec.tron—
ion potentials. The eleciron-electron Coulomb potential
v(r), Wh‘ich includes a non-local exchange term, depends
on the relative coordinate .of the electrons r. At the
outset the potentials V; are generalized as non-local and
energy dependent to allow for t‘hevpossibilities of
inelastic channels in the reaction.

Thé (N+1)-body wave functions can be written in a

multi-channel expansion as
VidpE) = 5w 0 i 4 (A.3)
H _ : '

where the sum is over all possible channels. The expansion
is in terms of the bases of targét wave. functions |u»
which satisfy the Schrodinger equation .

[e, - ® -1 + v ] > -0 (A.4)

We want to separate the wave function for the ivnc_:ident
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electron from the‘se' general target ;\#ave func-tions.ﬂ In.
facfc, we are c:n'ly interested in two channeis, that
involving the target ground state lg> and the channel in
which the target eigenétate lw> represents an ejected
:electr‘on—ion ‘éystem with a well defined energy and
momentum. .To achieve this separation, we make the
approximation of weak coupling between channels.
This approximation depends on t.he experimentally-observed
fact (for gases)_that elas{ic scattﬂerir’tg is 'muclh moré.
probable that any paArtiCU"lar non-elastic channel [‘114].
This all_owé ‘the separation of the vincident electron wave
fqnction from_the' ftarget wave f\;mction.

Avfurther two-body weék c“ouplin'g approximation
.allows the separation of fw> into a product of an ejected
electron wave function arid an [N—l)-body wave function of
the final ion vstaté {f(E)) Which» satisfies the Schrodinger
equation _ |

[ &« -mw ] [10) -0 o @)

At this point ah optical potiential model i»s introd.uced
with the goal of reducing the (e,2e) amplitﬁde from an
‘(N+1)-—body. system to one involving wave functions compufed
in the optical model potential (distorted. waves) and the
struciure wave f‘uncfio'ns of quantum chemisiry. This is

done in a series of app‘roximation referred to by McCarthy
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and We‘igo_ld [114,85] as the distoried-wave off-shell

impulse approximation. An optical model potential

is derived [114] for two target states |p>

<Q

yv
and.lv:ﬁ. Thé optical model p'otential allows the separated
wave functibns for the incident, scattered and .ejected
elecffons to be expressed in terms of vdirstorted wave
functions which are products of a spatial wéve function and-
a spiln wave functioﬁ. For the incident electron

¥, 05 = x'c) XP(T) o (A.6)
whe.r’e the spatial wave function saiisfies the approximate
Schrodinger equatioh of the optical model potential

[E -6 -%-7,] xlop 20 | A7)
The spin component is not expiicitly expressed in the rest
of 1this _sectioﬁ. There are anal'ogoﬁs. expressidns_ for the
scaiiered and ejected eleciron distorfed wave _functions
Xi(xl)vand X5 (%),

Corﬁbining the weak coupling approximations and the
opticél‘ potential model allow the initial and final (N+1)-

body wave functions to be written ‘as

TH,E) = Xty g (o8>

Va8 = X)) Xf) | 10p8)) (a8

Using these wave functions and expressing the optical model

potential explicitly, the scattering amplitude can be
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expressed as
My = e X)) X0 |

x (1] B+ v+ v 0@ v e XD

(A.9)
Antisymmetry is implied in this equation. The electron-
',electroﬁ poetential is 1}-. The peotential v

produces inelastic scattering of the incident elec.tron from
the ion which is responsible for exciting non-elastic
channels by_changing the state of the.ion and gives rise to
a term representing ionization ‘by'c'ore excitation. The
total 3-body Green funbfion is

G4(E) = SEO+[E - i€ - (1(1'«va Ky + Hy + V, + U, + u)] - (A.10)

It is still necessary to redﬁte the problem further,
io é 2¥body problem. A simble alb‘ei{ c'rud-ve, approximation
reduces the entire operator .to only thé electron-electron
potential 4. This is kvnown as the‘d.z'storted—..wave
Born approxinaation [ﬂO]. The addition of the plang—
'wave approximation‘ for the distorted waves yﬂ'elds the
plane-wavé Born approkz‘matz‘on; Reference 69
discusses the (e,2e) cross-section with regard to this
approxﬂnaﬁdn. A derivaﬁon of the scattering amplitude in
this approximation is given in Section II. |

McCérthy and Weigold [114] describe a less drastic

approximation for reducing the problem toc a form which
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contéins only 2.-body wave functions and operators; the set
of approximations is referred to as the guasi-thAree body
approxitmation. The inelastic potential term in the

Gr.een function is assumed negligible.  The electiron-ion

pot,entials. \7; are exp.anded in a Taylor series about

the electron-electron center-of-mass coordinate R. For
equal energies E/=E,, i.e., for symmetric geome'tries,
" the first term in VI(R) Qam’shes. Higher order terms,
i.e._, gradient \7}; ‘terms, are expected'to be

ineffective if the electron-electron potenﬁal is short
range. However, /.u‘ is a Coulomb pbtential; higher order
terms will be small only if the experiment is designed to -
have high energy incident, scattered, and,. ejected
électr_ons. For atoms the gradients 'are' guite small except
| af the vcanter' of. ‘the atom where the ‘integrand is cut off by
bound-state orbitals except for the ls case. The reduced

two-body Green function is

G,E) - [p? - K, - o7 - A

N

where p = (p, -p,) and K, i s t h e

electron kinetic energy in relative coordinates. The
scatiering amplitude is given by

My = < X< X018 + Tyod|e> x> (A.12)
where Tyu{p?) is the two-body Coulomb t-matrix including

exchange (Mott scattering) which describes the removal of
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the ejected electron by the incident electron.‘ This
Coulomb t-matrix is given‘by

| Tup?) = (0 - Pp) v + » G,(E) »] _' (A.13)
where P, is the exchange operator.

"All of the approximations made thus far constitute
what McCarthy and Weig‘dld refer to as. the distorted-wave
of F-shell impulse approxibzatz‘on for the (e,2e)
reaction [114]. | |

An additi.onal effect of the quési—three—body
approximation is that the terrﬁ involving % iﬁ
Equafion A.l2 may be neglected'.' Wéigqld and McCarthy
- [114,177] r.ey.iew ‘neglect of this term extensively from both
a the'or'etical_ vievw and by éxami.ning extensive data on
~atomic and molecular syste‘ms'. They conclude that it is
negl'igible abové an incident e.nergy Eg R 10_0 ev.

Note that t.hle scattering 'amplitude'now depends on the
target and ion siructure only throﬁgh the over]ép'function
(fleg> since Ty, is independent of the internal 'coordinatels.

E. The operator TM~co_mmute§ with (f| and

My 2 < XA< X5 T3] (t|e>x!> (A.14)

Evaluatibn of fhe scattering ampli.tude uéing the f'ully
distorted optical model wave functions is limited to only
very simple cases. The primary difficulty in evaluation of

this integral arises from t_he complexity in iransforming
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the t-matrix to the same coordinate system in which the
distorted waves are expresséd. A series of approximations
to these wave functions provides less and less exact
alternative.'wa\'/e functions; the léss exactv' app.roximations
are valid fo_r higher .":1.nd higher electron energies.
" McCarthy and Weigocld provide a detailed description df
these aliernative wave f.unctio_nsl and discuss the wvalidity
of the approx'imaf.ions and‘the accuracy of theocretical fits
to gas scattering data us'ing.them' [114].

‘The phase-distortion approximation is a five
parameter approximate wave f'unction_. It has been used
particularly for low-incident energy Vhigh—aftomic number
atoms and mélecules anld'provides excellent fit to all -
éymmetric non-coplanar data. It ivs,. however, too; éompl;x
for prése‘ntrthe'ories in (e,2e] solid scattérihg.

| The eikonal approximation describes a distorted

optical model wave as a plane wave with an effective

propagation constant K - (L+p+ivyJk,

X(r) = exp(-ykR) explitl + B + iyl - 1)) | (A.L5)
The phase modification parameter [ represénts an average
change vof wave leng"Lh in fhe relevant r_egion. The
attenuation parameter vy repreéents loss of flux due 'to
excit.atiovn on nonelastic channels, The model wave function
is normalized so that its magnitude is one at a point R,

j'ust before the beam enters the interaction region.
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The plane-wave approxtmation is ‘simply a special
case of the eikonal approximation where y = B = 0. All
present calculations of (e,2e) reactions in soli.ds use this
approximation. | |

The ‘expreésioh for th'e scattering amplitude can be
greatly simplified by faétofiﬁg the t-matrix and overlap
function components; this is called the factorization
approximation. In the eikonal approximation this

f‘actorization_ is exact:
= 1 £2 2 111
My = 3K - Kz)ITM[TrHlKl K, ]li(xo + Q>
x <xfl<x ] 1
X e X > _ (A.1E)

Including the effecis of the exclusion pri'nciple, the t-

matrix term is given by

T - .2 L,
<12 = Gt {IK -xl* K + KI®

- 1 cos[n nt K K'I2] )
K + K1 IK - KI° : K - K12 4

200 = 2 7m
where C_“(n) = Cexp@an) — 17
= m €
e
K =31 & +q

K =1 - K

(A.L7)
McCarthy and Weigold [114] have determined empirically that
this term is described adequately by the plane wave

approximation for realistic values of P and vy by reducing
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the effective propagation constants I-(_: to the

moﬁenta Q. This term is then related to the Mott
eIectrén—électron cross section (see Equation iLl?]. In
the non-coplanar symmeiric geometiry the Coulomb t-matrix
iérm is essentially constant over a relevant range of g bﬁt
vaﬁeg sdmewhat more rapidly in the coplanar symmetiric
geometry.

We ‘can now turn our attenﬂon-td the overlap function
(flg» which rémains as. the 1asf gquantity to calculate.
Evaluatioﬁ requires tﬁat the depeﬁdence on the coordinate
X, be separated from the target wave function. To do
this we Jﬁust evoke one final approximation, the Singfe
particle -or z‘ndepe.ndént electron approximation. It
ié at "this point that the analysis for solid targets begins
to differ sigﬁﬁicanﬂy from that.of gasses.

The target Wavebfunction g;n be expanded either in
term ofva Hartree-Fock configuration [114] or in the form
of a Slater determinate made up of the single electron wave
functioné [124]. Employing the Hartree-Fock configuration,
the overlap integrallcan be expreésed as a sum over these

states

(fle - z oW x) | | (A.18)

where f_, are the coefficients for the expansion in terms

of tihe Harﬁree—Fock wave functions for the target ground
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state." This expansion makes the implicit assumption that
there are no significan-i configuration interactions in the
ion. The single particle approximatilon consists of
assuming thaf oﬁly one of the expansion coefficients is
non-negligivle. Then the overlap integral reduces to the
characteristic wave function of the electron in the target .
‘before it was ejected wn(xéj; n denotes the specific
cha.ra.r:téris’tic wave function.

It is often useful to use the Slater determinate form
to express the chara;teris‘tic Wéve function of an electron
in a solid in terms of the atomic orbital bésis functions.
In this case the expansion coefficients for the ov‘elflap
integral are just the coefficieﬁts ‘derived in th_e. tight- .
b_inding model expansion of the target electron orbital.

In the e_i‘konal»'appr'oximation {t.hevov'erlap function can

be expressed as a form factor

-1 .

Extending‘this to- the plane wave approximation, the form

factor is.equal to the Fourier transform d:r;(q) of

q=k +k, - kg (A.20)
as we found from -kinemétic argum.ents eérli'er.

The final expression for the [e,2é] scattering
amplitude is



Appendix B. Derivation of Multiple Sc.at'tering

Fuouonction

In order to evaluate the smearingfunction ¥, we
must have some knowledge of the ®-functions.

a7 ¢ F P F (e, g E T
d® g d e d® g d e @ qde

 is the probability density

that an electron traveling in the direction k, k’,
k" with initial enefgy E will lose energy € and
momentum q in tiraveling through ‘a target of thickness T,

Considering the approximations in E'quations"II.SO and
I1.51, it can be seen that %, %', and

 $" are all the same function, excepbt that their
coordinate systems are rotated with respect to each other

to align them W_ith‘.their"corresponding beam axis. We need

to find an expression for % in terms of more

elementary functions.

Consider first the function ¥, related to

F, which does not include the effects of

instrumental .energ_y~mornentum broadening. When +the

scattéri_ng thickness goes to zero,

239
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) |
dac; fg:je(e,q:lz,o) = Pleq) = 8(E) 6°(q) -

This insures the normalization of #® and express the fact
thai no energy or momentum was exchanged, Extending this
to include instrumental broadening, | |

) |
- daiiste,q;}:m = P,eq) ®.2)

where P, is the resolution function of the
specirometer normalized to unity. In the limit of thin

films

4 _ _ o
_dgq?de(e,q:li‘,&'r) = [1-A(E)8T] P (eq) + A(E) 67 Pileq) (B.3)
where ?lte,q)- is also normalized to unity and
£, (E) is the probability of single scatiering per unit

thickness of the scatter'(the reciprocal of ihe mean free
~ path). Equation B.3 shows that the unscattered beam is

depleted by ithe amount scatiered and ithat the function

P, describes the distribution of the scattered
particles. This equation is valid for thicknesses such
that A (E)éte<l, i.e. for films of 'thicklness_ much
less than ithe mean ffee-‘path. 'The equation is e_xtended to

finite thicknesses using the Poisson distribution [26] in

the form
: w n
a*F _ (E)T)
Py goSUET) = expUAET) EO—T Pae.q) (B.4)
where P (eq) = P, ® P, ; n = 1,23..
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In practice it will be advantageous to sé‘parate 'the
function

A (E) Pileq) = o E) Piled) + AE) Pileq)

‘ﬂl[EJ = ofbl(EJ + i (E) : (B.5)
where the prescript 0O .refe_rs t_o elas‘;ic proces.ses and 1
refers to inelastic processes. o Py énd 1 Py are

separable into product functions of € and g separately,

whereas P, is not. "The literature also reports 0}51
and P, separately. This separation was discussed in-a
physical context in Section II.A. The apprvoximations of

Equations II1.50 and II.51 are somewhat relaxed when applied
to elastic and inelastic scattering se}ﬁarately and are in
good agreement with exlperir‘nent. Equation B.4a is modified

so that

.y oy (B} fy(E) —_
Pu(E:eq) = F@ P11 RE P ® Fan

o= 1,2,3... - (B.4b)

Making use of the expansion

(a+b)" = % [;J a® p"

m=0
n ' m n-m
- n o (E) iy (E)
P (Eie,q) = m%o [m] A, (E) J ( AE) ’

X [ Pm @ Prop © P‘E:] in = 1,23..  (B.4c)
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where the notation gP, means gP; convoluted with

itself (n-1) times. All of the P, can now be

calculated solely from the functions gPi» 1P, and

P, and the inverse of the mean free paths at the
appropriate beam energy.

The smearing funciion can now be expanded in terms of
the P, functions by substituting Equation B.4c into
'Equ_ation 11.54 as

;_ Cw. e ‘
?(e,q:E,T) = Z . Z CJD'}{O'IU[E,T) j{JD'kO'lD(E,q)
: j ,k 1 =0 j‘,k‘,11=0 jl'kl'll jl'kl,ll

p'toro

. . . T .
where Cio-ko'lo(E’T) = J. dr {exp[—ﬂI(E)’r - 2t (E/2)T']
3pkya 0

T‘jnf‘ll Tvkoﬂ_‘l*l‘o""ll}

I: Dﬂx(E)JD lf’q(E)Jl Dﬁ’lm/z)knﬂo 1,1'1[E/2)k]+11l]
X :

3] i PRI Ky 1

'and J{Jo'kn’,lote’q] = {[FD @ DPJD ® lpjl] ® [FU' ® Opko® lpkl]
Jykpaly

® [F" ® P " ® P13 (B.6a)
The subscripts j;, and . j refer to the number of elastic

and inelastic multiple scatterings in the input beam; k

and ! refer io the output beams. Evaluation of the

distance integral yields.
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C , of &t
oEorlo @-20) G 3 Kol K 11 D

| b iy, fk+1 |
J i+k+ -} 1
S [EO(J(‘ ket (1) I:mgocnkmmn [(Zﬁ-aJT]m] ]
i §omd=t
. _ a—cT JY0+k+«D (-1 T
e [Eo(i] (2p-o)"F ]}

9 {e—zp'r ISR

where j = jo + jl , etc.
a = fi,(E)
B ﬂI(E/Z) B.65)
PE G . k7 '

The convolutions in the expression for the smearing
functi.on are most easily evaluated by l.ising the convalution
theorem of Fourier analysis [22]. Let x and t be the
Fourier transform pairs of q and €, respectively.
Since the Fourier transform is linear, dperation on
Equation B.6 yields the Fourier-tran.sfbrm of the smearing

funciion,

fT(t,x:E,T.) - % % CJD'ko'IU[E’TJ "g-’g;“o'lo'(t’ﬂ
. J'D’kn'lo,

=O *jl’kl']'l:O jl'kl'll jl'kl ' 11

— — — i J
Where zjo'kn'lo(t’xJ = (4“2)24-14\]4'1 . { QU . QO'. Qoll. ) [ OQ]] o . [ ].Q]] 1
3y :

S NI B oS R T 101“]11}

(B.7)
£ is the Fourier transform of X(e,q) and the Q-
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functions are the Fourier transforms of the corresponding
P-functions. |

Nine functions are required to describe the three
F-functions. This can be reduced to four independent'
.funct‘ior‘xs by noting that the 4P, and 1p1 functions
are the same for each beahl with an appropriate rotation of
axes and that the two output arms h.ave identical resoclution
functions. These four basic functions are{

Pa(e,q]:“ the _normalized. ﬁrobabilify density
that the output analyzers WiH»detecf a
particle at momentum q.and energy € below
its selected value. |

%(e&ﬂ: ‘the normalized probability density
_that_an electron in the fncideﬁt beam Es
at an enefgy € and momentum q below the

‘seiécted value..

P(e,q): the normalized probability density
that an elastically scattered electron
will- lose energy € énd momentum g td the
tafget.

P,(e,q): ihe normalized.probabnify density
that an i{nelasticaily scattered electron
will lose energy € and momentum qito the

target.
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By introducing three rotation mairices, the nine P-

functions can be expressed as

Poled) = Pyle0q) P €,q) = P (e,0Q) P, "(€,q) = P,(e,0"q)

Pileq) = Plefq)  Pleq) = P lef'q) Prileg) = Ple0"q)
Pileg) = Pu(e,ﬁq) : Pleq) = PLe0Q) Prileq) = P e
{B.8)
The rotation matrices &, a-, @ rotate

the fixed target axes into the beam axes. The fixed target

axes as illustrated in Figure B.l are:

Ejz e In the direction of the input arm axis

parallel to the beam arm plane.

q, Perpendicular to Eiz and in the beam
arm plane.
c"ly- Perpendicular to az and the beam arm

plane.
Each of the three beam coordinate systems have axkes'i

ﬁll: - Parallel to the beam direction.

Perpendicular to ﬁn and parallel

to the beam arm plane.

q, : Perpendicular t o q, and q,

The ro'tation matrices for the fizxed coordinates into the

beam coordinates are:
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o) A
9%

q ¢
Beam arm plone” 1)

4, q,

(b) Out of the plane of the beqm

arms

Figu;e B.l Spectrometer coordinate systems.

L
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- 1 0 0
g = 0 cos¢ sing
O -sing cosg¢

cosb 0 -sinb
o = 0" = 0 1 0 o (B.9)
sind 0 cos8 '

In the symmetric geometry 6 = &' = 6,
The instrumental broédening functions P_(€,q)

and P, (€,q9) can be model as Gaussian distributions

N i T —qxé -4,° 4
P (e,q) = X € 8
LoD G g By 2 S¥P | 28, T 2a,° (9,
— 2. _g?@
' { | 2 9 9y
P.le.q) = ex + + - 8{q)
008 T @m¥? Br by be P 5p7 T 32 26, q?

{B.10)
where a8 and b are the widths of the Gaussian diétributions.

The deita function in q, is a result of the negligible

effect of broadening on the lafge momentum along the beam .
axis. ' v

The elastic and inelastic distributions can be
expressed as |

Peleq) = Felq)) 3(e) 3(q))

Pule.q) = Fylq ) Ule) s(q”) | (B.11)

These are the normalized versions of the guasi-elastic .
scattering cross sections described in Section II.A. Using
the parameterized forms (see Equations II.6, II.10, and
I71.12) together with the added constraints imposed by

normalization
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Ple,q) = =
ures 2 2 2 2
(o e?) (a.® - o)
Vi _
X - 5 - G(q”)
(62 -v,?) Vg ot e*
where q < q_and € > 0 ) - _ - (B.12)
Here qo,.'qc, 9 s Vy, . and V, are free pararheters

left to fit data for gquasi-elastic scattering:; ‘v'l‘ can be
determined from normalization. |

‘"To find the Q-functions for the evaluation of Equation
B.7 one needs to merely find the Fourier transform of the
" four functions above. ‘The Fourier transform of a function
whose coordinates have been rotated is equal to the Fourier
transform of the function prior to rotation with the
transform‘-coordi'nates rotated in the same mann.er:
therefore the Q.—.functions can be constructed in an

identical manner as the P-functions in Equation B.8 from

= A 2l 242, =L 2.2, 21l o2 2
QUtx) = an? exp [2 acc 1%+ 5 a,° x* + 5 8y ]
N o 1 -1 2,2 -1 2 -1 2 .2
Qu(tx) = 7.2 ©%P [—2 be® t° + 5 by x2 + = bty ]
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q L :
Q. (tx) = ﬁz_ Ky(g L) ;L= Wxe o+ y2
Q (tx) = F G) O
&= 1
where F _(x,) = K (g L) - K (gL
u (211)3/2 in(q_/q, { (%) (q )}
with L = Jx? + y2

and U(t) =

{fm[cos(p] Cilp)

,J[ ][v - @]

+ sin(p) si)] - 1L exp "—'—'i sin[t,Jsz - (4v3)"]

|24

with ¢ = -jtl | Vo2 - @vyH7! +

o
i 275

, (B.13)
where KO and Kl are modified Bessel functions of order

zero and one and Si and Ci are the sine and cosine integral
functions, respectively [1]. Plots of these functions for

pai‘ameters‘characteristic of a-C are found in Section XIII.



APPENDIX C: ELECTRON OPTICS

This appendix relates to electron optics. The fvirst_
section provides a review of the basic Ip'rinciple's of
electron optics and the definitions of terms used in this
work. It is not intencied to be a thorough treatise on the
su'bject;b for that, the réadef is referred to the more
complete treatrﬁents by Klemperer [96], Grivet [66], and
Kuyatt [97]. The second section discusses the matrix
method of calculations for'_electror.l.optics trajectories and
some of the software developéd ‘tov. modell electron opfics"
systems. Section three contains épecific information on
the theory of eléctr_on optics compon.ent;s.‘;.lsed‘ in our
spectirometer tc‘Jgethervwith diagrams aﬁd dimensions of the

sy'stem.
1. - Theory

The fundamental concépfs of electron optics are based
on the identity of the‘ optical description of the path of
a- light ray’through a refractive medium and the mechanical
description of the motion of a point mass throug’h a
potential' field. This follows from a compﬁrison of Fermat's
principle of least time as applied to the path of a light
ray, with Maupertuis’ principle of least action as applied

to any mechanical motion. In direct analogy with light

250
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optics, a refractive index of an ({(non-relativistic)
electron in an electrostatic field of potential V can be

written as

2eV

T 7 Nme

which leads to an analog of Snell’'s Law for' an electraon

(c.1)

¢}

traversing the boundary of iwo regions of constant
potential WV, and V,:

si.ncx1 _ Y_i’_
sina, NV

| (c.2)
A similar, though somewhat more complicated, treatment of
the motion of electron can’ be performed for motion of an
eleciron in a magnetostatic field [986]. "lThese "indices of
refréction“ provid'e the necessary ti»es'to_ light optics.
This analogy becomes particulérly useful f‘or
cylindricallj symmetric fields. The paraxial approximation
‘limits t'he theor§ ‘1o rays which are close to the axis and
rna.ke a versz small angle. with it. For electron lenses, this
1n effect, is equivalent to assuming that all the ra)és pass
through poténtials gradients egqual 1o th‘e axial potenti'al,'
that is that there are no radial 'fields.. .For such fields,
it can be shown that lthe equations of Newtonian or thick

lens light optics can be applied directly (see for instance

Born and Wolf [21]). Thick lens optics must be used since
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the finite extent of potential distribﬁtions imply that ail
electron lenses are fundamentally "thick lenses.” The
cardinal elements of a thick lens are shown in Figure C.l.
Nethon's' lens edgation states that

£, f, = p q - | €.3)
Another useful relation that follows i.s

f

LBy = V7V, ‘ (C.4)

The eleciron optics form of Abbe's sine law is

AVi Y, sing = [V, y, sing, ' : : (A.5)
where 6, and 6, are the semi';apertu_re ang'les of the
bund}es of rays at the object and inﬂége respectively (that
is the pencil angles ep). . We can define the Helmﬁoltz—.
Lagrange constant as

HL = AV 2 y-8, o . | ~ (CE)
which is a conserved guantity for imaées, assuming the
small angle apprqximation. The quatntity 2y6p is defined.
-as the emittance,

An image in electron optics .can be described by ;chree
parameters. One method of characterization is to specify

the image radius r,, its pencil angle 6 and itis beam

P p’

angle ©,. Another equivalent method uses iwo apertures

to define the image, specifying the pupil radius r,



0 F, PC P F, I Planes
| ! I_J4_ : :
. '
I — ] ! Axis
! I~ R
) [ Lo ! |
— p — > f—oPrePpe— f,—¢ q — Lengths
—F,— Fa > o |

" An object of height at lane O is focused b a lens
Y, p ) y

centered at plane C to an image of height ¥, at plane I.

The focal planes F and the principle planes P of the lens
are subscripted by | and 2 for the object and images side

of the lens, respectively:.:

Figure C.1 Thick lens cardinal elements.

£82
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window radius r and the distance between the pupil and

-
window d [97]. Figure C.2 illustrates the relationship
‘ between these meth.ods.

R-6 diagrams [97] provide a convenient method for
displaying the 1irajectories of the rays from .an image (se’e
Figure GC.6). Radius is plotted vérsus angie of . slope for
the nine principle fays at a given point along the beam
axis. These nine rays delimit the maximum range 'of radii
and angles for all rays emanating from the image, ihat is
there are rays from the image for._all (r,8) inside the
regioh boun‘ded‘by the parallelogram férmed by the. principle
rays. It should be n_ote.d t.hat the sides df this
parallelogram are parallel to the 6-axis when an image is
formed at the given axial position =z.

An alternat‘e approach to trajectory calculation is Athe
ballistic method. The differential equations of motion fpr
a given set of fields are solved for the frajectorieé of an
.electron with some .initial-position and wvelocity. This
épproach_is useful for éystem whe.re the paraxial
approximation is invalid. The tﬁeory of deflector plates
and the Wien fil.ter described below use this approach.
Grivet [66] derives the theori'e.s of electrbn-optics using
the differential equations' of motion.

As with light optics, the quality of electron lenses

suffer from aberrations. Hawkes [80] identifies 'fi_ve



Axis

Pupil  Window

Figure C.2 Chéracterization of images.

The radius Tp s pe»’nci'l angle Gp,_ and beam angle B,

for an image at the pupil are shown. The equivalent

representation using a pupil radius rp.'.,window radius

Ty, and s'eparlation d is also shown.

§¢82
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common typesll of aberravtions._ Mechanical aberrations result
from imperfections in the machinery and alignment of lens
elements; this is ihe most impor'tant type of aberrations
in most electron optics systems. Chromatic aberratio‘ns
result from different focal properties of an el_emen{ for
different energy electrons. Geometirical aberrations ‘are
caused by discrepancieé that arise from using the Gaussian
and paraxial approximafi‘ons. Aséuming non-relativistic
eleciron properties results in relativistic aberrations.
Intelfat:tion between the electrons in the beam themselves
can produce space-charge ab'errations,‘ particularly in very
high current density beams. The requirements for the
preci‘sio_n of the belectr'vonv optics in our specirometer are
n_ot that demanding, and for the most part aberrations can
be neglvected. | |

‘A standard convention for the coordinate system for
electron optics calculations has been adoptéd: The
positive z-axis is chosen as the forward beam axis; the
pbsitive y—éx-is is cﬁosen as up.out of the plane of the
spectrometer; the x-axis then lies in the spectrometer

plane.
2. Matrix method

The matrix method is a standard technique borrowed

from thick lens optics that allows the radial distance y
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~and slope y' of a ray at some later posi'tic.:n to be
calculated v-by multiplying the initial radial distance Yo
and the initial .sl'ope yl‘j by'an‘ appropriate mvatri.x. In
genefal the'rﬁatri.x is derived by rgducing the differential
equations of motion for the fields toc equations for. y and
y' which are linear in y, 'and y. Several important
mairices are discussed below and additional use of the

matrix .,m.ethod is made in Section C.3. References 97 anci 64
'provide a good outline of the matrix method for electiron
optics. | |
As a trivial example, the radial diétance y and .tﬁe
slope y' after travérsiﬁg an ax131 distance 'z in a field

free region are given by the equation

Lrl-wao-La] e

In analogy With Newtonian Dptits, the métrix for an

electrostatic lens can be writien as [S7]

1 0 ' y :
y f 0
o = -1 . " - (C.8)
I.__-y.-.] '[f2 f2'] [Yn]

where f; and f, are defined in Figure C.l1. This matrix
'propagates a ray from the first principle plane P; to the
second principle plane P,. There are a wide range of
electrostatic elements which constitute lenses and are

described by this matrix in one form or another; these
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inclvude gap lenses, ei.ﬁzel lenses, apverture lenses, and
deflector platés which will be discussed later
individually.

For a traverse through a region of length L with &
‘constant electric.field E pefpendicular to the axis, the
equation of motion is

(R (B e

where the zero of the potential eﬁergy is chosen such- that

y:

the ‘pc‘)tent_ial energy eV is equal to the kinetic energy

i.e., e¥ = mv§/2. This yields a matrix form

.» ] i o v, . | 1 2
| [}s;j - [} II] . [Yg:] . _2_131_/ [ELL :l (C.10)

If the electric field is instead parallel to the beam

axis the matrix equation can be written
' g 1 ( éL ] y

[y-]= L+ Vo7 v ) -[y9:| (C.11)

- 0 7V L

where V, and V, are the voliages at the entrance and
exit to the region [64,67].

When an electron beam tiraverses a discontinuity in the
axial electric fie-ld., the beam is focused. This is. the
situation illustrated in Figure C.3, where t.hree

equipotential planes V,, V,, and V; define two

regionsvof uniform electric field with a field
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Figure C.3 Voltage distribution for VFIELD.
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discontinuity at the V, plane. K.uyatt [97] shows that
traversing't'he discontinuity from one side of the V,

f.:lane to the other can be represented in the matrix form as

10 : C
Y, = Ey-E - [ y@_] C.12
[y ] [ av, i ] Yy _ (€.12)

Comparison with Equation C.8 shows that this is

equivalent to a lens: ‘wi‘th‘fl = f, and f, =
4V2/(E1V'E2]- Lenses based on this concei:t, known as
Calbick or ape?ture' lenses, are in .cornmon use; Such lenses
- are form'e_d by placing a thin plate with a small axi.al
apert.ufe held at .a' 'potentia.l Vz' between two beam tubes
both held at the same potential, V.

The matrices for u'nif_orrn axial fields and field
discontinuities can be use.db fogether to provide a way of
estimating the fﬁcal pr'oper.‘.ties of opfics ele-mb'ents Wi‘th
arbitrary shapé and voltage distribution [65]. For a given
- geometiry and potential, the axi;l voltéges at given
intervals can be calculat_e‘d by solving Laplace’s or
Poisson’'s equation uéing numerical techniques. Once the
axial potential is known, the paraxial approximation allows
the entire optics element to be treated as a series of

stepwise applications of the matrix
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o ' l+2V2’W1+V33 2 L
y = 2 (Vy + V5 V) L+ V3 7V,

20V + V3 V3) | 3

yU
- I: y{; :I | v : B (C.13)

This matrix is derived by multiplying the matrix for

uniform éxial_ field by the one for a field discontinuity;
assuming that 1, = L, = L and describes a ray which
propagates from the 'left of the V, ‘plane tc the left of
the V,; plane as illustraited i'n“Figure c.3. Multiplying-
the matrices_for each potential step, yields a single
matrix which d.escribes thev entire lens element. It is a
simple matter to calculate the thick-lens cardinal elements
for the lens element frovm the fin;al.' matrix [6‘4]..

Two programs were written to calculate the matrix for
an arbitrary lens element; The firstl, VFIELD, uses a
_succeésive Qverfelaxation {SOR) method to iteratively solve
Laplace’s Equation for the lens element gebmetry. " The SOR
" method uses a finite differe_nf:e equation tc.>. successively
estimate the potential at a gi_ven grid point bésed on the
potential at neighboring points. Convergénce is great‘ly
enhanced by using_ an accelerating factor, B An
overview of numerical mevthods for partial differential

equations is given by Ames [4] and the specifics for:
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solving Lapliace’'s Equation using the SOR method are given

by Weber [174]. Details of calculating the optimum

accelerafio-n factor are given b_y Carre [32]. In VFIELD.,
a éu_broutine specific to the lens element defines the
geometry and poten‘gial distribution of the lens element
with regard to a 2.—'D rectangular grid (radius and z) of
points. The voltage on the lens elements are held fixed
and the potential at the rest of the points are {h,en
calculated for these boundary éonditions. Once .thev

solution has converged, the grid density can be increased

by a factor of H2 (typicaily a factor of 16) and the
values from tihe previou's‘-grid used as i_niti'al values for
t.h_evdenser grid. When an adeq.uate solution is .foun.d, the
voltages for the grid points on the lens axis are
transferred to a second‘progrém, AXMATRIX. AXMATRIX
~calculates the matfix and -thick-lens bca'rdinal elements of
the lens element as dutlined.abqve. These programs  were
used to calculate.thé focal properties of se.v.eral lenses
for _‘the spéctrometér includiﬁg the High Voltage lenses and
ihe electron gun Einzel lens (details of these lenses. are
given in section. C.3). As an example of results from
AXMATRIX, the cross-section potential distribution for the
input High Voltage lens are shown in Figure C.4 along with

plots of the axial potential.
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Figure C.4 Example of VFIELD results: input High Voltage

lens.
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Cdmputer.modeling'of eleciron optics calculations can
greatly facilitate the often c,orﬁplex and laborious
éalculation_s necessary for the design and use of such
'systems. - The p_rogrém. M.ODEL is designed to ‘cai»culate ray
diagrams and image positions for eleciron optics elements
using the matrix formulation described above. The two main
purposes of the program are to model the experimental
settingsl for the spectrometer aﬁd to aid in design of other
eleciron optics assemblies, There are two corresponding
rnodés of operation of MODEL. |

| The‘spectrometér mode of MODEL calculates ray
diégrams, .r—.e diagrams, lens focal propérties, and pup‘il
and window positions, angles, radii, and Helmholtz-Lagrange
~factors for user-input lens voltages. The program stores
the posbit‘ion and dimensioné of all of the elements of the
lens ‘col_'um.ns and has subroutines to calculat‘e the cardinal
lens elements and/or mairix elements for each of these lens
elemen{é.' Beginning with'either a pupil and window or a
radius, beam angle, and pencil angle the nine principle
rays are tr.aced through the lens column. The
characteristics of the pupil and window images of each lens
are also calculated from these initial conditions. R-86
diagrams can be plotted for a number of locations along
each lens column. A representative set of outpui for the
input lens column from MODEL is shown in Figures C.5 and

' C.6 and Tables C.2 and C.3.
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a) entire input lens column

Ray Tracing: [nput Lens Column
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Figure C.5 Ray diagram of input lens column using MODEL.

The solid lines are ray trajectories of the nine principle
rays. The lens column profile is outlined with dashed
{ines. The P‘s and W's locate the positions of pupil and
window images, respectively. The arrows indicate each of
the positions of lens elements listed in Table C.2.
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Table C.3 Input lens column locations using MODEL.

a) pupil image characteristics

Input Lans Celurn
Lens Calculatione frcn Pupil Imag to Target (I)
Pupil Image Locations
tt;ttatltit!i*'t.t't“ttittttiititttﬁ‘t*itt*‘tti‘.lttitttt"tQQQI#QQ!'Q*'Q‘Q"Q’
LENS PENCIL BEAM PUFTL PUPIL FUPIL
’ ANGLE ANGLE . POSITICN RADILS hEL=-LAGRN

'l'ﬂ‘tﬁi'l’tii'!il*ﬂ’l'ﬂ“'t!t"*!*ﬁ‘!i'i"‘*‘“Q‘"“‘*tﬁﬁ*"‘."ﬁ'ﬁi‘.’ﬁﬁ‘.QIR‘

Pupal Imag t.012238 -0.C016:¢ C.C0 bdak 8.97£~02
Gun Enzl [ C.J0€Q2 -0.C0072 -246E.77 Gab £.91E-C¢
Inp Fld L C.21¢15 0.00197 7C92.31 =36 8.92E-C¢
Ing Im 1 C.01609 J.0019¢€ 7656.96 =3¢ E.92E-C¢
In Hvolt L - C.0Cce? -0.C002¢ 2E14E, 19 7.5 8.92£-02
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c) electrostatic lens cardinal elements
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This mode has proven useful in two different ways..
Experimehtally obtained lens voltages can be input into the
computer and the calculated trajectories used to aid in
analysis of the optic&(l ﬁroperties of the beam. In
particular, MODEL can determine the location of the pupil
image near the target and yields a theoretical value for
the pencil angle at the target. This theoretical value
determines.the- momenium resolution. MODEL can alternately
be'u.éed to calculsate the lens voltages that give a desired
output, énd these voliages uéed as initial wvalues to begin
ekperime.ntal]y tuning the system,..

The theoretical properties of the electron lens
elements calculated by MODEL -are only accurate to within
about 107. We have had quite good success with using the
program to model the optics, particularly for the input.
arm. |
| The second mode of MODEL allows the user to cﬁstom
desigﬁ.his own lens column from a list of po.ssible electron
lens elements. This list includes most of the matrices
dvescribeq above, allowing for arbitrary dimensions and
voltages. The lens .elements specific to the-spectrométer,
e.g., the High Voltage lenses and the Elect_ron Gun Einzel
lens, can also be incorporated in the custom lens columns.
The voltages on the lens elements can be modified and the
entire custom lens column dvesign can be stored in a data

file'for later reference and modification. Qutput similar
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to that shown for the spec‘trometer mode can ‘be generatéd..
In addition, the focal 'proper_ties of any of the lens
elements .can be listéd' and.plo.‘tted; this op{icn was used
to .produce the graphs for the individual lens elements

described above.

3. Description of components
a. Deflector pliates

In many different regions along its path, the electron
beam is directed by el'ectfostatic deflectors. These
“deflectors are basically parallei plate capacitors with an
electric field E, perpendicular to the beaﬁ axis due to a
voliage 2V'app1ied acrbss the plate.s. -Ritsko [142] gives a
nice ‘discussion of the design of such deflector plates
where he shows that to f_irét order the transverse momentum

transfer to an electiron of velocity v, and energy

eV, is

. 2¢Y , L ' - (€14

6 - L . L | , (C.15)

where L is the lehgth of the plates and A is the separation
(see Figure C.7). The matrix for a deflector plate from

Equation C.10 is given by
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/2 T R T T ) v [42

Cy1-08 51 [yn *TA ) (C.18)
There are itwo imporiant higher order effects to be

considered for these deflectors. The first is that fringe

fields reshlt in an increase in the effective length of the

plates. Recknégel [137] has shown that this increase in

length is

- RO | 7

s = B [1 1n[,2m)] - (C.17)

The second effect is that parallel plate deflectors
act as an astigmatic lens focusing the beam only in a plane

perpendicular to th‘eir surf‘aces. The focal length is given -

" by Ritsko [142] as

L ,%(%)2 - Z.er '. (C.18)
For the deflectior plates in our system the focal lengihs -
are quite long én,d the angular aberration is negligible at
pr'es‘ent mofnentum resolution. The electric field plates of
the Wien filvter, however, do focus the ﬁeam significantly;
the Wien filter is treated separately beldw.

There are two types of deflectors .employed in the
system.. The momentum deflectors and 45° deflectors use
actual parallel plates, The alignment deflectors in the

target chamber and the lens columns are actually iwo seis



Figure C.7 Diagram of deflector plates.

€L
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cf deflectors formed. by longitudinally splititing =a
cylindrical piece into four equal isolated partis. The two
. sets can be controlled separately and provide deflection in

the two orthogonal iransverse directions.’

b, Electrostatic lenses

The simplest iype of electrostatic lens is a gap lens.
This lens is formed by two cy.linders of equal diameter held
at different potentials V, and” VIE, whose separation is
small comparéd with their diaméter. The focal properiies
depend on the voltage ratio; note that lenses with voliage
ratics of _VZ/VL and '"‘_"1/;‘72 ha\‘/be the same focal
prc«perties_wheré i — £y and Fl_f—> Fy.
Tabulations ofvv empirical values of the thick-lens c‘ard'inal
elements can .b_e found in many references [97] and are
plotted in Figuré c.8. The decelerating [éccé'lerating)
lens a.t...th'e enirance (exi‘lﬁ]. of the énergy analyzer is of
this type. The High Voliage lenses are modified gap
lenses. .. |

An einzel lens. is a synﬁmetric combination _of tt.,v'o
identical gap lenses with the first and third voltages the
same. Eiﬁzel lenses have the advantage o'f. being able to
focus the beam without changing the final wvelocity of the
electrons. The dimensions .and a plot of the cardinal

-elements of an einzel lens are shown in Figure C.9. The
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Figure C.8 Cardinal elements of a gap lens.

Graph shows a) F, divided by the diameter D, b) F,/D,
c) f/D, and d) f,/D.
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two identical lenses must be sufficiently far apart so that
“the elecfric fields of the iwo gap lenses have a small
overlap; a two diameter spacing is sufficient. Kuyatt
[97] shows tﬁat' anv einzel lens can be trested as a sihgle
lens with effective thick-lens cardiﬁal elements related to
the component gap lens cardinal elements .by |

£, iy |

2F, - L

. L /
Felz - FeE F, - felz + 5 {C.19}

Therefore, the matrix for an einzel lens is simply

- [5j=[%?][§§] (C.20)
Most of the lenvse‘s in the spe.ctrome'ter are einzel lenses.
The Electron Gun Einzel lens has a length of less than
twice its diameter, so it-s focal prop'erties were calculated
using AXMATRIX.

A three-apertiure lens is a modification of the ein‘zel
lens which has three small diameter apertures in place of
the cylindrical tubes of the s’;andard einzel lens (see
Figure C.10). In this type of lens the thickness of the
electrodes is very small compared with the spacing between
the elecirodes or the diameters of ihe apertures. Read
{136] givés the theory and details of focal property

calculations of these lenses. The output Field lenses are
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Figure. C.10 Diagram of three-aperture lens.
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three-aperture ejnzel lenses.

The quadfupole (guad) lens has two disiinctive
pro.perties different from other electrostatic lenses
discussed. The most important of these is that the quad
le.ns allows different focusing in the two orthogonal
itransverse planes; in fact, it acts as a diverging lens in
one direction and as a converging lens in the othér. One
can, however, combine two or.rnore gquad lenses, each rotated
SOD about- the beam axis with respect to the prévious
lens, and with potentials and gepmetﬁc dimensions chosen
in such a way that the same converging effect results in
both planes. Quad lenses, alsoc known as sirong-focusing
lenses, produce a much stironger convergen.ce fhan circular
symmetrical lenses since the transverse nature of the quad
lens’ active fields is more éffeétive than thoée of the
.latter which are primarily longitudinal with respect to the
beam axis. Detailed discussions of the properﬂes of gquad
‘lenseé are found in Grivett [66] and Klemperer and Barnett
[36]. |

Cross-sections.  of several geometries for quad lenses
are shown in Figure C.l1l1. The two pole pieces perpendicular
to the x-axis are held at a positive potential +V_q, and
the other two at a potential —Vq, which results in

convergent focusing in the'x—plane and diverging focusing

in the y-plane. The potential distribution for the
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a) Hyperbolic segments

~b) Plane electrodes

¢) Concave circular electrodes

d) Convex circular electrodes

Figure C.1!{

Quadrupole

.

K
1 0
1.037 0.009
L. 2735’15127 0. 0425‘nGy

lens geometries.
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hyperbolic geometry can be solved exéctly and the other

geometries can be considered as perturbations expressed as

2 _ 2
vy = = vy [ 252 ] -

6 202002 _.2 5 = '
x° - 15x% { -1 - 3
@[ T y) - ]-+~- (C.21)

Figure C.11l lists the wvalues of 1ihe expansion coefficients
for the different geometries. In general' all these types
of .quad lenses are similar to the hyperbolic case and the

exact solutions for the hyperbolic case provide an adequate

approximation. For the hyperbolic case it can be shown
that [96] |
f, = f, =
x B sin(Bl) ¥y~ B sinh(BL)
o (C.22)
Fr* FRnGD) " 2 Fy = FTeRhpD) * I

‘where the excitation constant B is related to the

ac'celeratihg voltage of the electron beam Vo by

B4 [%%:) ' - o €23)
and the efféctive length L is equal to

L =1L+ Lla ' ' (C.24)
where Ly is the actual length of the lens and a is its
characteristic radius. The matrices for a quad lens can be

written as
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X, cospL — sinpL
[x ] [ -B sinfL cosﬁL ] [
t y :I _ [ coshpL — sinhpL ] [ ]
y B sinhpL coshBL Yo

For the special case of convex circular electrodes [6]

(C.25)

k4 2 ,
fx,y.'x £ v—o— %I—Q— (C.ZG]
4.

For a doublet, comprised of two identical quadruple lenses
arranged coaxially, separated b‘y a small distance D and

rotated by 90° with respect to each other the focal

length of the doublet is [36]

. , 1 - ‘ .
I (C.27)
R Y T L2 YL+ D) -

In the (e',ZeJ spectrometer, single quad lenses are'
used before and after the Wien filter {0 compensate for the
astigmatic converging focusing of the ‘electric field

plates.

c. Electron Gun

Space—chai’ge-limited theory must be used to_describe

our electron gun. The gun has a perveance
0.3 uA—V"a/z under normal operation which is above

the limit of 0.1 pA-V 2 cited by Brewer [24] above

which space-charge effects are of predominant importance.
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The perveanc.é is the fat_io of tﬁe ‘total current to the
anode voltage to the three-halves }ﬁower.

The details of the .space—charge—l-imite,d diode type
electron guﬁ are givgn by Kuyatt [97] and Brewer [24]. The
theor.y is based on the assumption that the electrons have
space-charge-limited laminar flow with such effects as
thermal wvelocities and lens’ aberrations treated as
pert‘urba.tioné ofy this 1a’minar flow condition.

The spa’ce—'ch’arg‘e—limitedb current density can be
calculated from the geometry of the gun and ihe anode

voltage Van as

‘ PA ) 372
—_ = An .
J[unit area 2.33 p2 | (C.28)
where D - is the cathode-anode apertures separation. If we

consider the anode aperture ‘as a Calbick lens (see Section
C.2], it.‘can be sho;\vn that. the wvirtual cathode .image is at
a distance 3D before the anode aperture in the space-charge
limit (4D bélow the space-charge limit) [97]. It follows

that the initial pupil. conditions are:

BN
r, = T
P \Van
tand 3 (€.29)
an p = Iy 7/ D
tang, = r,, / 3D
where rg, is the anode aperture radius and eVg = kT is
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ithe thermal energy of the elecirons. For this type of
electron gun, eV, = 1.0 eV. It should be noted that
in our specfrometer under normal operating conditions the
laét éperture in the eleciron gun assembly,. not the anode
aperture', is the limiting window aperture; this does not
change the theory. |

The total current from ﬂhe diode is just the i:zroduct

of the current density times the beam area, that is,

2 .
32 [ Tw
I =J A =732V [TJ—] (C.30)

Total n

The emititance of the electiron guhl was crudely measured
usin‘g a thin aperture and Faraday cup prior to ‘use in tr}e
spectrometer. The emittance value was 0.4 = 0.2'cm—mrad
which a.grees with theoretical calculations to within the

limits of error.
d. Energy dnalyzer

The basic principle of a Wien filter is quite simple.
The fitter ‘has a homogeneous electric field E =E¥{
perpendicular to the beam ax‘is and the plane' of the
spectro'rneter and a homogeneous magnefic field B =B%
in the spectrometer plane ,perpendicular_to both E and
the beam axis. A nor_mally-'inciclent charged particle of
velocity wvg=E/B will be sub_je(l:t to ‘équal and opposite
forces due to these two fields and will pass‘ undeflected

through the filter, While>particles with other velocities
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will be dispersed.. A slot at the exit of t’hev filter can
then provide energy selection and thé size‘ of the aj:erture
can deterfnine the energy resolution.

Deterrﬁination of the optical properties of the Wien:
filter requires a sophisticated'analysis which will only be
.outlined ‘here. Bonham and Fink [20] go through a detailed
derivation of the electron optics of a Wien filter,
beginning. from the differential e@qationé of motion. Their
analysis is 'g'reatly sim_plifi_ed_ by fiv¢ appro.ximations: 1)
‘the _inf'lue'n-ce of ‘space charge is neglected; 2) no
relati'vistic‘ effects are considered: 23 e_}ectric and
ma.gnetivc fields are aésumed to have sharp cutoffs at the
edges of the analyzler; 4) the écceptance ar_xgle is assumed
'to be small‘; 5) the initial v-elocity distribution can_.be
written in the form v=vy(l+B) where P is a small
correction representing the spread of the electrons emitted
from the soﬁ_rce. |

The equaiions of m.otion in the vfield. region can be

written as:

X = 0 | (C.31a)
'y = 2 (el + BI%) - - © (C.31b)
3 = 22 (IBly) (C.31¢)

It is obvious from Equation C.31la that the Wien filter does
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not affect trajectories in the x-plane; this plane is
'referréd to as the non-dispersive plane. On the other
hand, the Wien filter acts és a converging lens in the y-
.plane, that ié the dispe‘r-sive plane. The focal propefties
of the Wien filter are symmetric and can be exprgssed as
f._8 | -
sinf{L/a) . ' (C.32)
F = a cot(L/a) '
where L is the lenngth of the electric field plates and a is

'a parameter which describes the radius of an electron in

the magnetic field alone:

d

Vo mlE| ' | '
- mIE| (C.33)
l'7 e|B}?

a =

=)

el

‘Since F is a periodic function, the focal p'oin‘p cén
have the same value for -many differeni values of.a and the
magnetic f‘ielld, each corresponding to a different mode of
operation of the filter; The first mode is when l/a is
between 0' and ﬁ, that is When a trajectory crosses thé
beam axis only once. The' maximum dispersion occuré for
"L/a = © which is the mode used in our spectrometer.. An
ocbject at the entra'nce of the analyzei‘ is. focused to the
exit of the analyzer with unity ﬁiagnification. An object
~at infinity' is focused to infinity inAthis- mode.

The key principle of the energy dispersion cah bé
understobd as an exploitation of the ch.romatic aberration

of this focusing effect. A point image on the axis at the
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entrance to the Wien filter is focused at a distanc‘e

_ 2mPvg
- Yp T TelBI

= 2Pa - - (C.34)
from the axis. In our spectrometér" the image from the Wien
filter is at the exit plane of the filter, therefore fhe
width of the image olf the energy silit on this plane
directly determines the range of energies thét pass through
the slit. The finite size of the image at the entrance
plane results in a finite image siz.e at .tﬁe exit plane
related by a mégni'ficati-on (assumfng IB=OJ of

y = '—.cos(L/.a) ((.3.35).
The energy distribution at the ex“it plane can be thought of
as a convolution.of the vpoiht—wise spectrum with this
finite irhage size. This sugéests that the transmiésion
curve as a function 'energy.will bé. Gaﬁséian—like with a
maximum tranémission Qf eléctrons .With energy eVg, and
tapering off symmetrically for both higher and lower
energies. |

Further aberrations due to the finite size of the
image at the entrance plane and the angle of incidence to
this plane provide a limit to.the ultimate resolution of
the Wien filter. Se\}ier [151] states that the ulti-mate
"theoretical resclution for a Wien filter such as the one

used in our specirometer is given by
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/2

. o 3 h2 2
BEienr = VEI [____2me1/17_rz] - (C.36)

where VE1 is the potential of the analyzer tube.

Eor our ’spect_rom'eter'operating' at eV = 25 keV this

gives AEthem.

70peV. In practice this ultimate
resolution can not bé achieved with any reasonable
transmission efficiency.

The Wien fi'l‘ter electric field is produced by itwo 2.54
cm ¥ 2.54 cm square stainless steel electric field plétes

with a sepafation of 0.508 c¢m held at a voltage difference

V.A.nz_ which floatits on VEl' - The magnetic field

is produced by a current I,;nz through two pairs of
coils Wrappe‘dv on the surface of a 1.27 cm diameter
cylindrical form. The coils are 'wrappéd in a manner
described by Anderson [3] which maximizes the homogeneity
of the magnetic field. The analy,Zer voltage and current
are supplied by a hybrid voltage-current supply (VPI:
electironics shop). Details bf the voltaée distribution are
‘given'in Section III.B and schem.atics are found in Appendix
D. A mu-metal shield fits closely around thé‘analyzer
“extending from before the entrance plane to just before the
accelerating lens. The eneréy_ slit is a 0.635 x 2.54 mm
slit in a 0.254 mm +thick molybdenum disk; the sltit is

longer in the non-dispersive direction.

e. Momentum analyzer
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The momenium deflecforé consist of two sets of square
parallel plate deflectors which act in tandem {0 wvary thé
beam angle of the electron beam at the target without
changing the position of the beam spot. The design goal
was to do this in such a way that the electiron trajéctories
were independeﬁt of the absolute voltages and the absolute
distances of the momentium selector. Figure C.12 shows‘a
schematic of the momentum .d_ef_lectors and their dimensions.

Using the matrii{ fér a field free region, Equation .C.7
and for a displacement through a region of. electric field.
perpendicular to th'e. beam axis, Equation C.10, the matrix
for the region from the enirance of ithe momentium deflectors

ito the target ca.n be written as,

y71 _ Vil rLe - m) + 20S + L + DU - )
' I__.y :] T 2VA [ 20 - n) (C.B?)

where e¥ is the ,e_lectr.on i;ine‘tic energy,
n = V,/V,, and it is assumed that
Yo = ¥y = 0. The constraints that .y = _O and that
y' is independent of 5 and D and depénde.nt on only the

ratios L/A and m are satisfied when n = 3 and S = 2D.

. The matrix thus reduces to

[7] -5 & 19 s

The major error in Equation C.38 is due to fringing .

fields about the plates; according to Recknogel [137] the
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' Flgure C.12 Momentum Deflectors Dimensions.
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fringing increase the effective length of the plates by
~ 33% . In practice, this correction probably éomewhat
overestimates the increase due to fringé effects because
both sets of plates are in close proximity to grounded
surfaces in one direction and separated from each ‘other by
less than 1_1/2 times their ler.lgth.in the other direction.
The inc-rease in effective length results in a corresponding
increase in the theoretical momentum conversion factor
discussed below. This effect ié uniform for all deflection
‘angles and is therefore incorporated into 'any empirical
determination of the momentum conversion factér. |

Higher order errors are included in the expression

[3]-0 =1 [0]-

g, [0 607 g
The first term in this equati.on allows the beam to. enter
the momenium analyzer with a non-zero initial radius .and
slope. 'since thi.s is independent of deflector voltiage, it
is unimportant in determination of the ‘momentum conversion
‘factor. The second term in Equation C.39 allows for n to
differ from the ideal value of 3. A 17 deviation in the
deflector volitage ratio would result in a displabement of
0.2 mm over the full deflector rahge at eV = 25 keV.

The wvoltage distribution for the momén‘;um analyzer is



292

controllied by.the MINC computer via an opto-isclated fiber
optic link (see Section IV). The signal from the MINC is
;onverted to an 8-bit digital signal_ by a UART ( universal
asynchronoué receiver-iransmitter) located 'on.the target
chamber control rack. The lowest 7 bits of the signal are
then'converted to a 0.to -5 VDC signal by a DAC; this
voltage is used to drive the output of two high wvoltage
power ,suppiies (BERTAN, models 602B-15P and 602B-15N).
These ‘power sbupplies.'produce- 0 to £600 VDC \z}h.ich are
connected to the momentum'd.eflector plates via .a voltage
divider network. (Schematics and power supply
specifications are given in Appendix D). The supplies are
designed to provide a pbositive.vc':ﬁl.tage on one deflector
- plate and a ne'gative voltage of egqual magnitude on the
other plate; both voltages float on the target 'chamber
vhigh voltage. The eighAth bit of the digital signatl
controls a relay which determines the polarify of the
deflector plates.

The momentum volfage correction panel on the target
chamber rack is an additio'na.l feature that all'o'ws for
adjustment of the momentum voliages to minimize movement of
the beam spot on the target as a range of mbmentum voltages
are swept. The ratio of the deflector voltages to.the
computer momentum control step and thé ratio 1 are varied

with two dual-tandem potentiometers as shown in the
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schematic in Figure D.6, These ratioé were adjustied to
minimize ihe beam spot movement as viewed through the
viewport t‘elescope and the -vafiation in count rate as a
function of rﬁomentu_m as controlled by QS'WEEP (see Appendix
E).

A theoretical e.xpression_ fo‘r the momentum calibration

factor can be derived from Equation €.39 and the relation

_ A AV, Bme Len |
- 8N © N NyxZ A U - m (C.40.2)

where momentum is expressed as a wave number,

0 = N =£ 255, .andCF is. in units of .R_I per
incremental step of the bomputer momentium control num‘ber N.
At the iime when momentum caliﬁration_ was performed,
measurementé of the characteristics of the perpendiculaf
momentum analyzer plAa‘te vol'tagés showed that AV /AN =
1.555 V and n o= .2.967, both to wifhin & O.ii.

At an incident energy of 25 keV, Cf is equal to 0.0398
-1 ' V
& per step using the actual length of the plates

and 00,0532 A_l per.step using the 1theoretical
Leff" The mome.ntum-'calibration factovr is
proportional to the .inverse of the square root of the
incident electron wvoliage; therefore, corresponding

theoretical values for‘ Ci_— at 20 keV are
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0.40445 A_l perA'step and Q.05‘95' A-l per
step, respectively.

 The coincidence data for both the a-C and graphite
were ‘taken after the. momentum voltage correction panel 'was
adjusted to .minimize motion of the beam spot on the target..
For these measurements AV,/AN = 1.750 V and n = 2.745
which yield wvalues of Cp which differ by < 0.57 from
thosé listed above. |

Alternately, the momentum 'calibr_ati'on factor can be

expressed in terms of 'mrad'/V. as .
’ L ) .
Cp o= 8 L et (C.40b)

For a 25 keV incident energy electron this is

0.421 mrad/V, with n = 2.967 and

@]
ry
n

=
]

eff . 1.336 L for perpendicular deflection.

The momenitum calibration factor C: for the

parallel momentum will be a factor of two larger than that.
for perpendicular momentium deflection becau‘se the energy of
the outgoing electrons in the (e,2e) mode is half that of
the incident electrons. However, thée resistance divider
network is designed so that AV,/AN is approximately
twice as'large for perpendicular deflection as for parallel

deflection. This means that the perpendicular momentum

calibration factor Cp will be A2 times that of the

: : , -1
parallel momentum deflectors when expressed in A



295

per‘step.

The momentum deflectors were calibrated by measuring
the Brageg diffractioﬁ spettra of thin microcrystalline Al
films. Thé spectrometer was operated at 25 kV in the
elastic mode using the (e,e’) beam arm as the detectgr and
acted as a HEED appératus. A typical diffraction ‘pattern
is shown in Figure C.13. Comparison of the peak positions
of the first fou_r Bragg peaks from these measurements to

published values for Al [134] predict that the calibration

-1
factor is 0.057 -+ .001 A per step at 25 keV
incident energy. Adju'sting for the difference in incident

momentum, this corresponds to an experimental value of

0.064 = .01 A per step at 20 keV. The
exper-imental conversion factor is about 8% 1a'rger than the
theoretical estimate using the the'oretical effective pléte
length; it corresponds to ‘an efféctiv.e plate length of
Ly = 1.4 L. Similar comparisons of theory and
‘ experiment for ThCl and a-C [134] were in approximéte'

agreement.

The coincidence data shown .in this dissertation all

. ' -1 .
use a value of 0.064 A per step with an

estimated uncertainty of ~157%7.
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f. Electron lens assemblies

The electron gun assembly includes the electron guﬁ
filament, r:athode,‘ anode, "and an einzel lens. The filament
is a soft-cathode oxide filament which 1s heated by a
voltage supply (VPI electronics shop) driven typically with
5 to 7 VDC at ~ 3 A. The anode is held at a voltage
Vin [B_er.tan model 602B SOVP] typicaliy from l.Q to 2.5
kV above the input common point. There are four apertures
.in the assembly designated, from left to right as shown in
.Figure. C.14, as the cathode, aﬁod_e, first gun, and second
gun a_perture_s'.

The Electron Gun Einzel lens has a length to c_liamete.r
ratiq of less than two and therefor.e must be modeled using
an axial step-wise poteﬁtial. ‘The results of an analys.is
using VFIELD and AXMATRIX are shown in Figure ‘C.15. The
input Field lens, Zqorh 1, and Zoom 2 'lens.es are
coﬁv.entional Einzel lenses.

‘The High voltage lenses are modifiec_l gap lenses which
have a complex geometry (see Figuré‘C.é}). Their axial
poiential distribﬁtions were modeled withv VFIELD and
AXMATRIX and calculated cardinal elements are shown in
Figure C.ib. The input and ({e,e’') high voliage ‘len'ses are
identical and differ slightly from the (e,2e) high voltage
lenses.

The output Field Lenses are 3-aperture lenses. These
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lensés differ slightly for each beam arm. The differences
are noted and each set 'of cardinal elements plotied in
Figure C.17. o

The -fi.rst and second ape.rturés and the.energy slit are.
made of 0.25 mm thick Mo stock. Molybdenum is used because
its oxide is also a metal. This limits the aberra.tions
that could result from even a small surface charge of such -’
tiny aperture_s.

The cardinal e_léments for the guad lenses, which
differ slightly. iﬁ the (e,e’) and (e,2e) arms, are shown in
Figure C.18.

Figure C.19 is an approximate scale drawing of the
input lens column from the electron gun to the tafget. The
~drawing includes the diménsions of the various pieces. A

similar drawing_of the output arm from the target to.the

EMT is shown in Figure (.20,
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APPENDIX D: SPECTROMETER SUBSYSTEMS
1. Vacuum system

The (e,2e) spectrometer is equipped with an .ultra-high

vacuum sy_sfem fo provide a base pressure of 3 x 1072
Torr. A schematic diagram of the vacuum system is shown in
Figure D.i. Th.e va‘c}uum jackets are constructed of
stainless s.teel and all materials inside the vacuum were
desi'gn.ed to meet the ultra-high vacuum requirements.
Standard Conflat flanges with Cu gaskeits are used
throughout the system. The vacuum system has a volume of
approximately 65 4. Th‘e chamber and beam,arms‘can‘be
isolated by gate wvalves (Thermonics Laboratory, Inc., 2
inch Viton Sealed Gate Valve) .sq that s.amples can be
changed ‘without cycling the 'eleciron guﬁ and EMT to
atmosphere each time. o

Rough puniping is done by two 40 £ sorption ﬁumps
'(T‘hermonvics Laboratoi‘y. Inc, mode!l SP-11). These pumps
are isolated ffom the main chamber by an ultra-high vacuum
sh.ut off wvalve (Varian, model 951-5091). On o‘ccasion. a
dry-vane Qacuum pump (Gast Manufacturing Co., model 0522-
V103) has been employed.

The high vacuum is accomplished with 5 magnetic ion
pumps, a8 200-£/s pump (Therﬁonics Laboratory, Inc.: pump

model IP-200, power supply model PS-1000) on the target
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chamber and a 25-4/s pump (Therr‘n.onics Laboratory, Inc.;
pump model IP—OZS, power supply mode!l PS-150) on ea.ch of
the four beam afms’. "Thé large pump is configured so that
it can opérate floating at the target chamber high wvoltage
orice a good vacu.um has been established. The input.arm
pump is electrically.isolated by a ceramic beaﬁ arm
insulatqr made b‘y National Electrostatics Corporation.

To .achieve the base préssurevthe system musi be baked
out at ~ 200°C for‘ 2-3 déyé after each time it is
'openéd to .atmésphere._ in general the wvacuum turn around
time for opening the sysitem‘ is 4-5 days. |

Pressure is monitored by mea'sur'ing the current drawn
by the magnetic ion pu‘fnps; the ion pump is esséntially’ a
large Penning type cold cathode gauge in wh_.ich' the current
drawn is a function of the pressure in the system. Since
the four vsmavll pumps are .,all connected to the same power
suppl'y, only a pressure reading in the target chamber and
the average pressure in tﬁe arms are available. At times a
quadrupole residual gas analyzer (Spectrum Sbcientific,
Ltd.,, model SM 100) has been connected to the vacuum; this
has verified the pressures measured with the magnetic ion
pumps. . |

In general, the pressure is quite stable in the low
1077 Torr range. There is =& slight rise in the

pressure as a function of the electron beam current.
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2. Magnetic shielding

This sécti.on of Appendix D describes the magnetic
environment for the spectr.ometer, including the sources of
the magnetic fields, the types and devéigns' of magnetic
shielding employAed, and measurements of the effeciiveness
of the shielding. |

The magnetic fields 1o be shie'ldec.i are almost
exclusively stiatic fields. Three primary sources are the'
earth’s magnetic field, fields from.the _permaﬁent magnets
in the magnetic ion»pumps‘, and stiray fields due to
magnetized materiéls in the spectrometer.. " The earth's
field has an approximate strength of ~500 mG and a
declin.ation. of ~60° below the horizontal at a latitude
of 35° N [77]. | The strong fields of the large perrhaneht
ma'gﬁets in the five magnetic ion pumps are localized and-
are on the same order as the earth's field along the beam
BXes. | |

Stray magnetic fields due to magnetized pafts of tihe
electron optics .column provided some difficulty, since they '
were hard to identify and in general were produced within.
the mu-metal shielding. Care‘ .was taken to use- nor{—mavgnetic
mate'rials, e.g., Everdur, 304 stainléss—steel, Cu, and Mo,
in construction of the optics parts. However, some

stainless-steel parts became magnetized and had to be
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replaced or de-magnetized. Othef magne‘;izéa pérts, i.e,
fhe gate valves and Ni leads of some vacuum feedthroughs,
.weré unable to be corrected.

Magnetic shielding is ‘accomplished with high
permeability mu-metal shields. Most of the electron optics
are surrounded by such shielding and critical areas have =&
second layer within the vacuum chamber..

The target chamber is shield.ed by a mu-metal can that
fits tightly'o.ver the ‘target‘ vacuum chamb.er. This shield
is constructed of 1.6 mm thick mu-metal with an ideal
attenuati.o'n of ~'7OO (shielding efficiency «~355 dIB)
[142] with overall dimensions of 36 cm diame‘ter and 35 cm
height. The shield has a8 number of openings fdr vacuum
ports and is split in half horizbntaily to allow access to
the target chvamber. This reduces the efficiency of the
shield, particvularly for the vertical component of the
magnetic f'ielld'; A Helmﬁoltz coil (58 cm diameter)
concentric with the veriical axis of the target chamber is
used to buck the vertical field component.

‘The beam arms are surrounded by continuous cylindrical
mu-metal shields (15 cm diameter) that extend from the end
flange to just past the 25-4/s magnetic ion pumps.' This
shielding is 1.6 mm thick and‘has an ideal attenuation of
~ 800 [shiélding efficiency ~60 dB). Tﬁere are

sections .of 0.25 mm thick mu-metal foil wrapped around the
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vacluum‘tube walls at the entrance to the smsall magnetic ion
pumps, on either side of the high voltage insulat‘ors
undernéath the mu-metal rings, around the gate wvalves, and
ét the beam arm entrances to th.é tar_get chamber. These
foils have an ideal atteniuation of ~250 (éhie.lding
efficiency ~45 dB).

Continucus mu-metal shielding cannot extend across the.
ﬁigh voliage insulétors, These sections were shieldeﬁ with
a series of mu-metal rings (30.5 cm 0.D., 17.8 cm I.D., and
1.6 mm thick) which ére_ spaced 1.9 cm apart and are mounted
on Plexiglass rods. These rings shield the compoﬁents of -
the. field .perpend'icular ‘to the beam axis_ by favctors_ of‘ 10
to 100. The ‘parallvel component is not shie;ded, but the
effect of this compohe»nt on thev elécﬁ-on beam traj.ectory
can be compensated for ‘by ithe ele.c"'nron optics. The theory
of this. shieldibng techniqué is described in Gibbons ét
al [67].

Local magnetic shielding is added inside the vacuum
chamber at two c_ritical loc_ati'ons'on the output beam arms,
around the energy analyzer and ét the entrance to the EMT.
The _energy ana_lyzer is particularly sensitive to magnetic
fields because the electrons are decelerated to much sl.ower
velovc‘ities there than at any other po.int in the system.

The energy analyzer shield is a solid mu-metal cylinder
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(3.4 cm I.D. and l.6_mm‘ thick) that fits closely' over tﬁe
lens column. It is ‘12 cm long -- the energy analyzer is
8.5 cm I'ong -- with an ideal sttenuation of ~3500
{shielding efficiency of ~70 dBJ. The entirance to the
EMT is ,a. critical region because the elecirons are still
moving with liow \}elocity and fringing fields due to the end
of the main beam arm shield. are ‘present. The EMT Shield is
also a solid mu-metal cylinder (85 mm I.D. and 1.6 mm
thick): it extends 1l crﬁ from the entrance of the EMT with
an ideal attenuation of ~12500 (shielding efficiency
~80 dBJ.
All the _external maghetic shieiding was degaussed
[ n lSitu using .a' 60 Hz AC signal.
| The magnetic s.h‘i_eld‘ing reduced the magnétic field in
the beam arms and target chamber 'by an overall factor of
approximately 100. Magnetic beam arm profiles (Figure D.2)
show that the maximum fields were on the order .of 70 mG and
that the rms field was about 10 mG. Using an impulse
approximation, the effect of small magnetic fields cn the

electron path can be expressed as

.
g = -3.02 x 1078 (%) X2 0.1)

where x is the distance of flight along the beam axis (in
cm), y is the perpendicular deflection distance, B is the

rnavgnetic field (in Gauss), and V is the'accelervating
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-~ The solid lines are measured profiles for the
horizontal (H) and vertical (V) components of the magnetic
field. Dashed lines are the approximate electron

trajectories calculated using the
The horizontal axis
cm. . :

impulse approximation.
is the distance along the beam axis in
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voltage of the electron (in kV).. The approximate
trajectory of an electron along the beam axes is also

plotied.
3. Voltage distribution

Two high precision high voltage probes (Fluke model 80
F-15) are connected to a qut.age bridge Wh,ich;measurés the
voltage difference between the two probes as shown 1n the
schematic in Figure D.3a. The wvoltage meallsuréd .across Rm
is equal to one .fhouééndth of the voltage differeﬁce'
IHV, | -.II—IV_'I with an a'ccuracy of £ 0.017. |

To achieve this high precision, the v@ltage bridge is
calibrated periodically. C.a'libration is performed by
" measuring the voltage difference dver a wide ‘range with the
connected prob‘_eé in different alrrang'ements. With Probe #lb
connected to HV, and Probe #2 connected to HV_ analysis
of the equivalent circuit in Figure D.3b shows that the
meter voltage is

R, HV, + R, HV_ - I R R
_ o2 + 1 - )
Vm-IR—. ® + &)

(D.2)

By reversing the position of the HV probes, the measured

voltage is.

(D.3)

* RlHV++R21_IV__IR1R2
Vm = ®, + &)

and
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Table D.I High Voltage Probe Specifications

Fluke Model 80F-15 High Volitage Probe*

*

Input voltage range
Input resistance
Division ratio
Ratio Accuracy
Stability of ratio

Temperature coefficient
Voltage coefficient

John Fluke Manufacturing Company, Inc.

1-15 kV
100MQ

1000:1

£0.017 of input
+0.001%/month
+0.05%/year
0.001%/°C
<x0.002%
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Vp * Ve = V. s HV)) - (R - R% + 0RT] (0.4)
where
. R R ~
“1_ 1 Ry
R= T+ RR - 1000 * <17 _ (D.5)

To avoid the necessity of reversing the probes during

was calibrated as a function of

operation, (v, + V1)

vV, |
(Vg *+Vp) = avy + B | | - (0.8)
where o = 20001
| B = -12.078 V

Finally»,

HV, + HV_ = 2000 VvV, - 121 - (D.7)

to within less than 1% (or .l V if greater) uncertainty.
4., Pulse electromnics

The purpose of the pulsle electronics in our
spectrofnete.r is to identify and record the coincidence
electron e‘vgnts. This section of the appendix describes
the pulse electronics in detail, tracing va pulse f.rorn ihe
eleciron multiplier to the MINC com.puter where it is-
recorded as data. Details of the componenis are also
given. Refer to the text section on data acquisition for a
general description of t‘he pulse elecironics and to Figure
IV.l for a block diagram of the system.

Electron detection is performed by a fast, linearly
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Table D.2 Power Supply Specifications

Power Supply Voltage Current Notes I
Acopian(® Range: 0-600V Temp. Coeff. 0.017%/°C
Bertan® Ranie: 0-1.5kV Max: 10mA Reg ulation:0.001%1ine;0.001%1oad
602B-15PN Max. Ripple: 1SmV Stability: 0.01%/hr:0.02%/8hrs.
Temp. Coeff.: 50ppm/°C
Berian®™ Range: O0-3kV Max.: 2mA same as 602B-15
602B-5P N Max. Ripple: 30mV
Bertan®™ Range: 0-15kV Max: 0.6mA same ms 602B-15
602B-150PN Max. Ripple: 150mV
ste) Range:0-30kV Max: imA  Regulation:0,00171ine;0.001%load
100PA,100NA Max. Ripple: 150mV Stability:0.005%/hr:0.01%/8hrs.
S : Repeatability: 0.05%
Temp. Coeff. 25ppm/°C
Hewlett—Packard(d) Range:0-100V Range:0-100mA Regulation:4mV,S00pAline
5212A Max.Ripple:200pV, . | Max.Ripple:1S0uA 8mV,500pAlocad
% Stability:Voltage 0.1%/8hrs.

Hewlett-Packard!¥
6516A

Heater Suppty'®

Hybrid Voltage-
Current Supply™

Range:0-1.6kV
Max.Ripple: SmV

Range:0-10V
Range:0-200V

Range;0-40V

Current~1.3mA/8hrs.
emp. Coeff.: Voltage-0.027%/°C

Current-0.5mA/°C
Fegulutiomo.oomline;0.00lZloud
Stability:0.05%/8hrs,
‘Temp.Coeff. 0.027/°C

Max:SmA

Range:0-10A
Range: 0-3A

" Range: 0-800mA

" Sorensen®
QRB-40

(a)Acopian Corporation
(b)Bertann Associates, Inc.

(c)CPS, Inc.

{d)Hewlett-Packard Company
()PI Electronics Shop
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focused, discrete-dynode eleciron multiplier (EMI Gencom,
model D233). The electron multiplier is housed in a glass
enveldpe which is attached b'y a glass-t‘o—.metal adapter to a
standard (3.4cm O0.D.} Conflat flange at the end of the
‘bean.l arm vacuum jacket. The electron multiplier tube (EMT)

has 14 BeCuO dynodes that operate at a maximum of 4 kV

anode-to-cathode voltage.’ with a typical gain of 2 x 10°,
The detection efficiency is rated at .90—1002 for electrons
of energy of 300 to‘ 500 eV [156]. This is the typical
energy of the electrons reaching the EMT. The anode pﬁlse
typically has a width of' 4 nsec (FWHM) with a rise time of.
2.5 nsec. | | |

The signal from thé EMT goes to a preamnp (EMI Gencom,
model VA.02) ‘through a high 'voltage' decoupling capacitbr
[189]. The preamp uses an ‘inteégra’ted circuit amplifier
(LeCroy Research Systems, model VVI00B) with a gain of 10.
Pulses from the ;ﬁream.p have a typicallwidth of 2 insec and ‘a
rise time of 0.7 ns'ec. A schematic of the EMT circuitry is
shown in Figure D.8.

Th e signal pulse from each preamp goes to a
discriminator (Canaberra,'model 1428A) operating'in the
constant fraction timing mode. The discriminator level is
adjusted to slightly above the background .l,evel, so that
the singies scalar rate is negligible when the beam is

deflected out of the beam path. The discriminator produces
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a negative-going pulse with a rise time of <3 nsec and a
pulse width of 20 nsec nominal {hat is used 1o trigéer the
TDC. The discriminator also produces two independentv
posi..tive—goi‘ng pulses with rise times of <10 nséc that
drive the lscalaArs and rate meters. This positive pulse has
a width of ~ ??? nsec, which determines the dead time of
ihe discriminator following a given pulse,

Each discriminator is connected to a .'32.—.bi’£~ scalar’
(Kinetic Systems, model 3640) which records the singles
count for each arm, Each discriminator is als'o conﬁectéd
to an énalog ratemeter (TENNELEC, ﬁxodel TC 525). The rate
meiers arzlev used primarily for tuning the spectrometer’s
e‘lectro.n optics to a maximum transmission level.

Coincidence detection is performed by a time-to-
-digital converter (LeCroy Research Systems, CAMAC niodel
2228A). The signal from one disc_riminatbr aéts as a start
pulse for the TDC. The TDC waits up to 128 nsec to receive
a stop pulse from the second discr_i‘minator. The signal
from tlhe secohd discrimihatof passes through a variable
delay .box‘ [VPI. Physics Electronics Shop) before it reaches
the TDC. T.he signal is delayed approximately 25 nsec to
minimize false stop pulses and to compensate for internal
delays in the TDC. If a siop pulse is received, the TVDC'
records a potenfial coincidence event by transferring to

the MINC computer a digital number which is proportional to
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the time between signals. The TDC is set tc a full scale

range of 128 nsec with a time resolution of 250
psec/channel. There are 512 TDC c_hanhels. The conversion

time of the TDC is < 30 psec, which determines ‘the
.dead time of the TDC.. Using the signal from thé arm with
the lower single scalar rate as the start pulse will:
increase t"he coincidence rate by reducing the dead time in
ihe pﬁlse elé’ctronic_:s’.

, The TDC 'and.sc_alars interface to the MINC by standard
CAMAC hardware. Data is transferred via a CAMAC crate
controller (Interface Standard, m'ddel IS-11/7CC) to the LSI

l1-based MINC using standard CAMAC commands. The transfer

takes ~30 msec to execute. The data trans.fe;r accounts
for the'limiting dead time of tﬁe pulse electronim.:s system.
Soime data is lost as the rate of the TDC 5tart pul_se
ex-tl:eb.ed's ~3 kHz and at ~32 kHz the transfer becomes

.inoperable.



A_PPENDIX'E= DATA ACQUISITION SOFTWARE

The program'PHYS provides the real-time control of the
specirometer dﬁring (e,2e) data acquisition, performs the
initial dais reduction,' and displays a listing and graphics
of the déta [43]. PHYS is an RS-11 FORTRAN program with a
number of 'macﬁine code subroutines. Standard CAMAC
commands and MINC iab module subroutines fatilitate'the
control of pe‘ri-pheral devices. The process of. r.eal—,time
data acvquisition is described.in the main text s_ection on
data acquisition. This appehdix. details the software,
data fites, data reduction, and merging algorithms, and the
ei’ror'analysis ass’ociafed with coun_t.rates. ‘A flow cha;‘t
of the (e,2e) data a‘cquisition software is shown Ain_Figure_
,-E.l. |

Data ére collected by the MINC at each (E,q) point;
the range of (E,q) p-oi.nts defines an [E_,q) space over
which data is collected. PHYS directs tﬁe MINC teo sample
each (E,.q) point in a random or-der_tha.t eventually
samples all of the (E,q) space. After a specified
number of sweeps t‘hroug‘h (E,q) space, the time
coincidence spectirum foxf each (E,q) point undergoes a
data reduction process and a SUMMARY data file is created.
Only four numbers per (E,q) point are stored in the

summary file; the total counts in the coincidence-plus-

Figure E.l Flowchart of data acquisition software.
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bé.ckground time window, the total counts from the
background time wiridow, and the total scalar counts from
gach beam. arm. The significance of the time windows is
discussed in the main tex't section on data analysis. The
software allows the user to set tbhe' ranges of these time
windows before data collection has begun. Typically, the
coincidence—plus—backgroi_md window is 5 nsec (20 TDC
channels) and the background window is 50 nsec (200 TDC
Channellls'J.

PHYS allows the user to graphically display the time
coincidence specti‘um'of each (E,q) point during.ihe data
collection process. Once a \SUM_MAR'Y data file is createci
the coincidencé—minu's—bacbkground count at each (E,q)
point can be listed. |

The 'progra:m TOTALZ2 combines data from one or more
SUMMARY filés., together with a listing of PHYS control
parameters and annotations, into a TOTALS data file [42].
This data file is in a form that can easily be printed,
read by other FORTRAN programs, and -transferred to the main
frame computer. The TOTALS data fil.e contains a listing of
the data from each SUMMARY datEi file which includes the
energy, rhomentum, coincidence—plus—backgi‘ound window count,
background window count, and scalars counts for eéch
(E,q) point. A summation owver all SUMMARY files

combined of the four counts at each (E,q) point is also
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included in the data file.

The TOTALS data files are transferred to the VPI
mainframe comvpute‘rs, a DEC VAX 11/780 and an IBM 370, for
further analysis. Elaborate data tiransfer packages are
used which check the transferred data byte by byte, using
appropriate handshaking and tran5m155ioh error detection
[46].

There are 'sevveral,related .real—time command programs
that conirol operation of the specirometer while it
performs auxiliary functions. This section briefly
outlines the most important of these programs [45].

PHYS is designed to‘c‘pera‘te in two modes, the
coincidence mode described above énd the pulse mode. In
the pulse mode, PHYS scans an (E,q) space just as
detailed in vthe' teit séction on (e,2e) data acquisition.
Howe*\)er,, only the scalar count output for one channel is
monitore'd,; there is no coincidence detection. .The mode is
designed primarily for use in (e,e’) data acguisition when
our spectrometer acis as an EELS insirument.

QSWEEP is used to collect scalar count data over a
range of momenta at a fixed energy value. Momentium
selection is performed in sequential order over the‘range;v
only one sweep of the momenta is made. The coliected data

can be displayed graphically by the MINC or it can be
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stored in é data file, transferred to the mainframe
computer, and ploited and listed by EQPLOT. QSWEEP 'is used
primarily as an aid in measurinaﬁ_thg momentum callbration
factor [seé Appendix C.3) and in aligning the spectirometer.
ESWEEP is used‘to collect scalar count da.‘ta over a
range of binding energy at a fixed momentum wvalue. ESWEEP
is si_.mi-lar to QSWEEP in operation and data display. The
program is used“to collect (e,e') data. It alsc looks at
wide angle inelastic scattering in Ithe {e,2e}) arms which is
used to measure the resolutic_m' of the energy analyzer.
ZEROMD is used to set the momenium and energy

analyzers to zero.



APPENDIX F.v DATA ANALYSIS SOFTWARE
1. Data merging

‘The program EQPLOT énalyzes the data stored ip the
TOTALS data files by the MINC computer. EQPLOT uses the
four measured counts, 4coincidence—pjlus'—backgroﬁnd,
background, and th_e two scalars rates, to co_mbine‘one. or
more TOTALS data files int‘Q a single array of the
coincidence couvnt rate over (E,q) space,. The program
also ;alculates the.r_anvdo'm error associated with. the
'coincidenc.e count rate at each tE,qj point.

"EQPLOT est.a‘blishes an .(E,q) array that covers a
range of energy and momentur’n large ienough to incorporate
all of the TOTALS data to be combined. The data is merged
into this array one. SUMMARY data.f-ile at a time. After the
davta from each SUMMARY fi.le is vre,a.d into EQPLOT; a check is
made for suspect data poiﬁts that may represent glitches in
the data collection process. A comp‘avrison is made between
the scalar (background) count at each (E,q) point and
the average scalar (‘background) count for the entire
summary file, Data not within tolerance {(typically

+ 107} can be rejected as invalid data.
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The background count at each valid data point is

subtracted from the coincidence-plus-background count using

. the technique described in Section V. This coincidence

count data is inﬁorporated into fwo 8rrays. | One array,
CTOT(1,J), contains the total number of actual coincidencé
counts fro.m all of the combined SUMMARY files at each:
(E,q) point. Note that I and J are the elnergy and
momentum indiﬁes of the (E,q) point, respectively.

The second array, CNORM(I,J), that utilizes the
coincidence éount data is a merged, normalized coincidence
count rate. T.his. array is de’signed fo fnerge data file
collected‘ovef dif‘f‘e'rent subspaces‘ of (E,q) space for
va,lry_ing tim.e periods in such a way as to r'ninimi.ze errors
and accurately' weight the contribution_of each SUMMARY data
file to the complete data set. Dats=a is-.often taken in
several subsets that cover different regibns of (E,q)
spacé. Each subset, or TOTALS data file, overlaps adjacent
data subspaces; this overlap region pléys a key role in
'merging the data. |

One c.olumn. of the overlap region, with momentum‘index
J=JMERG, is designated as the merging c‘olumn.» All (-E,q)
points with J=JMERG and that have both old and new data -
comprise the merging region. NRMNEW is the sum of the
coincidence counts in the merging region for the new data,

i.e. the SUMMARY data file which is being merged. NRMOLD



336

i.e. the SUMMARY data file which is being merged. NRMOLD
is the sum of the'CNORM(I,J) values in the merging region
based on only the old data which has been previously
me-f.ged. Figure F.l illustrates'the data regions in
(E,q) spaée 'used in the merging procedure. |

The merged coincid.enc'e count is equal to the total
coiﬁcidence count times a scaliﬁg factor, Rzl. The
merged coincidevnce counts are scéled so that counts at
different (E,q) points sampled fof varying lengths of
time can be compared directly. The total coincidence count
"and scaling factor are used to calculate new, merged
coincidence counts and the error associated with those
-counts'.. The program EQPLOT -useé ‘the following algorithm to
calculate a'value for the merged data at each (E,q)
| point, MERG(I,J): -

f o

_NRMOLD/R] COIN,(LJ)  : only old data
| _m] + COING(LJ) ; only new data
MERG(I,]) = < _ ) - | -
| REOLD/E T NEREW | [COMA(D) + COND ]

. both old and new data -
\.. O : ; no data

(F.0
1) At (E,q) points where there is-only old data
{unshaded part of Region A inv Fiéure F.1) the merged value
is egqgual to thev total coincidence count of the old dats,

COIN,(I,J),times a weighting factor. The weighting
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Figure F.l: Diagram of data regions in (E,q) space

used in the merging procedure.

This is a disgram of the (E,q) data regions used in
merging a new SUMMARY data file (Region B) with other data
that has already been merged into the (E,q} array
(Region A). The overlap region where there is both old and
new data is shown shaded. The merging column is indicated
and the (E,q) points in the merging region are denoted
by =x. . '
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factor eq'uals the inverse of NRMOLD divided by R.

2) .At (E,gq) points where there is only new data
(unnshaded part of Region Bv in Figure F.1) the merged value
is equal to .the coincidence count of the new datsa,
COINg(I,J), times a u.ze.ight‘i‘ng factor. The weighting
factor equals the inverse of NRMNEW. |

3) At (E;q) points where there are both old and
new data (shaded overlap region in Figure F.l) the merged
value is équ‘al to the sum of the old and new coincidence
counts times a weighting factor_. The weighting factor
equals. the inverse of the sum of NRMOLD divided by R plus
NRNEW., A

.4) At (E,q). points where there is no data (ocutside
Region A_ union Reéioﬁ B in Figur-é F.l) the merged- value is .
equal fo zero.

The scaling factor R is equal to the ratio of the
normalized data CNORM(I,J) to the total number of counts
COINL(I,J). If, by chance, COIN,(I,J) equals zero, R
is calculated usi'ng the éums of CNORM and CO‘INA over all
ener‘g'ies for their'momehturﬁ. In the unlikely event .that‘
this sum of COIN, is zero, R is arbitrarily set to one..

" Finally, the merged counts are normal‘ized such that
the total coincidence rate over all(E,‘q) space sums to
unity. It is this; merged, normalized coincidence rate

array, CNORMI(I,J), that is used for all further data
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_analysis.

The standard deviations for the raw (e,2e) data., i.e.
the coincidencé_—pius—background, the backéround, and the
twé scalar counts for each [E.-q) point f‘r‘om- each SUMMARY
file, are the square root of the counts. This follows from
the assumption that these counts follow a Poisson
d.isvtribution. The relative error in the raw data is the
reciprocal of the square root of the counts.

The verrqr for ‘the_ individusal coi.nc.idence édunt for
each (E,q) point from each SUMMARY file is equal to the
error of the raw coincidence-plus-background count plus tihe
error ‘in the raw béckground count divided'by r added in

guadrature,

A(Colin) = (_[&(Coin—plus—Back):]2 + [A(Back)/r]z}l/2 (F.é)
Wh‘ere r is 'the' ratio of the coincidence-plus-background
time window to the background time window {see Section VJ.
The_’ error in the total coincidence counts at each (E.q)
point is fhe sum of the errors of the coincidence count for
each SUMMARY f_ile added in gquadrature. : Thus, the standard

deviation in the total coincidence count is given by

w2

N . |
Scror = { > |(Coin-plus-back) | + r—12- . I(Back)nlj }

n=1

where the sums are over N SUMMARY files.
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If we assume that R is exact and that the error in
NRMOLD and NRMNEW are small compared with the errors in the
total coincidence counts at each (E,g) point (i.e.,’
there are a large number of points in the merging column
summed‘ to obtain NRMOLD and N’RMNEW), the‘relative- error in
the merged, normalized array is equ.avl to the relative error
in the total coincidence .‘count. The relative error of the

merged, normalized coincidence rate, CNORM, is

N ~ 2
{ S [i(Coin—plus—back)nI + -15 + [(Back),| ] }
A(CNORM) _ U n=1 r _
CNORM ' N Ty
: : Zl[(COin—plus—Back)n - § ¢ (Back),
n= .
(F.4)

If there is a relative systematic error in the measured

count rates A_, then the error in CNORM is

. N :
_ 1 2 . _ 2
ACNORM . = {nz—:l[ (I(Coin—plus—back)nl * As] (Coin-plus BackJn:I

| | L,
. rl_z[ (Wétl?_ﬁﬂ . Ag] (Back)i]} (F.5)

The errors in the total background count and scalar

counts are equal to the square root of the total counts.
2. Deconvolution techniques

The problem of deconvoluting the instrumental
broadening and multiple scattering from the measured (e,2e)

data was formally solved in Section II.B4. However, ‘the
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problem of how best io carry out the ,numerital.inversion of
Equation II.54 was left to this appendix.. Many possible
approaches exist.

One approach is the Fourier iransform method. Taking
the Fourier_ transfori'n of equa{ion I11.52 it follows from the
convolution theorem that

Altx) = d(tx) « Tx) (2m)? (F.6)
where A‘and..s& are the Fourier transforms of R and
R, respectively. In theory, this can be immediately
i.nver_t‘ed to find &; the inverse Fourier transform of
=) is R, whicvh is the function sought. In reality the
problem is not this simp}le'f'or several reasons [31]:

l']‘ Including random noise érrofs in the measurements,
described by N(EU.,kU), ,Are’qui'r,es that Equation II1.54
must be rewritten ‘as

R(Egky) - R ® ¥ + N(Egkp) | | (F.7)
Since N ié ‘not known, one musi solve tihe noxl;v approximate
Equ‘ation II.S4, neglecting the réndorn noise. This. problem
can be-alleviafed somewhat. by using smoothing pfocedures to
improve the quality of the measured Cross section, R.
In practice, this smoothing can be accompli.shed ‘by clipping
the high-frequency components of bthe function A before
taking the inverse Fourier transform to find R; this

results in R being evaluated at wider intervals in
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ener‘gy—mome‘n'tum space.

2) ]jeconvolution does not yield a unique solution,
"since any function M(Ey,ky), whose convolution with
the smeari.ng function is eifther ex.'actly or approximately
zero, can be added to R without greatlly affecting its
con‘volution with #. Random high-frequency noise [871,
for example, sat'isfiesvthe condition bcn M. Again, clipping
the.high.—frequency components of A can help alleviate
this problem.
| 3) In general, we do not take data over all
diménsions of energy-momentium space. This does nof present
a serious problem as long as R does not vary
‘appreciably in these unmeasured dirnens.ions' over the width
of the smearing function, or simply that the experimental
resolution is suffici’ent to Sée' thevimpo.rtar‘ﬂ: features in
R. .In essence, this results formally in approximating
the dependence of :‘R.-on-these unmeasured dimensions by a

delta function when performing the Fourier transform to

calculate 4; this results in a factor of
——  in A for each such dimension. . This
27 .

is of course an approximation, and does infroduce unknown
errors into the Célculat,ion.

4). The measured data does not extend over an infinite
range of energy or momentum. Formally, & is equivalent

“to convoluting a hypothetical function extending 'the
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measured data to infinity &, with two rectangular
functions limiting the range of R,

R~ Ry © rect (g €n,) © rect (¢ q ) (F.8)
Then the Fourier transform of R is |

& ~ &, - sinc(?) - sinc (x) (F.9)
that is the Fourier transform of the extended data
broadened by two sine functions.

As the rangé of data is extended, the "width"’of the
sinc functions decrease, however so does ’cl.he épécing of‘the
points in Fourierbspace. ‘Beyond‘ the nth point away from .a
-given point in Fourier space, the sinc function associated
with the giv'en point :is ﬁearly zero. By considering only
every nthvpoint of .s&, the .‘b'roacleﬁiﬁg' is minimized. If
A is then calculated using only e'very_nth‘ point of &,
fhen R_will extend over one nth of the range of R.
However, if & 15 artificially éxten‘ded in energy and
momentum space to a ‘.funct'io_n Roext which is n times
as wide as R, A ié calculated from Réﬁ, and
A is then calculated at every nth point, then the
Fourier iransform of A, R, will extend over the full

range of measured data.

It is relatively straightforward to extend the

measured data. Beyond a certain point in momentum space
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the (e,2¢) form f'acto'r. goes monotonigally and quickly to
Zeru. Beyond thé measured data, R can be extiended
smoothly t§ zero by splicing an error function to the last
measured momentum data point. .Likewise, abtﬁve the Fermi
ener.gy the count rate fall to zero and_ban error fﬁnction
can be_’s.pliced to the last measured energy data point
[(180]7. At high binding energy the ideél R should fall
to zero,‘ ho-we?er the count rate is held at an approximéiely
constant level rate by mulvt.iple scattering for at least ihe
@idth of th.e first plasmon peak beyond the last true (e,2e)
band. An .errt.jr function of the ‘Width.of the plasmon peak
width is a réasonab'le approximation to the extensicon of
R in thié direction. |

Thié technique is crude and has the potential for
. disastrous results. It introduces unknowﬁ errors intc the
value of R and can diverge unpredictably by amplifying
noise in the data. However, it is numerically simple 1o
perform. It 'has been used with good results on a-C data as
described in reference 144, |

Another, more conservative, decohvolution techn'ique is
the vah Cittert iterative method [169]. We have made use
Aof the variation of this method described by Wertheim which
i_ncorporates a smoothing of the data into the iterative
process [181]. Applicétion of this method to (e,2e)

spectroscopy is described in Reference 90 where examples of
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its application are shown. This technique hsas the same
pitfalls as noted f.or the Fourier transform method.and also
has a probtlem with divergence cof solu..tion and intfoduces
unknown errors into the value of R This is the
deconvolution method used f“or the data described in Section
XII'I.

Another method of deconvolutiion, a hybrid Fourier
Transforrn technique has been developed by Rick Jones and
is in the process of being. impleme.nted.’._ T_his 'technique
offers the potential to keeé track of the errors int-rc;duced

by the deconvolution,



APPENDIX G: DATA COLLECTION PROCEDURES

Céref’ul plan-ning and the proper 6rder_of da.ta
collection 'greatliy facilitates ithe execution of an.
experiment. The following section provides a suggested
order of collecting -the .ne'c'essary data. This includes =
logical sequence for deterr_nin.ing the'parametefs listed in
Tables VIII.1 and VIII.Z2. First, however, it is important
to know what range of parameters is_accepfable by
researching the literature. Useful studies inclﬁde the
band ‘structu‘re, density of stétes, eglectron momgntum
density, angle rvesolved PES spectra, plasmon ‘energies, and
mean free paths.

| Once the s;'péctrometer is tuned in the elastic mvode on
the sample, :a-se:ries,o;c measurement should' be taken td
characterize thel sample and tune conditions. The tune
_conditions should.b'e _recorde‘d; ' Thek Filuke probe calibration’
should be checked and the probe carefully monitored
througﬁout the ekperiment. The sample thick'ness can be
measured with ESWEEP usin-g the (e,e’) arm. ‘The sample
orientation and the momentum calibration factor and offset
are determined from QSWEEP data from the (e,e') arm.

ESWEEP data extending beyond at least the first two plasmon

346



347

peaks .and on both sides of the zero loss peak should be
taken for both (e,2e) arms. 'This data provides information
on the target thickness, the energy resol.utiovn-and the
Wieﬁ filter coffset v'oltages. QSWEEFP data should be taken
over the full range of momenta for .a number of fixed
binding energies for both (e,2e) armé. This data
determines the exient of the systematic error in the count
rates as a function of momentum.

The sp.evctrometer should nex‘t be tuned to the inelastic
mode. The existence of coincidence counts should be
established first. This is done by taking data at énly a
few points over a range of binding energies at zero
movmentum.. Once this is confirrneld a finer:enérgy grid of-
data. at g = 0 can be used to determine an approxim.ate Fermi
level. Next a set of data at seve;'al widely spaced momenta
should be taken to determihe the .moméntum~ offset and.the
extent of the data in momentum-space. A finai scan at thé
true momentum zero over a wide range éf eriergy is used to
better define Epr and to establish the lower limit of
data. These measure‘ments ‘define a region of interest in
(E,q) space. It extends in energy from approximately one
plasmon energy above the Fermi level to about one and a
half times the plasmon energy below the bottom of the
valence band, In the momentum direction, it extends

approximately one FWHM of the momentum resolution beyond
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where ‘the cross section falls to zero.

It is best to first take a set of coarse data over
t.his entire regioﬁ ‘of interest. This confirms' the extent
of the region of interest and provides a framework for
merging the finer data. The finer grid data ‘should be
tak.eAn in sets that take approximately 3-6 hours to sample
once. It is cru.ciél that all (E,q) poinis in the region of
interest be sémpled a.nd that‘ each scan overlap the initial
course grid at at least one momentum value which can be
used to merge  the data. The final (e.,2e) data set should
repeat. the first coarse data set to provide a check for
‘sample degradation and systematic errors. Finally, ESWEE‘P

~and QSWEEP data should be repeated.
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Preparation of Thin Graphite Samples
I. Extractihg Graphite from surrounding rock

A, Choose large, flat crystals with little
' twinning.

B. Remove excess rock with pliers or a hammer
and chisel. ' ‘

c. Dissolve the remaining rock in concentrated
hydrofloric acid in a wax-lined glass
beaker.

D. Rinse the crystals in distilled water.

II. "Standard Scotich-tape method" of cleaving

A Choose a large crystal (~ 3 cm?

surface area) with a smooth surface. If

necessary, the crystal can be cleaved with a
razor blade. Do not try to polish the
crystal. : : ‘

B. Mount the crystal on a piece‘ of cellophane
tape with the smooth surface towards the
.adhesive. Note that cheap cellophane tape
(as opposed to Scotch-brand tape) must be
used, since it only has toluene soluble
adhesive. : '

C. Cleave with another piece of tape. The
freshly cleaved surfaces facing up are the
best surfaces to continue working with,

D. The goal is to continue cleaving the sample
with successive applications of tape until
.you get a large (~ | mm?) uniform aresa
that you can see through. Holding the tape
up to a light or over a light table is a
good way to see the thin spots.

E. Patience is the most important ingredient.
Alternating directions in which the graphite
is peeled improves the chances for thin
samples. The tape can be applied lightly to
remove small graphite flakes and to smooth
the crystal surface. :
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III. Removing the tape.

A. Once you have a thinned sample, place it
adhesive face down on a microscope slide.
Remove the excess tape and graphite with =a
razor blade.- A rectangular piece of tape
twice the size of the thin area should be
left. This facilitates removal of the
sample from the microscope slide and
subsequent handling. In this state, the
sampie can be more closely examined or
stored with less likelihood of damage.

B. Fill a glass petri dish with approximately 1
cm of toluene. Remove the sample from the
microscope slide and place it tape face down
in the petri dish. Cover the dish and wait
.until the adhesive dissolves, typically 4-6
hours. It is best to have .only one sample
in a dish because the mounting process will
tend to break other samples in the dish.

v, Mounting the. sampie-

A.  This is the mosi delicate operation; do it
carefully. Using tweezers, gently lower a
sample holder into the toluene. Raise the

sample by holding the tape and turn it over
onto the sample holder, taking care not to
break the surface. If you are lucky, the
sample will be properly mounted and the tape
can be lifted off.

B. If the sample stays on the tape slowly raise
the tape out of. the ligquid allowing surface
tension to separate the film. Move the

" holder under the target and align the hole
with the thin spot. Raise the holder
straight out of the dish. It is best
to use two pairs of tweezers.

C. Once the sample has been removed from the
liquid it must be dried. It is best to
place the holder on clean absorbent paper at
an angle with one edge resting on =&
microscope slide, The hole should be
positioned so that it is not in contact with
the paper or slide. '
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D. After the sample has dried, it should be
placed on a slide or in a container. Air
currents causeéd by movement can break the
sample. ‘
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