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Figure 6. Data depicting the results of the progressive ratio reinforcer assessment. Data 
are averaged within high- and no-tech conditions. The results demonstrate that as 
reinforcer durations are increased the participants engaged in different patterns of 
responding depending on reinforcer stimulus type (i.e. high-tech versus no-tech). 
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Figure 7. Data depicting break points for each participant during the progressive ratio 
reinforcer assessment plotted as a function of reinforcer access duration. Break points are 
the last completed schedule requirement obtained during the PR assessment.   
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Figure 7 depicts the initial high- and no-tech progressive ratio reinforcer 

assessment results in the left panel and the replication high- and no-tech progressive ratio 

reinforcer assessment results in the right panel. Each participant shows a different pattern 

of relations between reinforcer access duration and stimulus-type. A clear replication of 

effects is demonstrated by Karma’s data (bottom panel of Figure 7). As reinforcer access 

durations lengthened, Karma engaged in more responding to earn the high-tech item and 

engaged in less responding to earn the no-tech item. Results for Rhonda and Angie 

correspond to those from Karma during their initial exposures to the high-tech and no-

tech conditions, but those results were not clearly replicated during the second exposure. 

During the initial exposure both Rhonda and Angie demonstrated more responding for 

the no-tech item at short durations of access and more responding for the high-tech item 

at the longest duration. However, during the replication of those phases, break points for 

both stimulus-types appeared to converge. For both participants, this manifested as 

increases in break points for high-tech stimuli from the first exposure to the second. 

Conversely, break points for no-tech stimuli appeared relatively similar across 

replications for Rhonda and Angie, which both generally showing an inverse relation 

between break point and reinforcer access. 

Figure 8 depicts data on total number of responses as a function of reinforcer 

access durations. The pattern of responding for Rhonda (top panel Figure 8) demonstrates 

high levels of responding for the no-tech item during all durations except the 10-min 

duration where responding decreased relative to previous sessions. Responding during 

high-tech conditions was lower and stable but increased to higher levels during the 5-min  
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Figure 8. Data depicting total number of responses per session across both high- and no-
tech conditions. All participants engaged in more responding to earn access to the no-tech 
item at the shortest durations and the high-tech item at the longest duration. 
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and 10-min access time conditions. These results demonstrate that for Rhonda, the no-

tech item sustained greater overall levels of responding than the high-tech item except 

when the reinforcer access duration was 10 min. Contrary to Figure 7, Figure 8 

demonstrates a replication of Rhonda’s pattern of responding across the initial conditions 

and the replication conditions. The middle panel of Figure 8 depicts Angie’s overall 

pattern of responding. As reinforcer access duration lengthened, Angie responded more 

for the high-tech item and less for the no-tech item. Angie’s results show a clear 

decreasing trend in responding during the no-tech condition as reinforcer access time 

increased. During high-tech conditions, Angie’s results are more variable, during the 

initial high- and no-tech conditions Angie engaged in more responding to gain access to 

the no-tech item than to gain access to the high-tech item until the access duration 

reached 5 min, at which point Angie engaged in more responding to gain access to the 

high-tech item for the 5-min and 10-min access times. During the replication, Angie 

engaged in more responding to gain access to the high-tech item for all durations except 

the 10-s duration. Karma’s results (Figure 8 bottom panel) demonstrate that as reinforcer 

access durations increased, responding for the no-tech item decreased and conversely as 

access durations increased responding for the high-tech item increased.  

Figure 9 depicts the rate of responding for each participant per session. The top 

panel depicts data from the high-tech conditions and the bottom panel depicts data from 

the no-tech conditions. The open data paths are data from the replication phases and the 

closed data paths are data from the initial high- and no-tech conditions. All participants 

engaged in higher rates of responding during replication of the high- and no-tech phases. 
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Figure 9. Data depicting rate of responding for each participant during the initial B and C 
phases and the replication B and C phases. The closed symbols depict rates of responding 
during replication phases and the open symbols depict rates of responding during initial 
phases. Results indicate higher rates of responding during the replication high- and no-
tech phases. 
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CHAPTER IV 

DISCUSSION 
 
 

In Phase I we used preference assessments to identify highly preferred no-tech 

and high-tech stimuli for each participant. In Phase II, we examined participants’ 

preferences for the highest preferred stimuli identified in Phase I when delivered for both 

short (30 s) and long (10 min) durations. Two of the three participants (Angie and 

Karma) displayed preferences indicative of sensitivity to reinforcer access duration, in 

which longer durations were more preferred over shorter durations. A third participant, 

Rhonda, appeared indifferent to reinforcer access duration and approached stimuli 

associated with the long and short durations equally. However, all three participants 

showed preferences toward high-tech stimuli over no-tech stimuli.  

In Phase III, we attempted to assess differences in the reinforcing value of stimuli 

provided for different durations across both stimulus types. For all three participants, we 

found that the reinforcing value (as indexed by break points, etc.) of stimuli changed 

differently as a function of access duration depending on stimulus type. For example, at 

the 10-min access duration, all participants engaged in more responding for the high-tech 

item than the no tech item. The clearest and perhaps most intuitive pattern can be seen in 

the bottom panel of Figure 7 for Rhonda, where the break points for high-tech stimuli 

appear to increase as a function of reinforcer access duration but break points for no-tech 

stimuli appear to decrease.  

Overall, the results demonstrate how the above preparation could detect and 

characterize the interaction between reinforcer access time and reinforcer value. 
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Reinforcer value changed as access durations were varied. In at least one participant, the 

value of high-tech stimuli increased with access durations whereas the value of no-tech 

stimuli was initially high but decreased as access duration increased. Thus, it could be 

that for some people, some stimuli (e.g., movies, and video games) might become more 

reinforcing the longer they are used while other stimuli become less reinforcing. Results 

from this study correspond to those from previous studies showing that the value of a 

reinforcer changes depending on the duration of access it is provided (e.g., Trosclair-

Lassarre et al., 2008). In addition, this study contributes data supporting the supposition 

that the value of reinforcers change across time in ways that depend on the particulars of 

the stimulus used. For example, data from Trosclair-Lassarre and colleagues (2008) 

suggest the value of a reinforcer might only increase with access duration—this 

corresponds to the intuitive view of reinforcer magnitude “more is better.” However, data 

from this study add to the literature by characterizing both positive and negative 

correlations between reinforcer value and access duration. Thus, one important finding 

could be that the reinforcer value of some stimuli may change differently than those of 

other stimuli with changes in reinforcer access duration. 

Given the results, this study may extend previous research related to reinforcer 

magnitude and preference by assessing the effects of the interaction between duration of 

access and high-tech stimuli on reinforcer preference and efficacy. This study provides 

evidence that stimulus type and duration of access interact to influence responding. 

Participants demonstrated preference for high-tech items when duration of access was 

longer, but did not demonstrate a preference for no-tech items when duration of access 
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was longer, providing evidence that duration of access and the interaction of access time 

and stimulus type may influence preference and reinforcer efficacy. 

This study has implications for using high-tech and no-tech items as reinforcers in 

clinical and educational settings. A teacher using high- or no-tech items as reinforcers to 

increase appropriate behavior may have limited durations of time to provide access to 

items. This study provides evidence of no-tech items being more effective reinforcers at 

shorter durations. Using this information, the teacher may see better results using no-tech 

items as reinforcers given the short access time. In that same setting, use of a high-tech 

item may not be effective given the time constraints of the classroom. In contrast, when 

providing a high-tech item for reinforcement, a caregiver or teacher may obtain better 

results when providing the item for a long duration. The results may provide evidence 

that high-tech stimuli are more effective reinforcers when duration of access time is 

longer. In a clinical setting if there is more time to provide reinforcement and a client is 

highly motivated by receiving access to a personal gaming device, the clinician may see 

better results if they provide access to the high-tech device for longer durations of time. 

Both of these examples highlight how this study provides evidence of the importance of 

assessing the effects of duration of access time and stimulus type when providing high-

and no-tech stimuli as reinforcers. Clinicians could use similar procedures as these to 

select reinforcer access durations that maximize rates of academic or appropriate 

behavior. 

One interesting finding of the current study is the correspondence between Phase 

II and Phase III. The results of Phase III did not consistently correspond with results of 
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Phase II. For Angie and Karma (see middle and bottom panels of Figures 3 and 8) results 

did coincide in that they demonstrated a preference for the high-tech stimulus at longer 

durations during Phase II and responded more in order to gain access to the high-tech 

stimulus for longer durations during Phase III. Angie and Karma preferred the high-tech 

stimulus for longer durations over the no-tech stimulus for long durations (during Phase 

II), and also demonstrated less response persistence for the no-tech stimulus as durations 

of access were increased (during Phase III). 

Results for Rhonda do not show a pattern of coinciding. Although she preferred 

the high-tech device more than the no-tech item during Phase II, she demonstrated more 

responding during Phase III to earn the no-tech item except at the 10-min access duration 

(see Figure 8 top panel). Although many studies on correspondence across preference and 

reinforcer assessments find a general tendency for items to be similarly rank ordered 

across assessment types, it is also not uncommon for the assessments to disagree (see 

DeLeon & Iwata, 1996 for example). One possible explanation for the disagreement may 

be that Rhonda was insensitive to the reinforcement contingencies as sessions progressed 

or that the task gained reinforcing value due to extended exposure to engaging in the task 

repeatedly over the course of the study. Because sessions were open-ended and did not 

end until 2 min of no responding elapsed, participants could engage in responding 

indefinitely. Rhonda in particular engaged in more responding than other participants 

(e.g. 934 responses in one session). Anecdotally, Rhonda’s staff at the sheltered 

workshop reported that she is a hard worker and has a long history of working for long 

periods of time doing menial tasks. Rhonda engaged in more overall responses as the 
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course of the study continued, (see top panel of Figure 5). Perhaps Rhonda’s responding 

became less sensitive to the programmed reinforcers as the study continued. Future 

studies could examine procedures similar to these with participants who do not possess a 

history of working for long periods of time under conditions of delayed reinforcement. 

Further evidence of unanticipated changes in responding is demonstrated in Figure 9. All 

participants engaged in higher rates of responding during the replication conditions of the 

study than during the initial implementation of the two conditions. This may indicate a 

practice effect, that is, participants engaged in higher response rates as a result of 

repeatedly engaging in the target response. Participants also engaged in overall higher 

levels of responding during the replication conditions relative to the initial conditions 

(Figure 8) This also may be due to a practice effect where engaging in the target response 

repeatedly over time resulted in increased fluency in responding. 

Another interesting finding of the current study is the differences in data 

interpretation and the effect the visual display has upon conclusions regarding the data. 

The data depicted in Figures 7 and 8 may lead to differing interpretations of the results. 

The break points depicted in Figure 7 depict the last schedule requirement the participant 

engaged in for each session (and reinforcer duration). The number of total responses 

depicted in Figure 8 display the total number of responses engaged in per session. 

Analyzing the data using total number or responses may be a more reliable measure of 

reinforcer value in PR schedules because break points do not capture all responses and in 

some cases leave out a large number of responses. For example, in Figure 8, when 

looking at Rhonda’s data during the replication conditions, the high- and no-tech data 
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paths are more separated than the data paths depicted in Figure 7. Another example of 

different interpretations is evident when looking at Angie’s responding during the 

replication conditions in Figure 8 compared to Figure 7. When looking at break points the 

data paths appear to converge and responding across the high- and no-tech conditions 

appear similar. Conversely, when looking at total responses it is clear that Angie 

responded more to gain access to the high-tech item for all durations except the 10-s 

access time. 

Different interpretations emerge when analyzing the PR break points versus the 

total number of responses. As mentioned previously, only one participant demonstrated 

clear replication effects when analyzing the data using break points. However, when the 

data are examined using total responses, different conclusions may be drawn (compare 

results in Figures 7 and 8). Break points are a commonly used method of analyzing data 

from PR assessments. In the case of this study the data can be interpreted differently 

based upon the presentation of the data and on the unit of analysis. This may highlight the 

importance of examining data in multiple ways. This has implications for the field of 

behavior analysis, which relies upon visual analysis in drawing conclusions from data. 

Future research may further examine the different interpretations drawn from different 

visual displays of the same data.  

 One possible limitation of this study may be that the researcher only conducted a 

single operant procedure and did not conduct a concurrent operant procedure to assess 

reinforcer efficacy. The results of Phase II were not predictive of the results of Phase III 

for all participants, which may be due to Phase II being a concurrent operant arrangement 
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while Phase III was a single operant arrangement. Future research could examine the 

effects of using both concurrent or single operant arrangements to assess preference and 

reinforcer efficacy. On the other hand, preference assessments like those used in Phase II 

are advantageous because they are quick and because they produce data that have a 

tendency to predict the outcomes of reinforcer assessments. But, an examination of the 

literature reveals that perfect correspondence between the outcomes of preference and 

reinforcer assessments is actually quite rare. 

 Another possible limitation is that preference for the items may not be due to the 

differences in type of stimulus (high-tech or no-tech). It should be noted that although I 

attempted to match stimulus content across high- and no-tech stimuli, this does not ensure 

that participants were choosing according to stimulus type. I attempted to equate the 

content of stimuli across modalities but I could not equate stimuli across all possible 

dimensions. For example, I did not match stimuli using shape, color, or size. Participants 

may have been more sensitive to other dimensions. Further, the responding may not be 

due to different stimulus types, but instead due to the item being more preferred than the 

other stimuli. Results from at least one study speak to this matter. Keyl-Austin, Samaha, 

Bloom, and Boyle (2012) compared the effectiveness of various edible items as 

reinforcers during long-duration sessions and found that the value of both highly and 

moderately preferred edibles decreased with exposure but that highly preferred stimuli 

simply decreased to a lesser degree. Thus, differences in preference alone do not seem to 

account for qualitative changes in the value of reinforcers as a function of reinforcer 

duration observed in this study. Future research may extend this area of research by 



50 
 
conducting both single operant reinforcer assessments and concurrent operant reinforcer 

assessments when evaluating the interaction of reinforcer magnitude and high-tech 

stimuli. Future research may also be conducted replicating this research but ensuring that 

the high-tech stimulus and the no-tech stimulus initially evoke similar levels of 

responding when the duration of access time is held constant, to assess the relative 

preference of the two stimuli. 

 Future research could evaluate the influence of specific types of high-tech items 

and the effects of these types of stimuli on responding, such as particular games and 

applications on a tablet device and how the different uses of the device affect the device’s 

reinforcing efficacy. Researchers could also assess the influence of learning histories with 

high-tech stimuli and the effects of learning history on preference and reinforcing 

efficacy. As use of high-tech items continues to increase, more research will be needed to 

assess the interaction of high-tech stimuli with other dimensions of reinforcement. More 

research will also be needed in the general field of applied behavior analysis as to 

whether this type of stimuli affects the populations typically served by behavior analysts, 

and how this type of stimuli affects human behavior overall. This research is a step 

forward in an area where additional research is needed. This study begins to answer 

questions surrounding duration of access time and how other dimensions of 

reinforcement interact to influence responding.  
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Caregiver Interview Questions 
 
• Does your child/ward have a diagnosed intellectual or developmental disability? 

• If so, what is your child/ward’s disability diagnosis? 

• Has your child/ward ever used a high-tech device? 

o Examples of high-tech devices are: tablet computers (like an iPad), personal 
video players (a portable DVD player), personal gaming devices (like a 
Nintendo DSTM), Mp3 devices (like an iPodTM), eReader devices (like a 
Nook®), or a laptop computer. 

• If so, how often does your child/ward use high-tech devices? 

• Does your child/ward have a history or problem behavior? 

o Examples of problem behavior include aggression (such as hitting or kicking 
another person), property destruction (such as throwing or breaking objects), 
or extreme non-compliance (such as engaging in tantrums or screaming to 
avoid doing something they have been asked to do). 

• If so, how often does problem behavior occur and when was the last time problem 
behavior occurred? 

 
 
Client Interview Questions  
 
*We will not ask clients about their own disability diagnosis or problem behavior. We will interview 
caregivers or staff regarding client diagnoses and problem behavior. 

• Have you ever used a high-tech device? 

o Examples of high-tech devices are: tablet computers (like an iPad), personal 
video players (a portable DVD player), personal gaming devices (like a 
Nintendo DSL), Mp3 devices (like an iPod), eReader devices (like a Nook), or 
a laptop computer. 

• If so, how often do you use high-tech devices? 
 


