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Visualization of vector fields is very important for understanding flow behaviour in different domains of science and engineering. Particle tracing is one of the most popular methods to simulate particle transport, reveal flow patterns, and understand the behavior of the flow-field around critical points. However, this technique requires expensive numerical integration in space and time. The use of AI and particularly deep learning based techniques have shown to be able to speed up this process and provide accurate results. However, such models have limited practical use, as they perform well only on the specific use case they are trained for. In this work we present a methodology to generalize the use of deep learning for particle tracing using transfer learning. We demonstrate the performance of our approach through a series of experimental studies that address the most common simulation design scenarios: varying time span, Reynolds number, and problem geometry. Our results show that transfer learning can be effectively used to generalize and accelerate the training and practical adoption of deep learning models for visualization of unsteady flows.
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PUBLIC ABSTRACT

Generalizing Deep Learning Methods for Particle Tracing using Transfer Learning

Shubham Gupta

Particle tracing is a very important method for scientific visualization of vector fields, but it is computationally expensive. Deep learning can be used to speed up particle tracing, but existing deep learning models are domain-specific. In this work, we present a methodology to generalize the use of deep learning for particle tracing using transfer learning. We demonstrate the performance of our approach through a series of experimental studies that address the most common simulation design scenarios: varying time span, Reynolds number, and problem geometry. The results show that our methodology can be effectively used to generalize and accelerate the training and practical use of deep learning models for visualization of unsteady flows.
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sva-dharne nidhanam sreyah
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- Krishna, Bhagavad Gita

"It’s better to commit mistakes on the path that one’s soul is meant to walk on, than to live a perfect life on a path that is not meant for one’s soul."
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CHAPTER 1

Introduction

Flow visualization is an essential tool for understanding the complex behavior of fluid dynamics in a wide range of scientific and engineering applications, from improving the performance of aircraft and automotive designs to developing new medical treatments.

Practical use of AI and particularly deep learning in scientific visualization of fluid-flow is difficult due to the lack of available data that can be used for training. This is exacerbated by the fact that each new simulation is different, based on the computational parameter, boundary conditions or the geometry. Fluid flow engineers and scientists design their simulations to quantify the effect of different variables pertinent to the phenomena under investigation. These variable include change in the simulation parameters, geometry and turbulence conditions. Often a phenomena is simulated across different governing parameters, like the viscosity of the fluid and flow speed, which contribute to the change in the non-dimensional simulation parameter Reynolds number ($Re$). $Re$ quantifies how turbulent the flow would be in the simulated domain, thus it is one of the most common parameter that is varied while conducting different simulations for the same phenomena [18]. In the same vein, often simulations are conducted by making small changes in the geometry, in order to quantify the effect of geometrical changes [18] and to generate optimal designs [17]. These changes in flow parameters and geometry often result in substantial difference in the flow-field across the simulations. Thus, an AI based model for flow visualization that is trained using data from a specific simulation case, may not work for another case. It is this question of model generalization, we will be exploring in this paper.

One of the methods widely used for visualizing the flow is the computation of pathlines, trajectories of massless particles advected by the flow, which are generated by using Lagrangian particle tracing [7]. In this context, existing deep learning models require long training time and can be only used effectively on a particular simulation and a particular time span that the model was trained on. In Figure 1.1, we present three cases in which a Neural Network (NN) based Lagrangian tracing
A model [12] trained on different time-span (Figure 1.1a), different Reynolds number (Figure 1.1b), and different geometry (Figure 1.1c) was used to predict a new simulation. The results show that there is not enough knowledge in the model that can be effectively used across the various flow simulations, posing serious limitations to models generalization. In this work we tackle those challenges providing a methodology to generalize deep learning based particle tracing across different simulation settings.

Insights from our experimental studies demonstrates that: (i) the use of multiple neural network models can improve the accuracy of predicting particle trajectories over long time spans; (ii) models trained with high turbulent flows can be effectively reused (with short incremental training) to accurately predict particle trajectories on flows with different flow structures, induced by change in Reynolds number ($Re$). Similar behaviours are also observed when tracing particles over different time spans and when small changes in the geometry of the simulation occur. Those findings can dramatically reduce the training time required to produce a new model for each different simulation scenario.

In summary, the contributions of this paper are:

- A methodology to use deep learning models to predict particle trajectories over long time series;
- A methodology to generalize deep learning models for particle tracing using transfer learning;
- An experimental study to test the proposed methodologies in three common simulation scenarios: long and varying time spans, varying Reynolds number, and varying geometry.
Fig. 1.1: Particle trajectories computed by a neural network model [12] on a different simulation scenario. Red lines are ground truth, blue lines are predictions. Filled circles are seeding locations. On the top left (a), the model was trained on a simulation time span different from what was used for testing (Training for time 0-100 vs testing for time 101-200). On the top right (b), the model was trained on a simulation with a different $Re$ number (training at 48.5 vs testing at 147.0). On the bottom (c), the model was trained on a simulation of a flow behind a rectangular obstacle of equal height and width (blue box) and used to predict Lagrangian tracing trajectories for a higher obstacle of height 1.5x the width (red box). The results clearly show that neural network models are not directly portable to different scenarios from those they were trained on.
CHAPTER 2
Background

Deep learning techniques have been increasingly explored for scientific visualization [16, 25]. More specifically, in the area of flow visualization, deep learning methods have been employed to improve data access patterns of parallel particle tracing [14], produce higher-resolution versions of vector fields [10], identify vortices [6], and select streamlines for effective flow visualization [11]. The Lagrangian-based representation of time-varying vector fields [1, 2, 23], which has demonstrated improved accuracy-storage propositions and reduce errors from temporal subsampling [4], has garnered increased attention for use in deep learning approaches. Previous work by Han et al. [12] provided a model for predicting particle trajectories in Lagrangian-based flow fields using a multi-layer perceptron model (MLP). Sahoo et al. [22] employed an implicit neural network to learn the integration scheme of vector fields using Lagrangian-based flow maps. Such models have demonstrated high accuracy but still require lengthy training times and extensive training data. Ensemble simulations present even greater challenges for these models. In this context, deep surrogate models have been employed to improve flow map interpolations [15] and enable parameter space exploration for in situ visualization [13].

This challenge of Model Generalization is also identified by Wang et al. as the main issue in their recent survey [25]. Wang and Han noted the limitations imposed by the current practice of “one training for one dataset” and the lack of research into how the Neural Network modeling framework could be adapted for transfer learning across variables and ensembles. Transfer learning [28] has proven to be a promising technique for generalizing knowledge across domains [21]. For example, the use of convolutional neural networks (CNN) from a pre-trained fine-tuned model for lymph node detection [24]. Other studies have successfully used transfer learning for speech and language processing [26], identification of plants [9], hyper-spectral superresolution [27], remote sensing [3]. However, no existing studies investigate how to apply transfer learning to ensemble simulations for particle tracing. In this work, we apply the transfer learning methodology to generalize particle
tracing using neural networks across different flow simulations, aiming to overcome current model
development limitations for scientific visualization (as those reported in Figure 1.1).
CHAPTER 3
Modeling framework

Our modeling framework aims to use transfer learning as a tool to facilitate the reuse of models across ensemble simulations. In particular, we focus on the most common variants in flow ensemble simulations: variation over time spans, turbulence conditions, and changes in geometry. In Figure 3.1, we report a diagram of a traditional workflow (on top), which trains a different model from scratch for every simulation variant, and the workflow of our generalized approach using transfer learning. This approach allows to dramatically reduce the training time of models across several kind of simulation variants.

For this study the computation of particle trajectories is considered to happen in situ where we have full spatial and temporal resolution available to compute Lagrangian flow maps. We use the Lagrangian_{long} method [12] which extracts a single flow map with long particle trajectories using uniform temporal sampling and a Sobol quasirandom sequence as seeding strategy.

In Figure 3.2 we report the model architecture from Han et. al [12] that was employed in this work. This architecture implements an auto-encoder architecture consisting of three main components: a positional encoder, a timestamp encoder, and a decoder (see Figure 3.2). Each of these components utilizes linear layers with layer normalization in between, followed by ReLU activation functions.

In the model the input positions are fed into the positional encoder, while the file cycle $C_{ij}$ is passed through the timestamp encoder. These two outputs are concatenated and then passed into the Decoder to generate the target location at a given file cycle $C_j$.

We are utilizing the Adam optimizer with a learning rate of 0.0001, coupled with a learning rate scheduler while keeping the batch size constant at 1000. Our chosen loss function is the L1Norm, which is also known as the Mean Absolute Error (MAE) loss. This loss function measures the absolute differences between the predicted and actual target positions, providing a reliable measure of model performance.
Fig. 3.1: Traditional workflow and proposed generalized workflow. Different simulations might be varying a few parameters and producing very different flows. Traditional approaches train different models for each different simulation cases from scratch. Our proposed approach used transfer learning to generate new models from existing ones dramatically reducing the training time.
Fig. 3.2: Model architecture based on multi-layer perceptron (MLP). The model accepts a pair of particle start locations and file cycles as input and predicts the particle end location for the specified file cycle.

To train a model to predict the trajectories of particles, the data containing their trajectories and corresponding end positions is stored in an array of shape \([n + 1, N, 2]\), where \(n\) represents the number of flow maps and \(N\) represents the number of seeds. Before being used for training, the data is arranged based on eqn:inputs. The training process includes start locations, denoted as \(start_i\) (where \(i\) ranges from 0 to \(N - 1\)), queried file cycles \(C_j\) (\(j\) ranges from 0 to \(n - 1\)) to predict target end location \(target_{i,j}\) where (where \(i = 0, 1, ..., N - 1\) and \(j = 0, 1, ..., n - 1\)). To ensure consistency and accuracy during training, the bounds of the training flow maps, file cycles, start locations, and end locations are first normalized to the \([0, 1]\) range. The normalized bounds are saved and later used to scale the output of the model back to its original form during inference, allowing for accurate predictions on new data outside the range of the original training set.
Inputs = \{\{start_0, C_0, target_0, C_0\}\},
\{start_1, C_1, target_0, C_1\}, \ldots,
\{start_0, C_{n-1}, target_0, C_{n-1}\}, \ldots,
\{start_{N-1}, C_{n-1}, target_{N-1}, C_{n-1}\}\}

(3.1)

3.1 Use of multiple models for particle tracing

Our modeling framework aims to support the prediction of particle trajectories over long and varying time series (of length \(n\)). In order to produce accurate predictions we create multiple models (\(M\)) which will learn the flow behaviours using a number of separate time spans of a given simulation. Let \(d\) be the number of training samples per model defined by Equation 3.2.

\[
d = \begin{cases} 
n/M - 1 & \text{if } \lambda = M - 1, \\
n/M & \text{otherwise.} \end{cases} 
\]

(3.2)

Where \(\lambda\) is the number of the model (\(\lambda = 0, 1, \ldots, M - 1\)) With Inputs defined as following:

\[
Inputs[\lambda] = \{\{start_0, C_{\varepsilon+0}, target_0, C_{\varepsilon+0}\}\},
\{start_0, C_{\varepsilon+1}, target_0, C_{\varepsilon+1}\}, \ldots,
\{start_0, C_{\varepsilon+d}, target_0, C_{\varepsilon+d}\}, \ldots,
\{start_{N-1}, C_{\varepsilon+d}, target_{N-1}, C_{\varepsilon+d}\}\}
\]

(3.3)

Where \(\varepsilon = \lambda \ast d\). Note that Equation 3.3 is a generalization of Equation 3.1.

In practice, when learning long particle trajectories, each separate model will have to predict the starting location of the same particle trajectory in the next model. For instance, if the first model predicts the trajectory of a particle for timesteps 0 to 100, the next model should predict the trajectory from 100 to 200 timesteps. It is essential that the 100th timestep is predicted by the first model, and this prediction serves as the input for the next model. In this setting we will still expect error to propagate over time (as we are using a Lagrangian\(_{\text{long}}\) method), but since each model is trained on a shorter time span, the overall accuracy is expected to improve compared to that of a
single model learning trajectories on a long time span. In our experimental study, in the next section, we will validate this hypothesis.

3.2 Transfer learning

In the current scenario, we are utilizing model adaptation and incremental training processes to address our problem. This is because the data distribution in both the source and target domains is similar, as is the feature space, and the models being used are the same. By adapting the existing model and incrementally training it on the target flow data, we can improve its performance on the specific simulation case while leveraging the knowledge gained from the source flow model. For example, we train a model on a particular simulation time span or $Re$. This pre-trained model is then fine-tuned on a new time span or $Re$ to learn the particle trajectories in the new flow field. By doing so, the training process is accelerated because the initial layers of the model are already adept at extracting relevant features from the data and making predictions. This allows us to quickly adapt the model to the new task, while leveraging the knowledge learned from previous training.

For this study we have used Pytorch [19] which allows to perform transfer learning from one model to another by: (i) loading the weights from an existing model we want to transfer knowledge from, (ii) creating a new model instance, (iii) and using the method `model.load_state_dict` to load the initial weights (previously retrieved).

For our experimentation, we have used the same model architecture for all experiments. We acknowledge that changing parameters, number of hidden layers, loss function, etc. could optimize performance of the models in some circumstances but this is not the goal of this work. By using the same model architecture across different scenarios, we are able to better highlight the advantages that come from transfer learning (alone) rather than from fine-tuning model optimizations. We also believe that the proposed approach can be implemented using any other neural network based model which can accurately predict particle trajectories for a particular simulation scenario.

3.3 Evaluation method

Evaluating the quality of those methods require use of different metrics such as: (i) model performance in terms of loss and training time; (ii) accuracy of the flow features predicted by the
model. The models performance were analyzed using the "Weight and Biases" software [5], which provided visualization of training and validation loss of each model. Accuracy of the flow features are evaluated computing the mean square error (MSE) of finite-time Lyapunov exponent (FTLE), which is a popular tool to visualize stretching and folding of fluid elements in a flow. Finally, we compute an average distance error to compare the point-wise Euclidean distance of predicted particle trajectories to the ground truth. The distance error will give us a precise indication of how much two particle trajectories differ. Our experimental studies in the next section will also show that training loss, quality of FTLEs and distance error are strictly related.
Fig. 3.3: FTLE and MSE for a single model trained on a long time span [0-300] simulation with Re 147.0 and three models trained on separate temporal subsets. The single model presents lower accuracy compared to using the three models. In particular in the highlight we can notice how some features are not being captured by the single model. At the bottom, the FTLE from models using transfer learning (one fully trained over 50 epochs and two trained only for 10 epochs) present very similar accuracy to the fully trained models (trained for a total of 150 epochs).
CHAPTER 4
Experimental studies

In this section we describe the experiments we performed to verify the use of transfer learning as a viable method to generalize deep learning models for particle tracing in three scenarios: long time series, varying \( Re \), and varying geometry. For the experiments we have used two data sets connected to two different flow setup: (i) an ensemble of 2D flows with spatially-periodic boundaries [15] and varying Reynolds number (using Gerris flow solver); (ii) simulations of 2D flow behind a rectangular obstacle with varying height and the same Reynolds number (using Nek5000). The general layout of the the flow domain for the two cases is illustrated in Figure 1.1.

2D flows in the square box with periodic boundaries at different Reynolds numbers had been simulated using the opensource volume of fluid (VOF) based incompressible Navier-Stokes solver Gerris [20]. The original flow dataset has simulations at multiple \( Re \), of which four cases were selected at increasing \( Re \): 3.0, 48.5, 147.0, 2352.5. In this setup higher \( Re \) results in smaller flow vortices.

The flow behind the rectangular obstacle was simulated using Nek5000 [8], which is an open-source high-order spectral element method (SEM) based Incompressible Navier-Stokes Equations (INSE) solver. The domain consists of a uniform Dirichlet velocity inflow boundary, and an open Neumann outflow boundary condition. The lateral boundaries are no-slip walls. The domain has dimensions \( 18 \times 7 \). The obstacle has a constant width of 1, and the height is varied from 1 to 1.5. The Reynolds number for both Nek5000 simulations was 200. All training experiments have used 100,000 seed points.

The modeling experiments were computed on a workstation with two NVIDIA GeForce RTX 3080 GPUs running on CUDA version 11.8, with Python version 3.9.0 and PyTorch version 1.13.1+cu117. The seed for the random number initialization was set to 999 manually to ensure reproducibility of the results.
4.1 Particle tracing over long time series

Fluid dynamics simulations are often performed across long time intervals, often resulting in unsteady flow-structures that vary in time and space. Even in one of the simplest flow setup of 2D flow in a periodic box, the vortices that are generated keep on changing spatio-temporally. Thus the first experiment conducted was about predicting particle tracing across long intervals of time, once the model has been trained using data from the start of the simulation.

As described in Figure 1.1 a single model trained on a particular time span is not able to accurately predict particle trajectories in a different time span of an unsteady flow simulation. Furthermore, we want to demonstrate that training a single model on a long time series significantly reduces the accuracy of its predictions. In Figure 4.1 we report on the left trajectories predicted (in blue) using a model trained on a long time span (0-300) of a simulation with $Re$ 147.0 vs trajectories predicted using three different models (on the right) each of them trained on a smaller time span (i.e., 100 time steps each). In particular, the mean distance error for the single model is 0.0159 while when using multiple models this drops by almost one order of magnitude to 0.004. This result
clearly calls for the need of multiple models to accurately trace particles over long time spans.

In this set of experiments we split the time series 0-300 in three sections/spans and trained three models from scratch on each of them. Then we used the first model (trained on time span 0-100) to generate the other two models using transfer learning. In Figure 3.3 we report FTLE computations for the two configurations. The single model is not able to accurately capture all flow features (see highlighted area and also Figure 4.1).

Next, we consider the use of transfer learning to quickly derive two of those three models from the first one. Training loss performance reported in Figure 4.2 show how transferred models achieve a significant lower loss faster compared to fully trained models over 50 epochs. In particular, the dotted line in Figure 4.2 shows the loss of a model transferred twice, first from the first time span to the second (10 epochs incremental training). In summary, transfer learned models achieved virtually an identical distance error (over the time target span model) of 0.00435 (compared to 0.00403 of the fully trained models) while using only a total of 70 epochs (50 epochs for the first time spans and a total of 20 for transfer learning on the other two time spans, accounting for 64% less training time). To put things in perspective, if we were to extend this approach to the entire available time series (0-1000) the overall time saving using transfer learning would be of 72% (140 epochs of training instead of 500).

4.2 Particle tracing for varying Reynolds number

In this set of experiments we want to generalize models over different flow regimes, i.e., varying $Re$. High $Re$ corresponds to flow regime that has smaller vortices and enhanced mixing, whereas at low $Re$ the flow can be said to be more laminar. We have shown in Figure 1.1 how a model trained on a simulation with a particular $Re$ is not suitable for use in a different $Re$. In Figure 4.3, we report FTLE results from training different models from scratch on the first 100 time steps of each simulation data for varying $Re$. The models can capture well the features of each flow but still require long training time for each single model (see Figure 4.4 for $Re$ 147.0). Using our transfer learning approach we performed experiments to determine if and how transferring a model from a different $Re$ would affect the training (and validation) performance.
Fig. 4.2: Training loss of models over different simulation time spans. The transferred models (green and orange) present overall a significant lower loss compared to modeled trained from scratch. Both models were transferred from the first time span (0-100) to the second (100-200) and third (200-300) time spans. With the dotted line we report the loss of a model which used transfer learning twice, from both first and second time span. This presents overall the fastest convergence to the lowest loss.
Fig. 4.3: FTLE of different models trained on simulations with different $Re$ (3.0, 48.5, 147.0) and corresponding models created using transfer learning from a single model trained at $Re$ 2352.5. In red are highlighted areas with higher errors. The three red boxes under each column are details of the MSE, ground through and model. Overall both models are capturing well the flow features, but the transferred models only required 10 epochs of training vs 50 used for the models trained from scratch.
Fig. 4.4: Training loss when performing transfer learning over different turbulence conditions (Re). The target models is for a simulation with Re 147.0. In red is the loss to train a model from scratch, in purple is the loss when performing transfer learning from Re 3.0, in pink is the loss when starting from Re 2352.5. Transfer learning from a simulation with higher Re allows to quickly train a model that will be used to predict particle trajectories for simulations using a lower Re.
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Fig. 4.5: Mean distance error for fully trained models and transferred models (from \( Re = 2352.5 \)) when generalizing over turbulence conditions. The error of the transferred model is closer to the one of the fully trained model when the \( Re \) of the model we transfer from is closer to the target \( Re \) model. The grid size of this simulation domain is 0.0019, hence the distance error of both models is good.

In Figure 4.3 FTLE computed for transferred models (trained on the flow with \( Re = 2352.5 \)) show similar results to the fully trained models, but using only 10 epochs instead of 50. Furthermore, we investigated how to best choose which model to use to transfer knowledge from and how that affects the accuracy and model performance. To do so, we selected a flow with \( Re = 147.0 \) as target for our predictions and observed results when transferring from a higher \( Re \) vs a lower \( Re \).

In Figure 4.4 we report the training loss when performing transfer learning from a model trained on a much higher \( Re \) (2352.5) and from a much lower \( Re \) (3.0). These results show that transfer learning from a higher \( Re \) can significantly speed up the training on models that will be used on a lower \( Re \). For example, in only ten epochs our model learns to predict accurately particle trajectories in a simulation with \( Re = 147.0 \) when the model is transferred from \( Re = 2352.5 \); while it would take 30 epochs to achieve the same loss if transferring from \( Re = 3.0 \) (purple line) and 40 epochs if starting from scratch (red line).
Furthermore, we analyzed the relative error (see Figure 4.5) of fully trained and transferred models and noticed that when generalizing over $Re$ the difference of distance error between a fully trained model and a transferred one is smaller when the two $Re$ is closer. This means that similar $Re$ might need fewer fine-tuning epochs when using transfer learning to produce accurate predictions.

These observations prove that it is relatively easier to generalize from higher to lower $Re$, compared to transferring learning from lower to higher $Re$. Based on our understanding of the flow, this is not unexpected. Higher $Re$ correspond to regimes with smaller vortices, more complex flow and pathlines having smaller radius of curvature. Thus, when a model is trained using pathline data from a more complex flow, generalization to a less complex flow regime is relatively easier. This trend is also observed in the experiments with varying geometry.

4.3 Particle tracing for varying geometry

For this experiment, we simulate different geometries because geometry has a direct effect on vortex-shedding. Larger bluff-bodies create larger low-pressure zones, which in turn form larger vortices. The geometry of these obstacles also affects the vortex-shedding frequency.

In Figure 1.1 (bottom) we see how a model trained on a simulation of a flow behind an obstacle of height 1.0 is not anymore usable in a simulation with obstacle of size 1.5 because the flow changes quite dramatically.

In this set of experiments we tried to apply our transfer learning approach to a simulation of a flow behind a varying size obstacle. In Figure 4.6 we report FTLE of models trained from scratch on two different cases with obstacle height of 1.0 and 1.5. The two flows present different features. We see very little vortex-shedding in the case of height 1, while in the case of height 1.5, we observe large eddies. When attempting to use transfer learning on this case we want to understand what would be the best model to transfer from, if the one with bigger or smaller obstacle size. We performed experiments in both directions and report the loss in Figure 4.7. The training loss shows that transferred models converge much faster to a smaller loss, in particular when using transfer learning from a taller obstacle to a shorter one the convergence is faster than vice versa. This shows
Fig. 4.6: FTLE results for fully trained and transferred model for flow behind an obstacle of varying height.
that if geometry changes across simulations, it might be better to train using the more complex flow and use that for transfer learning. Distance errors reported in Figure 4.8 confirm this finding as the relative error between transferred and fully trained models is smaller when transferring from the flow with the taller obstacle (see figure 4.7).

4.4 Particle tracing for varying time spans and $Re$

In our final set of experiments we attempt to perform transfer learning over two variables: time spans and $Re$ using the periodic flow ensemble simulation dataset.

In particular, in this experiment we want to predict trajectories for a simulation with $Re$ 147.0
Fig. 4.8: Distance error of fully trained models for flow behind an obstacle of varying height. The fully trained models (trained on 50 epochs) incur in higher error for the simulation with step height 1.5 as the flow presents more turbulence. The transferred models (trained on 10 epochs) show a smaller relative error when transferring from more turbulent (higher step) to more laminar flows (in orange) than viceversa.

at time span (200-300) starting from a model trained with $Re$ 2352.5 and time span (0-100). In Figure 4.9 we report the training loss of both fully trained and transferred model. In this case 10 epochs would be enough to reduce the training error and produce accurate results (with a distance error of 0.00126) to predict particle trajectories in the target time span and $Re$ configuration. Also in this case, we can notice how when transferring from a model with a lower $Re$ (loss in grey) we incur in a higher loss. Furthermore, we can observe in Figure 4.10 how the distance error of the model transferred from a higher $Re$(and different time span) follows the same trend of the training loss.
Fig. 4.9: Training loss of fully trained model and transferred models when both \( \text{Re} \) and time span change. The transferred model (green) from higher \( \text{Re} \) converges to a smaller loss faster than the fully trained model (light blue). At 10 epochs the error of the transferred model is already small enough to predict accurate particle trajectories on the new field. In grey we report loss performance for transferred model from a lower \( \text{Re} \), which as we learned from previous studies incurs in a higher loss.
Fig. 4.10: Mean distance error of the transferred model when trained for different numbers of epochs on a target simulation with different Re and time span. We can observe how the distance error (computed in validation) follows the same trend that we observe in the training loss.
CHAPTER 5

Conclusions

The visualization of flows using Lagrangian particle tracing requires expensive computation and resources. Deep learning based models have improved the performance of the Lagrangian particle tracing predictors, while maintaining the accuracy of the calculations. However, existing approaches have limited applicability as one trained model can only be used for a dataset that came from a particular simulation. Furthermore, generating any of these models requires long training time and extensive training data. In this work, we presented a simple methodology based on transfer learning that allows generalization of pre-trained models that can be more efficiently applied to different ensemble simulation scenarios. In particular, we address common simulation design configurations which include the integration of particle trajectories over long time series, varying flow parameter (Reynolds number) and varying geometry. Through the numerical experiments we analyzed the benefit of transfer learning and gained insights about choosing the model for training that would facilitate a more effective transfer of knowledge across cases/simulations. Specifically, we have found that for predicting long time series the use of multiple models can predict more accurate particles trajectories that a single model. Moreover, a model trained on a more complex flows can be reused and trained much faster to predict particle trajectories on a less complex flow than vice versa.

This study demonstrates that the use of transfer learning is a viable solution for the generalization of deep learning methods for scientific visualization and can dramatically speed up the development of new models reducing training time and data.

We acknowledge that more complex ensemble simulations might not be addressed by a simple transfer learning with incremental training but instead require a more sophisticated knowledge transformation and adaptation.
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