Investigation of a mesospheric gravity wave ducting event using coordinated sodium lidar and Mesospheric Temperature Mapper measurements at ALOMAR, Norway (69°N)

Katrina Bossert  
*University of Colorado Boulder*

David C. Fritts  
*GATS, Inc.*

Pierre-Dominique Pautet  
*Utah State University, dominiquepautet@gmail.com*

Michael J. Taylor  
*Utah State University, mike.taylor@usu.edu*

Bifford P. Williams  
*GATS, Inc.*

Recommended Citation


This Article is brought to you for free and open access by the Atmospheric Imaging Laboratory at DigitalCommons@USU. It has been accepted for inclusion in Publications by an authorized administrator of DigitalCommons@USU. For more information, please contact digitalcommons@usu.edu.
Investigation of a mesospheric gravity wave ducting event using coordinated sodium lidar and Mesospheric Temperature Mapper measurements at ALOMAR, Norway (69°N)
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Abstract New measurements at the ALOMAR observatory in northern Norway (69°N, 16°E) using the Weber sodium lidar and the Advanced Mesospheric Temperature Mapper (AMTM) allow for a comprehensive investigation of a gravity wave (GW) event on 22 and 23 January 2012 and the complex and varying propagation environment in which the GW was observed. These observational techniques provide insight into the altitude ranges over which a GW may be evanescent or propagating and enable a clear distinction in specific cases. Weber sodium lidar measurements provide estimates of background temperature, wind, and stability profiles at altitudes from ~78 to 105 km. Detailed AMTM temperature maps of GWs in the OH emission layer together with lidar measurements quantify estimates of the observed and intrinsic GW parameters centered near 87 km. Lidar measurements of sodium densities also allow more precise identification of GW phase structures extending over a broad altitude range. We find for this particular event that the extent of evanescent regions versus regions allowing GW propagation can vary largely over a period of hours and significantly change the range of altitudes over which a GW can propagate.

1. Introduction

Our understanding of gravity wave (GW) dynamics and their effects in the mesosphere and lower thermosphere (MLT) has advanced dramatically over the last several decades. We now recognize the primary roles of GWs in the MLT to include energy and momentum transport and deposition accompanying GW dissipation, mixing due to turbulence induced by GW instabilities, and various large-scale responses to these small-scale dynamics [e.g., Holton, 1982; Garcia and Solomon, 1985; Strobel et al., 1985; Fritts and Alexander, 2003, and references therein]. Despite these advances, there remain important aspects of GW dynamics and effects that are poorly understood at present, and additional, more quantitative measurements are required to guide modeling and parameterization of these dynamics in global models. In particular, understanding GW contributions to energy and momentum transport, the interaction and instability dynamics that account for GW dissipation and energy and momentum deposition and mixing, and the distinction between GWs that do and do not transport momentum are key needs.

Ground-based instruments have been major contributors to our advancing understanding of GW dynamics in the MLT and elsewhere, and these capabilities continue to improve with time. Radars at frequencies varying from MF to VHF or UHF provide measurements of radial or horizontal winds via backscatter from quasi-tracers of air parcel motions such as refractive index or electron density fluctuations and meteor trails. Fabry-Perot interferometers provide airglow-layer-averaged temperatures and radial winds via measurements of airglow line width and Doppler shift. Rayleigh and resonance lidars enable measurements of densities, temperatures, and/or radial winds inferred from photon counts, Doppler-broadened line widths, and Doppler shifts. Airglow imagers, and the new Mesospheric Temperature Mappers (MTMs), quantify horizontal GW scales, orientations, phase speeds, and spatial extents. MTMs also quantify GW amplitudes to a much greater degree than is possible by airglow imagers alone.

Resonance wind and temperature lidars and airglow imagers have made especially significant contributions to our understanding of GW characteristics, amplitudes, propagation, instabilities, and their influences in the
MLT for several decades. Studies employing individual lidar or airglow instruments cannot quantify GW characteristics as fully as combinations of instruments that define horizontal and vertical GW structures and their environments together. Such studies have nevertheless contributed to our initial understanding of GW scales, periods, phase speeds, likely sources, and propagation directions [e.g., Taylor and Hapgood, 1988; Taylor et al., 1993, 1995a, 1997; Collins et al., 1996; Nakamura et al., 1999; Hu et al., 2002; Bageston et al., 2009; Yue et al., 2009].

More comprehensive measurements obtained by combining airglow imaging, lidar, and/or other instruments have characterized GW scales, characteristics, instabilities, and intrinsic properties more completely [e.g., Swenson et al., 1995; Taylor et al., 1995b; Hecht et al., 1997, 2001; Williams et al., 2006; Isler et al., 1997; Yamada et al., 2001; Li et al., 2011]. A number of studies have also addressed the specific dynamics needs noted above. These include estimates of MLT GW momentum fluxes employing various techniques [e.g., Vincent and Reid, 1983; Fritts and Vincent, 1987; Reid and Vincent, 1987; Reid et al., 1988; Meyer et al., 1989; Tsuda et al., 1990; Wang and Fritts, 1990; Hitchman et al., 1992; Murphy and Vincent, 1993; Nakamura et al., 1993; Swenson et al., 1999; Gavrilov et al., 2000; Espy et al., 2004, 2006; Suzuki et al., 2007; Antonita et al., 2008; Fritts et al., 2010, 2012]. Other studies yielded direct evidence for local instabilities suggesting GW “breaking,” dissipation, and energy and momentum deposition [e.g., Swenson and Mende, 1994; Hecht et al., 1997; Yamada et al., 2001; Xu et al., 2006; Li et al., 2005, 2007]. Evidence of GW ducting behavior in the MLT has also been obtained [e.g., Isler et al., 1997; Walterscheid et al., 1999; Simkhada et al., 2009], including large-amplitude events now recognized as mesospheric bores [Taylor et al., 1995a; Dewan et al., 1998; Dewan and Picard, 2001; Medeiros et al., 2001, 2005; Smith et al., 2003, 2005, 2006; She et al., 2004; Fechine et al., 2005; Nielsen et al., 2006; Stockwell et al., 2006, 2011; Narayanan et al., 2009; Bageston et al., 2011a, 2011b; Li et al., 2013].

Each of these classes of dynamics has proven challenging to quantify fully with MLT measurements that only partially describe the relevant spatial and temporal scales and the relationships between dynamical quantities, especially covariances. Advanced modeling can address all of these dynamics, often for realistic parameters (including viscosity), but often lacks sufficient guidance on initial GW parameters and environmental profiles. Quantification of GW momentum fluxes and their variations accompanying GW filtering, interactions, and instability dynamics is a central need because GWS are the major driver of the mean MLT circulation and thermal structure. However, they are challenging to quantify because they require knowledge of GW amplitudes and velocity covariances, which are difficult to measure directly and are nearly zero for GWs that are ducted rather than freely propagating vertically.

GW instabilities are likewise challenging to identify and quantify because they are inherently nonlinear and multiscale, they display a wide range of possible instability structures, and observations typically lack the precision needed to enable a comprehensive description of GW and environmental parameters [see, e.g., Lombard and Riley, 1996; Sonnor and Klaassen, 1997; Fritts and Alexander, 2003; Fritts et al., 2009a, 2009b, 2013]. Distinguishing between GWS that are vertically propagating and ducting events or mesospheric bores are challenging to characterize with confidence due to various remote and local potential sources and their expected sensitivity and responses to small-scale features in the environmental wind and temperature profiles [Chimonas and Hines, 1986; Fritts and Yuan, 1989; Snively and Pasko, 2003, 2008; Simkhada et al., 2009; Laughman et al., 2009, 2011; Walterscheid and Hickey, 2009; Snively et al., 2013].

To address these dynamics observationally in a quantitative manner, we need to define the event characteristics as fully as possible in both the vertical and horizontal directions. Narrowband sodium lidars provide radial wind and temperature measurements at relatively high spatial and temporal resolution. The sodium lidar at the Arctic Lidar Observatory for Middle Atmosphere Research (ALOMAR) typically achieves accuracies of better than 2 m s\(^{-1}\) and 1 K for averages over 1.1 km and 1 h. The lidar can further quantify localized vertical gradients of wind and temperature changes with errors better than 0.25 K and 0.4 m s\(^{-1}\) for averages over 1 km and 1 h near the peak of the sodium layer. Thus, it is able to quantitatively characterize local horizontal wind and temperature profiles averaged over several GW periods. The new Advanced Mesospheric Temperature Mapper (AMTM) at ALOMAR is likewise able to define GW scales, amplitudes, orientations, phase speeds, and spatial extents to a degree not possible with previous airglow imaging systems.

This paper employs new correlative measurements with the ALOMAR sodium lidar and the AMTM to characterize the ducting environment for small-scale GWS that appear to be confined in altitude near the OH airglow layer observed by the AMTM. This will enable a distinction between GWS that are ducted and those...
that are not, hence more accurate GW momentum flux assessments, in future analyses. The sodium lidar and AMTM are described in section 2. Our measurement techniques and analysis are described in section 3. Sections 4 and 5 provide a discussion of the results of our analysis and our conclusions.

2. Instrumentation

This study utilizes complementary measurements from two instruments at ALOMAR, located at 69°N, 16°E and 379 m above sea level. These instruments are the Weber sodium lidar and the AMTM and are described separately below.

2.1. ALOMAR Weber Sodium Lidar

The Weber sodium lidar [She et al., 2002] is a resonance fluorescence lidar that measures winds, temperatures, and sodium densities from about 80 to 105 km. The lidar system uses a sum frequency generator (SFG) to produce about 50 mW of 589 nm light at the sodium D2a resonance line. The frequency is tuned using a sodium vapor cell with Doppler-free saturation spectroscopy [She and Yu, 1995]. This light is sent through acousto-optic modulators (AOM) to shift between the center frequency of the D2a line at 589.189 nm and two up and down shifted frequencies at ±630 MHz. These three frequencies allow for the theoretical shape of the D2a line to be calculated, providing radial wind and temperature estimates [She et al., 2002; She and Yu, 1994]. When the lidar beams are tilted off zenith, zonal and meridional components of the wind field can be obtained by suitable averaging in time.

The CW light from the SFG and AOMs is sent through a pulsed dye amplifier (PDA) pumped with a Spectra-Physics 50 Hz neodymium: yttrium/aluminum/garnet laser. The emitted PDA pulses have a full-width-half maximum (FWHM) duration of 6.7 ns and a FWHM linewidth of 130 MHz. The emitted power is about 400 mW. The outgoing beam is expanded to a size of 20 mm with a divergence of 0.5 mrad. This leads to a sampling area size of about 40 m in diameter at 80 km when the beam is pointed at zenith.

The return photons are collected using two 1.8 m diameter IAP telescopes. These telescopes can be steered up to 30° off zenith. For the data set described in this paper, data were taken at 20° off zenith. The returns are counted using Hamamatsu photomultipliers. A 50 Hz chopper removes low-altitude returns to prevent saturation. The range bin size for a beam configured at zenith is 150 m. The system shifts between each of the three frequencies and remains for 5 s at each frequency, allowing for a minimum integration time of 15 s.

2.2. Advanced Mesospheric Temperature Mapper

The Utah State University (USU) AMTM provides 2-D spatial and temporal measurements of the mesospheric OH(3,1) band rotational temperatures and OH intensity perturbations over a nominal field of view of 144 km by 180 km centered on the zenith. These temperatures are a weighted average over the nocturnal OH layer, which is generally centered near 87 km with a FWHM of ~8 km [She and Lowe, 1998; von Zahn and Fricker, 1987; Baker and Stair, 1988].

The AMTM uses a fast (f:1) 120° field-of-view telecentric lens system designed and built at the USU Space Dynamics Laboratory. Three 4 in narrowband (2.5–3 nm) filters mounted in a temperature-stabilized filter wheel are used to sequentially measure the OH (3,1) P12, and P14 lines, as well as a nearby background sky emission. The data are then imaged using an infrared InGaAs (320 × 256 pixel) detector thermoelectrically cooled to −50°C to limit the electronic noise, and controlled through a USB port by a Windows computer. At ALOMAR the exposure time for each filter is typically 10 s, giving a temperature measurement for each of the 81,920 pixels every ~30 s. This imager can acquire data under full Moon conditions with only limited reduction in GW detection and measurement capabilities. The AMTM is a relatively new instrument development, and two have been built to date. The first one has operated at the South Pole Station (90°S) since 2010, and the second one has operated at ALOMAR since the winter 2010–2011. During the summer months, the ALOMAR AMTM is returned to USU and runs on campus (42°N) alongside the USU sodium lidar. The AMTM OH rotational temperature data have been cross calibrated using concurrent Na lidar measurements yielding a temperature precision of ~1 K (in 30 s) and an accuracy of ±5 K with respect to height-weighted lidar measurements centered at the nominal OH emission altitude of 87 km.

3. Measurement Techniques and Analysis

The measurement techniques described in this section allow for a vertical and temporal characterization of the GW propagation environment. This yields quantitative information about whether the observed
GWs are freely propagating, potentially ducted within the observed altitude range, or evanescent at all observed altitudes.

The AMTM provides spatial temperature measurements in time from which GW horizontal phase speed and wavelength estimates can be obtained for GW motions yielding coherent responses across the OH layer. A better approximation for the mean altitude of the AMTM OH measurements is determined through an iterative process by correlating AMTM measurements with sodium lidar data using different weighting scales and altitudes [Melo et al., 2001; Zhao et al., 2005].

In conjunction with the AMTM, the Weber sodium lidar provides radial wind, temperature, and density measurements averaged in time at a specific location from ~80 to 105 km. The sodium number density is calculated using the theoretical sodium backscatter cross section and Rayleigh normalization [Fricke and von Zahn, 1985]. Rayleigh normalization uses counts fitted from 29 to 35 km with Mass Spectrometer Incoherent Scatter values for predicted normalized densities at the Rayleigh measurement altitudes. The temperatures, winds, and corresponding uncertainties were calculated using ratios of the return frequency counts [Papen et al., 1995].

### 3.1. Gravity Wave Environment Calculations

Conditions for freely propagating or ducting GWs are calculated using measured GW parameters from the lidar and AMTM. To determine the propagation characteristics of observed GWs, the buoyancy frequency and the vertical wave number must be calculated. The squared buoyancy frequency is calculated using the relation

\[
N^2 = \frac{g}{T} \left( \frac{dT}{dz} + \Gamma \right)
\]  

(1)

where \(T\) is the average temperature obtained with the sodium lidar, \(dT/dz\) is the temperature gradient, \(g = 9.8\) m s\(^{-1}\) is the gravitational acceleration, and \(\Gamma = 9.5\) K km\(^{-1}\) is the appropriate adiabatic lapse rate.

The vertical wave number, \(m\), allows for a distinction to be made between GWs that are freely propagating in the vertical (\(m^2 > 0\)), GWs that are evanescent at all observed altitudes (\(m^2 < 0\)), or gravity waves that are trapped or ducted in a region where \(m^2 > 0\) but bounded by regions having \(m^2 < 0\) [Isler et al., 1997]. The vertical wave number squared can be estimated from the dispersion relation neglecting wind shear and curvature terms [see Fritts and Alexander, 2003]. However, in regions having variable horizontal winds, it is often important to account for these influences [Sinha et al., 2009]. This more complete version of the dispersion relation may be written as [Nappo, 2013]

\[
m^2 = \frac{N^2}{(c - u)^2} + \frac{1}{(c - u)^2} \frac{d^2u}{dz^2} - \frac{1}{H(c - u)} \frac{du}{dz} - \frac{1}{4H^2} - k^2
\]  

(2)

Here \(H\) is the scale height, \(N\) is the buoyancy frequency, and \(k, c,\) and \(u\) are the GW horizontal wave number, the GW horizontal phase speed, and the background wind speed in the plane of GW propagation. \(N\) and \(u\) are measured from the lidar, and \(k\) and \(c\) are obtained from the AMTM.

### 3.2. Sodium Density Perturbation Calculations

As a further means to describe GW responses to their propagation environments, perturbations in the sodium density are used to track vertical displacements more accurately than can be inferred from lidar and AMTM wind and temperature measurements. Sodium density perturbations due to GWs have previously been simulated [Swenson and Gardener, 1998; Shelton et al., 2000] using a relation derived by Chiu and Ching [1978]. Sodium density perturbations can be derived from the sodium continuity equation and are given by

\[
\rho_s \text{e}^{-i\omega t} = \left[ \frac{\rho_0}{\rho_s} + \frac{\Gamma_s}{H_s} \frac{\partial \rho_s}{\partial z} + \frac{\partial \rho_s}{\partial t} \rho_s \right] \text{e}^{-i\omega t}
\]  

(3)

Here \(\rho_s\) is the sodium density perturbation, \(\rho_s\) is the mean sodium density at each altitude, \(\bar{\rho}\) is the mean density at each altitude, \(\rho'\) is the atmospheric density perturbation at each altitude, \(\omega = \omega - ku\) is the intrinsic frequency, and \(\omega\) is the relative frequency as observed by a ground-based observer.
Lidar temperature measurements do not achieve the small uncertainties required to define temperature and vertical wind perturbations associated with small-amplitude, short-period GWs with high confidence. However, the AMTM provides high-precision temperatures averaged over the OH layer near 87 km at high horizontal and temporal resolution. These temperatures provide accurate estimates of the temperature perturbations for GWs having sufficiently large vertical wavelengths to avoid significant phase cancelation across the OH airglow layer depth [Smelev et al., 2009].

Equation (3) can be rewritten in terms of the temperature perturbations measured from the AMTM by using the Boussinesq polarization relations to relate wind, temperature, and density perturbations. This relation is given by where \( T' \) is the temperature perturbation and \( \bar{T} \) is the local average background temperature.

\[
\rho \dot{e}^{-\text{int}} = \left[ \left( \frac{g}{N^2} \frac{T'}{\bar{T}} \right) \left( \frac{\tilde{p}_s}{\bar{p}_s} \frac{\tilde{\rho}'}{\bar{\rho}} + \frac{\bar{\rho}}{\bar{\rho}_s} \frac{T'}{\bar{T}} \right) \right] \dot{e}^{-\text{int}}
\]

where \( T' \) is the temperature perturbation and \( \bar{T} \) is the local average background temperature.

The AMTM only provides temperature measurements at the OH layer. However, by assuming a propagating GW, the temperature can be predicted at all altitudes. Additionally, GW momentum flux must be constant with altitude for a steady nondissipating, vertically propagating GW, which gives the following relation:

\[
\rho(z)u(z)w(z) = \rho(z_0)u'(z_0)w'(z_0)
\]

The background density in equation (5) varies with altitude as

\[
\rho(z) = \rho_0 e^{-z/H}
\]

Using equations (5) and (6) and assuming a propagating GW and stable environment (e.g., \( N^2 > 0 \) and \( \dot{\omega} < N \)), a relation between the temperature perturbation measured by the AMTM and temperature perturbations at other altitudes can be obtained. This relation is given by

\[
\frac{T(z)}{\bar{T}(z)} = e^{\left(z-z_0\right)/(2H)} \sqrt{\frac{N^2(z)}{N^2(z_0)}} \frac{T(z_0)}{\bar{T}(z_0)}
\]

Equation (7) yields a vertical profile of \( T' \), or \( \rho' \), from equation (4), for GWs satisfying the above assumptions. Altitudes at which a GW has a vertically propagating character should yield close agreement with the predicted altitude variations in \( T' \) and \( \rho' \). However, altitudes at which the predicted sodium density perturbations do not closely resemble the measured sodium density perturbations imply a region where the GW structure in the vertical does not conform to the above assumption. In this way, the measured sodium density profiles can allow us to distinguish between GWs that are vertically propagating and those that may be evanescent or ducted at specific altitudes.

### 3.3. Error Calculations

As both \( N^2 \) and \( m^2 \) depend on measured quantities with inherent uncertainties, we have employed an error propagation analysis to assess the expected uncertainties in the \( N^2 \) and \( m^2 \) profiles. Averaging was employed for the various fields to achieve a reasonable compromise between error and precision of our estimates. The error for \( N^2 \) is given by

\[
\Delta N^2 = N^2 \sqrt{\frac{\left(1 + \frac{1}{z_2-z_1} + \Gamma \right)^2}{(\frac{\Delta c}{z_2-z_1})^2} + \left(\frac{\Delta T}{\bar{T}}\right)^2}
\]

The error calculation for \( m^2 \) is dependent on uncertainties arising from measurements of the GW horizontal phase speed and horizontal wavelength, errors in the calculated buoyancy frequency given by equation (8), and the wind shear and curvature terms. A general equation for the \( m^2 \) error calculation may be written as

\[
\Delta m^2 = \sqrt{\left( \frac{\Delta m_2}{\Delta N} \Delta N^2 \right)^2 + \left( \frac{\Delta m_2}{\Delta c} \Delta c \right)^2 + \left( \frac{\Delta m_2}{\Delta k} \Delta k \right)^2 + \left( \frac{\Delta m_2}{\Delta u} \Delta u \right)^2 + \left( \frac{\Delta m_2}{\Delta u_2} \Delta u_2 \right)^2 + \left( \frac{\Delta m_2}{\Delta u_z} \Delta u_z \right)^2}
\]
where \( \hat{c} \) denotes the GW intrinsic phase speed, \( u_z \) denotes wind shear, and \( u_{zz} \) denotes wind curvature. The full error calculation for \( m^2 \) as calculated from equation (9) is given by

\[
\Delta m^2 = \sqrt{\left( \frac{1}{\hat{c}^2} \right) \left( \Delta N^2 \right)^2 + \left( \frac{-2N^2}{\hat{c}^2} - \frac{u_z}{\hat{c}^2} - \frac{u_{zz}}{\hat{c}^2} \right) \left( \Delta \vec{c} \right)^2 \left( \Delta c \right)^2 + \left( \frac{1}{\hat{c}^2} \right) \left( \frac{\sqrt{2} \Delta u}{\hat{c}} \right)^2 + \left( \frac{1}{\hat{c}^2} \right) \left( \frac{2 \Delta u}{\hat{c}} \right)^2} \quad (10)
\]

4. Results and Discussion

On 22 and 23 January 2012, a long-lived (>9.5 h) short-period \( T \approx 15 \) min GW event was observed throughout the night using our collocated instruments at ALOMAR. The GW was apparent during several time intervals in the AMTM from around 19:00 UT on 22 January to 5:30 UT on 23 January. Figure 1 shows several AMTM images of the GW structure throughout the night. The GW appeared to be propagating almost entirely from the east to the west. For a short period during the night, a second GW was also observed (an example of this is shown in the figure at 22:38 UT). However, these results will focus on the primary GW that was observed for the majority of the night moving from east to west.

Using successive AMTM images, the average horizontal phase speed of the GW...
was measured at several times throughout the observation interval and was determined to be \(34.5 \text{ m s}^{-1} \pm 3.4 \text{ m s}^{-1}\) to the west. The mean wavelength of the GW was \(18.9 \text{ km} \pm 1.5 \text{ km}\). These estimates result in observed GW periods \(T_{\text{obs}} = \frac{\lambda}{c} = 9.1 \pm 1.5 \text{ min}\). The temperature perturbation for this GW was estimated from multiple AMTM images throughout the night by evaluating the temperature amplitude of the GW using cross sections from the AMTM images. For this night, the average temperature perturbation was found to be \(2.5 \text{ K} \pm 0.6 \text{ K}\).

Sodium densities were calculated using an integration time of 1 min and are shown throughout the night in Figure 2. The calculated error for the 1 min sodium densities between 79 km and 96 km is \(~10^8 \text{ m}^{-3}\). Measured sodium density perturbations were observed with amplitudes on the order of \(~1 \times 10^9 \text{ m}^{-3}\), which is several times the calculated error for this integration. Winds and temperatures were calculated averaging two lidar beams using 1 h averaging with a 10 min sliding window and vertical averaging of 1.128 km with a 0.141 km sliding windows. The resulting average errors for the 1.128 km and 1 h averaged temperature and wind based on photon noise between 79 km and 96 km are 0.19 K and 0.32 m s\(^{-1}\). These errors calculated from photon noise are used in the error calculations for \(N^2\) and \(m^2\). Estimated temperatures and horizontal winds in the westward direction of observed GW propagation for the night are shown in Figures 3 and 4.

Temporal and vertical estimates of \(N^2\) are shown in Figure 5. A value of \(N^2 < 0\) implies a statically unstable atmosphere. On this night, the atmosphere was found to be relatively stable. However, there are several regions of small \(N^2\) that can possibly lead to an unfavorable propagation environment for the GW when the buoyancy period is larger than the intrinsic GW period. The median percentage error for \(N^2\) between 79 km and 96 km was found to be 2.9% using the 1 h and 1.128 km averaging from both lidar beams. A plot of the errors associated with the \(N^2\) calculation is shown in Figure 6. Using these \(N^2\) values, calculations for \(m^2\) were made.

The \(m^2\) values were calculated to correspond to a GW with a horizontal wavelength \(\lambda = 18.9 \text{ km}\) and a phase speed \(c = 34.5 \text{ m s}^{-1}\) toward the west, so that an average of the observed parameters could be provided. These \(m^2\) values were calculated using equation (2). The resulting \(m^2\) values are given in Figure 7. The errors for these \(m^2\) values were calculated using equation (10) and a plot of these errors is given in Figure 8. The median percent error associated with \(m^2\) between 79 km and 96 km is 47.3%.

Estimates of \(\rho_s'\) were obtained using calculated values for \(N^2\), the GW temperature perturbation estimates from the AMTM, and the vertical sodium density gradient obtained from a 20 min smoothed sodium density profile. The OH layer peak
was found to be at 86 km with a FWHM of 8 km, so measured temperature perturbations from the AMTM are assumed to correspond to this center altitude. Predicted $\rho_s'$ are calculated by conforming to the relation given by equation (5) and assuming that the GW is propagating in a stable environment at all altitudes and times. Additionally, phases imposed on the predicted density perturbations are relative and assumed to be zero in altitude over a range of a few kilometers (as if the vertical wavelength is very large, for convenience). Assuming a specific smaller vertical wavelength and corresponding phase variation with altitude would also be possible, but it would not alter the pattern of time-height variations of $\rho_s'$ we intend to compare with observations. The period for the density perturbation is calculated using observed phase speeds from the AMTM.

We expect phase changes in $\rho_s'$ in altitude that vary depending on $m^2$ where a GW is propagating [Vadas and Nicolls, 2009]. However, these are necessarily small for vertical wavelengths larger than the vertical extent of reliable lidar $\rho_s'$ measurements, typically spanning $\sim 20$ km. As noted, though, this analysis emphasizes comparisons of the amplitudes of predicted versus measured $\rho_s'$ to interpret where GWs have propagating versus evanescent behavior.

Plots for the predicted and measured $\rho_s'$ for three different periods during the GW event throughout this night are shown in Figure 9 together with the corresponding calculated $m^2$ values. The left plots in Figure 9 show the predicted $\rho_s'$ calculated from equation (4) using the smoothed background density, $N^2$ values, and measured GW parameters measured by the AMTM. The predicted $\rho_s'$ was calculated using the average measured GW parameters and temperature perturbations for the entire the night. The center plots show the measured $\rho_s'$. These are obtained by subtracting the smoothed sodium density profile from the raw density profile. The right plots show the zoomed views of the corresponding $m^2$ values calculated from lidar winds and temperatures and AMTM GW parameters that were previously shown for the entire night in Figure 7. In these three cases, regions of good agreement between the amplitude of the predicted and measured $\rho_s'$ indicate the GW is either propagating with similar characteristics to the GW observed from the AMTM or distributed across ducting regions. Regions where there is poor matching between the amplitudes of predicted and measured $\rho_s'$ indicate that the GW is likely not propagating in that region. For example, if the perturbation amplitudes are smaller at an altitude above the OH layer, it could indicate that the wave has decayed or is evanescent in that region. These areas of similar or differing predicted versus measured $\rho_s'$ amplitudes can be compared to calculated $m^2$ values which show regions of $m^2 > 0$ or $m^2 < 0$ indicating more likely altitudes for propagating or evanescent responses. In this way, assessments of locations of GW propagation in time and altitude can be made.
Figures 9a–9c show predicted and measured $\rho_s'$ and $m^2$ from 16 UT to 22 UT. Figure 9a shows the predicted $\rho_s'$ for an assumed propagating GW with a temperature perturbation of 2.5 K at 86 km. It should be noted that temperature perturbations were first observed in the AMTM just before 19 UT. However, a GW with a temperature perturbation of 2.5 K was imposed on the background sodium density field for the entire interval. In the simulated $\rho_s'$ shown in Figure 9a, if a GW were to be propagating between the times of 16 UT and 18 UT with a $T'$ amplitude of 2.5 K at 86 km, $\rho_s'$ would be easily observable near 80 km and still moderately observable from 82 km to 88 km.

Conversely, the measured $\rho_s'$ in Figure 9b shows measured $\rho_s'$ that are smaller in amplitude at 80 km than the predicted and measured $\rho_s'$ that are largely unobservable above this point. This implies that a GW may have been present at lower altitudes but did not yield significant displacements extending to higher altitudes. During this period, the AMTM did not observe any GWs, which also suggests that the GW observed in the sodium layer near 80 km did not extend to altitudes near the OH layer peak. The $m^2$ fields displayed in Figure 9c show that the atmospheric conditions lead to a largely evanescent region between 81 and 87 km for this particular GW, including a very strongly evanescent region near 86 km. Given that this evanescent region is large in vertical extent, and the $\rho_s'$ observed at 80 km are much smaller than those predicted for a $T'$ of 2.5 K, it seems likely that the GW observed in the measured $\rho_s'$ was ducted at a lower altitude and had decayed in amplitude to the point where it could no longer be observed in the AMTM at 86 km due to evanescence.

Continuing with this interval, measured $\rho_s'$ were observable near 82 km from 19 UT to later times. However, the background sodium density had a nearly constant mixing ratio at somewhat higher altitudes, so that if a GW were to be propagating, it would not be observable in the sodium density layer above 82 km at 19 UT. The AMTM observed a GW starting slightly before 19 UT, which indicates that the GW associated with the $\rho_s'$ at 82 km and 19 UT may also be present with measurable amplitudes at higher altitudes. One reason this GW began to be observable in the AMTM around 19 UT is that a region having $m^2 > 0$ appeared after this time from 82 to 84 km where the environment had been largely evanescent before. This region appears to have allowed the GW to reach higher altitudes than before by tunneling between regions having $m^2 > 0$. Somewhat after 20 UT, the characteristics of the background sodium density layer allowed for observable GW $\rho_s'$, and these perturbations clearly revealed the GW to extend to 86 km near the peak of the OH layer, which is also a region of $m^2 > 0$ according to Figure 9c. The analysis of this interval provides evidence that while large regions of evanescence in altitude can prevent a GW from reaching
higher altitudes, alternating regions of evanescence and vertical propagation over a few kilometers in altitude can allow a ducted GW to achieve a much larger vertical extent.

Figures 9d–9f show times from 25 to 28 h (1–4 UT on 23 January 2012). During this time it appears that the predicted $\rho_s'$ in Figure 9d overestimates the measured $\rho_s'$ near 86 km. Additionally, the measured $\rho_s'$ shown in Figure 9e decrease as altitude increases. This is especially apparent near 94 km where the predicted $\rho_s'$ are strong, but the measured $\rho_s'$ are very weak. Figure 9f exhibits a strong evanescent region starting near 25 h and 90 km. It is possible at this time that a GW was propagating at a lower altitude but failed to penetrate multiple evanescent regions at higher altitudes, which would cause a much lower measured $\rho_s'$ above 94 km. The comparison between the measured and predicted $\rho_s'$ suggests that the GW observed in the AMTM may have been intermittently propagating and evanescent at the OH layer at these times due to multiple evanescent regions below 87 km.

**Figure 9.** (a, d, and g) Predicted density perturbations using a constant temperature perturbation in altitude and time, the smoothed background sodium density, and average GW parameters measured over the night. (b, e, and h) Measured sodium density perturbations. (c, f, and i) Values of $m^2$ for the corresponding time and altitude intervals. (left to right) Time intervals from 23.5 to 26.5 UT, 20 to 23 UT, and 28 to 06 UT. Calculations were made using an average of GW parameters observed throughout the night.
Figures 9g–9i show data from the end of the night when the GW was still visible in the AMTM data. In Figure 9g, $\rho_s^*$ predictions show small-amplitude perturbations throughout the layer that can be seen clearly at 94 km. However, the measured $\rho_s^*$ in Figure 9g are only easily apparent near 82 km and quite faint above this region. Investigation of the $m^2$ values in Figure 9i shows a mostly evanescent region from 84 to 94 km. Additionally, a region of large $m^2 > 0$ is seen below 84 km. Given the altitude of the most easily observed $\rho_s^*$, it seems likely that the GW is ducted below 84 km and evanescent above this region. The GW $T'$ measurements from the AMTM are averaged over regions having larger and smaller $dT'/dz$, which results in an underestimate of $T'$ when significant variations in $dT'/dz$ are within the airglow layer. This accounts for the stronger than predicted measured $\rho_s^*$ at 82 km and weaker than predicted measured $\rho_s^*$ at higher altitudes where the wave may be evanescent for the assumed GW $T'$ based on the AMTM estimate.

Each of the three cases described above shows evidence of a GW that may have been propagating at lower altitudes, or in the lower altitude range of the sodium density profile, and was likely evanescent at several altitudes throughout the sodium density layer from 79 km to 96 km. The conditions varied throughout the night in the three cases, and at various times the evanescent regions extended over a large depth, preventing the GW from reaching higher altitudes. All three cases showed evidence of a GW that was ducted or confined at some altitude given the evanescent regions in the $m^2$ profile.

These measurements utilizing the sodium lidar are only available over a range of ~20 km, so it is difficult to predict the origin of the observed waves. The observed GW or GWs could be propagating from a nearby region, or these GWs could have been ducting over a significant horizontal range. Given the complexity of the region observed from 79 km to 96 km, it is possible that the GW could be propagating through multiple ducting regions. It is interesting that this GW, or multiple similar characteristic GWs, persisted throughout most of the night despite the changing atmospheric conditions. During all times of the night, there were observable evanescent regions in addition to regions of $m^2 > 0$ (ducts), which gives evidence that ducting regions may provide stable enough environments for GWs to propagate for extended periods of time.

The results discussed above suggest that this measurement and analysis technique employing measured and computed $\rho_s^*$ enables more quantitative characterization of GW propagation environments than without such a comparison. In particular, it provides a method for distinguishing evanescent GWs from propagating GWs in complex and temporally evolving environments. Specifically, comparisons of $m^2$ values and sodium density perturbations permit assessments of the altitudes at which observed GWs exhibit evanescent or ducted behaviors as opposed to propagating vertically.

5. Conclusions

We have developed a new method of characterizing GW propagation environments that employs measured and estimated sodium density perturbations, $\rho_s^*$, to assess GW amplitude variations in altitude more completely than can be inferred from wind and temperature measurements alone. The method was demonstrated using data from 22 to 23 January 2012 to characterize GWs observed by the AMTM and sodium lidar at ALOMAR. Vertical and temporal averaging of lidar and AMTM data enabled calculations of the squared vertical wave number, $m^2$, for specific GW parameters. This allowed a prediction of GW propagation characteristics, specifically predictions of altitudes at which the GWs may be freely propagating, ducted, or evanescent. The data collected on this occasion yielded insights into the complexity of GW propagation environments for shorter period GWs and showed that rapidly changing environments in altitude between regions yielding evanescent or propagating behavior readily change the extent in altitude over which a GW is observed. The data show that the GWs observed throughout the night were likely ducted at lower altitudes and possibly tunneled between several regions of expected ducting behavior. Similar short-period GW events have been observed by the AMTM on a number of other occasions, suggesting that ducting of short-period GWs in the MLT region may be common at high latitudes.

The accuracy of this method is dependent on the uncertainty associated with measurements of GW and mean profiles of wind, temperature, and sodium density. Temperature and wind measurements must be properly averaged to ensure accurate estimates of these mean profiles. In this study, averages of 1 h and 1.128 km result in uncertainties of an acceptable fraction of typical measured values. Accurate mean profiles
enable estimates of sodium density perturbations that allow comparisons of measurements and assumed distributions for various environments and evaluations of the accuracy of the assumed GW behavior. Calculated and measured $\rho_1^c$ suggest that calculated values of $N^2$, $m^2$, and AMTM temperatures provide valuable insights into GW propagation behavior. Utilization of the Na density measurements thus provides another layer of validation to these measurements for studies of small-scale GW structure and behavior. This study has also revealed that the ducting environment can vary significantly in time while continuing to support GWs having similar character as the ducting environment evolves. Dual lidar and AMTM measurements also allow more spatially precise predictions of ducting given their combined sensitivity to both horizontal and vertical variations of the GW and mean fields. We expect that applications of these methods will also be of value at other sites benefiting from correlative lidar and MTM measurements.
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