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Abstract
Resource mismanagement along with the underutilization of dental care has led to serious health and economic conse-
quences. Artificial intelligence was applied to a national health database to develop recommendations for dental care. 
The data were obtained from the 2013–2014 National Health and Nutrition Examination Survey to perform machine 
learning. Feature selection was done using LASSO in R to determine the best regression model. Prediction models were 
developed using several supervised machine learning algorithms, including logistic regression, support vector machine, 
random forest, and classification and regression tree. Feature selection by LASSO along with the inclusion of additional 
clinically relevant variables identified 8 top features associated with recommendation for dental care. The top 3 features 
include gum health, number of prescription medications taken, and race. Gum health shows a significantly higher relative 
importance compared to other features. Demographics, healthcare access, and general health variables were identified 
as top features related to receiving additional dental care, consistent with prior research. Practicing dentists and other 
healthcare professionals can follow this model to enable precision dentistry through the incorporation of our algorithms 
into computerized screening tool or decision tree diagram to achieve more efficient and personalized preventive strate-
gies and treatment protocols in dental care.

Keywords Machine learning · Predictive analytics · Dental care · Artificial intelligence · Oral health · NHANES · Preventive 
dental medicine

1 Introduction

Over the last decade, there has been an increase in the 
application of machine learning techniques in medical 
research. The medical field have benefited from using 
machine learning to perform various functions such as 
improving upon patient risk score systems, predicting 

the onset of disease, and streamlining hospital opera-
tions [1]. The increase in popularity of machine learn-
ing approaches is partially related to its non-parametric 
nature, which does not rely on assumptions of a tradi-
tional statistical approach [2], along with its ability to 
fine-tune model parameters such as bias and accuracy 
and choose its best predictors. A suitable target field for 
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machine learning is in the direction of health services to 
areas of greatest need. Resource mismanagement in pri-
mary oral health care places an undue burden on gen-
eral health service delivery and would be an ideal area 
of research using machine learning. For example, when 
emergency departments address non-traumatic dental 
problems, patients are generally treated by providers 
without specialized dental training, and extensive post-
discharge follow up by a dental practitioner is typically 
still required [3]. The result is added health system burden 
without any improvements to the patient experience or 
outcomes in the long term.

There have been some successful examples of using 
statistical models to improve oral health delivery and 
outcomes. Northern Germany used a statistical model 
to assess supply and demand, which allowed them to 
improve dental care recommendations to their citizens 
[4]. Developed and developing nations around the world 
have done similar analyses and instituted primary oral 
health care changes to great effect, such as distributing 
workflow from dental practitioners to dental therapists 
and employing more community dental health coordi-
nators and dental technologists [5]. The United States 
could similarly benefit from a streamlined approach to 
assessing unmet need in supply and demand through the 
development of a predictive model for recommendations 
in dental care, given the diverse scope of needs in the 
country and the imperative to decrease costs of health 
care delivery.

Certainly, there is an economic and individual benefit to 
streamlining dental care access. Perhaps more profound 
than the global economic costs of dental diseases—with 
$298 billion in direct treatment costs and another $144 
billion in indirect costs associated with productivity loss—
are the costs of failing to treat dental disease. Untreated 
dental diseases can cause serious health problems such as 
the development of dentofacial anomalies, severe tooth-
ache, dental abscess, destruction of bone, and spread of 
infection via bloodstream [6]. Individuals face losses in 
productivity as they must take time off from work or car-
ing for others to address these easily preventable health 
problems. Untreated dental disease can also lead to tooth 
loss, which has a highly negative impact on quality of life 
[7, 8]. Poor oral health is further associated with lifestyle-
related comorbidities such as diabetes mellitus, osteopo-
rosis, and rheumatoid arthritis [9–11]. Accessing necessary 
care is not as simple as finding a dentist as many patients 
experience barriers to access [12], including cost related 
barriers [13, 14], anxiety related to dental procedures [13, 
15, 16], and socioeconomic limitations such as lack of den-
tal insurance coverage [12, 17, 18].

A steady increase in the prevalence of dental car-
ies [6, 19–21] and the varying implications of poor oral 

health [22] have prompted the passage of public policy 
and oral health imperatives that aim to increase access 
to dental care for all people. To date, policy changes 
have addressed issues of access for people of different 
socioeconomic statuses, provided for the creation of 
school-based dental clinics, promoted interventions at 
crucial early stages of development, and trained dental 
care providers to service areas of increased need [21]. 
What has not been addressed in these improvements is 
a method to streamline identification of those with the 
greatest need for dental care. As access to dental care is 
recognized as a critical public health concern, it is impor-
tant to be able to devise some kinds of mechanisms for 
identifying those in greatest need. Machine-learning 
application that capitalizes on information extracted 
from large stores of public health data is an opportu-
nity to provide resources in a way that is targeted and 
personalized.

Dentistry is one area of medicine that can benefit from 
artificial intelligence (the field of data science) through 
the use of machine learning approach. Bringing data 
science to the field of oral health can efficiently address 
both its public health burden and the financial impact, as 
cost-utility analyses help identify the impact of evidence-
based community interventions [23]. Accurately deter-
mining the characteristics of people who need the most 
assistance procuring dental care is another area where 
data science can shed light on effective implementations 
for oral health interventions. A triage system could recom-
mend appropriate care for groups of cases based on the 
predictive model identifying those who are most likely 
to fail to access needed dental services. Given the spec-
trum and breadth of the unmet need demonstrated in 
previous research, a machine learning approach would be 
appropriate to create a data-based triage system. The goal 
of this study is to use machine learning techniques via 
artificial intelligence to create a useful, predictive model 
for dental care recommendations based on individualized 
need.

2  Methods

2.1  Data source

The data set was obtained from the CDC’s National Health 
and Nutrition Examination Survey (NHANES) 2013–2014 
cycle, an annual survey designed to measure diet, health, 
and nutrition of the U.S. population. The target popula-
tion for the NHANES were the noninstitutionalized civilian 
residents of the United States. For the 2013–2014 survey, 
14,332 individuals from 30 different survey locations 
were sampled; of which, 10,175 completed the interview 
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and 9813 were examined. To produce a reliable estimate 
across different groups within the population, the data 
included the oversampling of racial minorities, persons 
at or below 130 percent of the Department of Health and 
Human Services poverty guidelines, and persons aged 
80 years and older. NHANES collected data through a 
series of interviews, questionnaires, and health exami-
nations to gain information on lifestyle, diet, overall 
health status, socioeconomic status, and demograph-
ics. While the initial release portions of the data from the 
more recent NHANES surveys and exams were available, 
they were not complete. At this time, only the NHANES 
2013–2014 survey contained the complete set of data files 
available for study.

2.2  Outcome

For this study, we used “Overall Recommendation for 
Care” as the outcome of interest, which was an assess-
ment by a qualified oral health clinician of the need 
and status of a participant’s current state of oral health. 
The recommendation for care was assessed for all par-
ticipants aged one year and older after an oral health 
examination is conducted by a licensed dentist. After 
the data set was processed to include the final relevant 
features, the sample size for this outcome variable was 
2141 people. The “Overall Recommendation for Care” is 
an ordinal variable consisting of 4 options based on the 
urgency of which a person should see a dentist. In the 
2013–2014 data, 2 people were recommended to “See 
a dentist immediately”, 128 people were recommended 
to “See a dentist within the next 2 weeks”, 1068 people 
were recommended to “See a dentist at your earliest con-
venience”, and 945 people were recommended to “Con-
tinue your regular routine care.” The option “See a dentist 
immediately” was not utilized due to insufficient number 
of observed cases.

2.3  Approaches

Variables in the NHANES data set, including features of 
racial demographics, socioeconomic status, lifestyle, and 
clinical characteristics, were used as inputs to determine 
their relationships with an overall recommendation for 
dental care. Machine learning algorithms were used to 
develop predictive models of the outcome. In machine 
learning, large amounts of data are inputted into an 
algorithm, where complex patterns could be recognized 
to come up with predictions for future outcomes for the 
variable. Machine learning is useful for clinical diagnostic 
applications because of its ability to produce cost-effective 
and efficient tools.

There was a total of 10,175 cases and 2365 variables 
present in the complete dataset. Cases with missing data 
of over 50 percent were excluded. A visual inspection 
and content review of the complete variable list were 
conducted to additionally exclude variables (e.g., sub-
ject sequence number) irrelevant to recommendation 
for care. Additionally, redundant variables (i.e., multiple 
ways of identifying participant age) were excluded. This 
resulted in a sample size of 8936 and 359 variables for 
input into an initial model for variable selection. The 
selected variables were evaluated using Chi square tests 
with 14 variables showing a significant relationship with 
recommendation for care (p < 0.001). Additional testing 
and culling revealed no significant decrease in accuracy 
when the features selected were further narrowed down 
to 8 relevant variables for inclusion in the final machine 
learning application. The final effective sample size was 
2141 cases.

2.4  Classification methods

Classification methods were used to develop the predic-
tion models. In this study, we used several different super-
vised machine learning classification algorithms, including 
logistic regression, support vector machine (SVM), random 
forest, k-nearest neighbors, and Classification and Regres-
sion Tree (CART).

The Least Absolute Shrinkage and Selection Operator 
(LASSO) method was used to determine the best regres-
sion model for the variables in a large dataset. LASSO 
conducts variable selection while also performing a form 
of regularization. Minimizing the noise from variables 
with very small coefficients maintains accuracy without 
over-fitting. LASSO offers automatic variable selection 
and compact parametric estimation to simplify our 
model [24]. Research has shown that LASSO outperforms 
other feature selection methods such as Random For-
est, two-sample t test and CART with respect to selec-
tion performance and prediction error rates [25]. In par-
ticular, LASSO is able to select the true variables more 
accurately and with fewer fake predictors than Random 
Forest, two-sample t-test, and CART [25]. LASSO is gen-
erally able to aggressively exclude correlated variables, 
thus resulting in a more parsimonious set of predictors 
and models.

Feature selection with LASSO was implemented using 
the glmnet library in RStudio 1.1.456 in this study. Python 
3.7.0 was used to program the Logistic Regression and 
Support Vector Machine algorithms. Python 3.6.4 was used 
to program the CART and Random Forest algorithms. SAS 
9.4 and SPSS 25 used for data processing and cleaning. 
Graphviz 2.38 was used to provide visualization for the 
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figures and decision trees. All statistical tests were consid-
ered significant at p < 0.05 two-tailed.

In order to handle the imbalanced data to improve the 
classification algorithms and reduce classification bias in 
determining model accuracy, random over-sampling resa-
mpling technique was applied to the minority classes of 
the “Overall Recommendation for Care” class to increase 
the frequency of the minority classes. The accuracies of 
logistic regression, support vector machine (SVM), random 
forest, k-nearest neighbors, and Classification and Regres-
sion Tree (CART) were evaluated on the balanced data set 
with 20,400 cases for each of the 3 “Overall Recommenda-
tion for Care” classes. It is worth to note that SVM is gener-
ally sufficient to handle imbalanced data; however, there 
is no one-size-fits-all methods in model building. SVM may 
not always be guaranteed to have the best performance 
with imbalanced data. Therefore, it is necessary to explore 
other methods in addition to SVM in order to obtain the 
best results.

Because the large size of the resulting balanced data 
set resulted in a decision tree that was unmanageable, 
a smaller balanced data set with 1700 cases for each 
“Overall Recommendation for Care” class was used to 
construct a simpler decision tree with CART. This pur-
pose of this tree was to give dental providers a practical 
visual tool for using the model constructed in this study. 
For the sake of simplicity and to ensure the best accu-
racy possible, the following restrictions were applied to 
the decision tree. Please refer to the Python code in the 
Appendix for further details of the variable tuning for 
this tree.

1. The decision tree could have at most 8 levels, exclud-
ing the root and bottom levels.

2. The decision tree could have at most 300 leaf nodes.
3. Each node should have at least 100 samples to split
4. In order to be considered a node, each node must have 

a sample size of at least 20.

The practical decision tree was generated with Graphviz 
2.38.

3  Results

There were 2141 individuals in the NHANES 2013–2014 
used for this study. The average age was 61.44 (SD = 11.80) 
with a range from 40 to 80. The sample had 44.8% male 
(N = 959) and 55.2% female (N = 1182). 58.2% of the par-
ticipants were married (N = 1246). Non-Hispanic White 
participants comprised the majority (50.8%, N = 1087), 

followed by Non-Hispanic Black (22.2%, N = 476) and 
Mexican–American (10.7%, N = 230) (See Table 1 for more 
details on demographics, education, and income). The 
LASSO coefficients of the highest magnitude are displayed 
in Table 2, which includes 11 variables classified as signifi-
cant by LASSO and 3 variables chosen for their clinical rel-
evance. Further testing narrowed down the variables into 
the top 8 features.

Among the other machine learning models applied 
using the top 8 features, logistic regression performed the 
worst with accuracy, precision, and sensitivity below 0.54 
and specificity of 0.77 (see Table 3). The CART algorithms 
and Random Forest both performed well, with accuracy, 
precision, and sensitivity each over 0.84 and specificity of 
0.92 for both methods.

Figure 1 displays the relative importance of the top 8 
features. The figure shows gum health as having a signifi-
cantly higher relative importance towards overall recom-
mendation for dental care compared to other features. The 
next most important features include number of prescrip-
tion medications taken and race. Other variables with high 
importance include general health, health insurance, and 
country of birth.

Supplementary Figure 2 displays a diagram of decision 
tree. This tree diagram utilized information such as patient 
demographics, health status, and healthcare access from 
the top 8 features in order to provide a visual aid that facil-
itates the recommendation for care in a dental practice 
setting. Since the decision tree diagram shown in supple-
mentary Fig. 2 was relatively large, we divided it into three 
separate supplementary figures (Figs. 3a, 3b, 3c) for read-
ability. Due to the dimensions of the figures and limited 
margin size, Supplementary Figs. 2, 3a, 3b, and 3c will be 
made available upon request.

4  Discussion

Underutilization of oral care has led to serious health 
consequences associated with a decreased quality of 
life and increased economic costs and public health bur-
den. Machine learning, or artificial intelligence in general 
provides an important tool in identifying the barriers of 
receiving necessary dental care and can be used in iden-
tifying “at risk” populations. Identification of the features 
which suggest recommendation for additional dental 
care is a valuable tool in the public health toolbox for 
finding, screening, and providing necessary oral health 
interventions. The aim of this study was to create an 
accurate, computerized oral care recommender system 
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through pattern recognition from a large database con-
sisting of demographics, lifestyle, and oral health vari-
ables. The implementation of computer assisted referral 
systems can contribute to improvements in quality of life 
and reduction in excessive oral and general healthcare 
related costs.

Prior research has identified socioeconomic barriers 
such as healthcare costs [13] and racial disparities [26], 
along with psychological barriers such as dental anxi-
ety [27] as reasons for not seeking appropriate dental 
care. According to the results from this study, two demo-
graphic variables and two healthcare access variables 

Table 1  Demographic 
characteristics (n = 2141)

Variables Mean (SD) Median Min Max n %

Age (years) 61.44 (11.80) 62 40 80 2141
Gender
Male 959 44.8
Female 1182 55.2
Race/ethnicity
Mexican–American 230 10.7
Other Hispanic 162 7.6
Non-Hispanic White 1087 50.8
Non-Hispanic Black 476 22.2
Non-Hispanic Asian 186 8.7
Marital status
Married 1246 58.2
Widowed 280 13.1
Divorced 317 14.8
Separated 60 2.8
Never married 171 8.0
Living with partner 66 3.1
Missing 1 < 1.0
Education level—adults 20+
Less than 9th grade 191 8.9
9th–11th grade 290 13.5
High school graduate/GED or 

equivalent
484 22.6

Some college or AA degree 629 29.4
College graduate or above 544 25.4
Missing 3 < 1.0
Annual household income
$0 to $4999 33 1.5
$5000 to $9999 86 4.0
$10,000 to $14,999 164 7.7
$15,000 to $19,999 143 6.7
$20,000 to $24,999 187 8.7
$25,000 to $34,999 200 9.3
$35,000 to $44,999 165 7.7
$45,000 to $54,999 87 4.1
$55,000 to $64,999 69 3.2
$65,000 to $74,999 24 1.1
$75,000 to $99,999 182 8.5
$100,000 and over 397 18.5
Missing 404 18.9
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were identified as top features in predicting needs for 
individualized dental treatment. The top identifiers 
included race. This is consistent with previous research 

indicating that demographics are an important factor 
related to receiving appropriate dental care [28, 29]. 
The LASSO algorithm in this study also identified gen-
eral health as a factor most related to recommendations 
for dental care, consistent with prior literature on the 
relationship between general health and dental disease 
[9–11]. While a simple knowledge of these factors may be 
helpful for general screening purposes, an even more rel-
evant application of this research would be the creation 
of computer assisted screening tools. The specific char-
acteristics of the individual can then be considered and 
weighted against their relative risk for untreated dental 
disease, allowing referrals for oral health screening and 
treatment when necessary that are more targeted, more 
precise and more efficient.

Table 2  Top features included in the machine learning models

*Did not perform LASSO; variables were selected due to its clinical relevance

Variable Variable Total See Dentist p-value LASSO

Name Description 2 weeks Convenience Continue 
reg. care

Coefficient

(N) (n) (n) (n)

DMDBORN4 Country of birth 2141 128 1068 945 < .001 − 0.5389
HUQ030 Routine place to go for healthcare 2141 128 1068 945 < .001 0.3689
RIDRETH3 Race/Hispanic origin w/NH Asian 2141 128 1068 945 < .001 0.3045
DMDHHSZA # of children 5 years or younger in HH 2141 128 1068 945 < .001 − 0.2654
RIAGENDR Gender 2141 128 1068 945 < .001 − 0.1994
HUQ010 General health condition 2141 128 1068 945 < .001 0.1835
HIQ011 Covered by health insurance 2141 128 1068 945 < .001 0.1832
DSD010AN Any Antacids Taken? 2141 128 1068 945 < .001 0.0689
HUQ071 Overnight hospital patient in last year 2141 128 1068 945 < .001 − 0.0787
OHQ845 Rate the health of your teeth and gums 2141 128 1068 945 < .001 − 0.0787
DMDFMSIZ Total number of people in the Family 2141 128 1068 945 < .001 0.1396
CSQ202* Had persistent dry mouth in past 12 month 2141 128 1068 945
RXDUSE* Taken prescription medicine in past month 2141 128 1068 945
RXDCOUNT* Number of prescription medicines taken 2141 128 1068 945

Table 3  Performance metrics of machine learning models with the 
final 8 features

Classifier Accuracy Precision Sensitivity Specificity

Random forest 0.841 0.840 0.841 0.920
CART 0.840 0.840 0.840 0.920
k-nearest neighbors 0.824 0.823 0.824 0.912
Support vector 

machine
0.719 0.714 0.719 0.860

Logistic regression 0.534 0.522 0.534 0.767

Fig. 1  Relative importance of 
variables
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We believe that our model can have many practical 
applications in the era of evidence-based dentistry. For 
practicing dentists, following our model using a computer-
ized tool or simply the decision tree diagram can lead to 
efficient resource utilization based on visit examination 
and lead to increased time efficiency. On a larger scale, 
our model can help informing useful implementations 
through public health programs or application of tools tar-
geted toward individuals with the greatest needs, leading 
to value-based dental care and precision dentistry.

Despite the many benefits of our model, there are 
limitations to note. Using LASSO compromised some 
model complexity in exchange for the ability to select the 
most relevant predictors; however, this was an efficient 
approach for cross-sectional study. A longitudinal analysis 
in the future may benefit from ridge regression or Elas-
tic Net, which incorporates penalties of ridge regression 
and LASSO, to see if the variable coefficients of the model 
change.

5  Conclusion

This study created a computerized oral care recom-
mender model using machine learning techniques and 
a large, national database. Our results reinforce the 

importance of public policy incentives geared toward 
helping at-risk populations and inform public policy 
regarding improvements of oral health delivery. Not 
only can the model be useful for practicing dentists, it 
can become a tool for other healthcare professionals 
for accurate dental care referral as well. It encourages 
the effectiveness of preventative oral care strategies 
that can eventually reduce treatment costs and set the 
groundwork for future developments of computer-
ized tool that can pave the way toward individualized 
healthcare.
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Appendix A

import pandas as pd

from sklearn import cross_validation

from sklearn.model_selection import train_test_split

import os

os.environ["PATH"] += os.pathsep + 'C:/Program Files/graphviz-2.38/release/bin'

from numpy.random import seed

seed(5)

from tensorflow import set_random_seed

set_random_seed(42)

from sklearn import metrics

from sklearn import tree

from IPython.display import Image

from sklearn.tree import export_graphviz

import pydotplus

from sklearn.ensemble import RandomForestClassifier

import numpy as np

import matplotlib.pyplot as plt

original = pd.read_csv('C:/Users/Weicong Su/Desktop/DentalCare/NHANES2013-
2014_8.6.18_FinalUnbalanced.csv',

usecols = ['OHAREC', 'DMDBORN4',  'RIDRETH3','HUQ010', 'HIQ011', 
'DSD010AN', 'OHQ845', 'CSQ202', 'RXDCOUNT'])

original = original.dropna()

Class2=['2']

Class3=['3']

Class4=['4']

df2 = original.loc[original['OHAREC'].isin(Class2)] # there exist 128 records of Class2

df3 = original.loc[original['OHAREC'].isin(Class3)] # there exist 1068 records of Class3
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Class4=['4']

df2 = original.loc[original['OHAREC'].isin(Class2)] # there exist 128 records of Class2

df3 = original.loc[original['OHAREC'].isin(Class3)] # there exist 1068 records of Class3

df4 = original.loc[original['OHAREC'].isin(Class4)] # there exist 945 records of Class4

df5 = df4.head(89)

print(len(df2))

print(len(df3))

print(len(df4))

original = original.append(df5)

for i in range(0,7): # append 7 copies of Class 2 to make balanced data

original = original.append(df2,ignore_index=True)

df2 = original.loc[original['OHAREC'].isin(Class2)] # there exist 1024 records of Class2

df3 = original.loc[original['OHAREC'].isin(Class3)] # there exist 1068 records of Class3

df4 = original.loc[original['OHAREC'].isin(Class4)] # there exist 1034 records of Class4

print(len(df2))

print(len(df3))

print(len(df4))

df6=df2.head(676)

df7=df3.head(632)

df8=df4.head(666)

original=original.append(df6)

original=original.append(df7)

original=original.append(df8)

df2 = original.loc[original['OHAREC'].isin(Class2)] # there exist 1700 records of Class2

df3 = original.loc[original['OHAREC'].isin(Class3)] # there exist 1700 records of Class3

df4 = original.loc[original['OHAREC'].isin(Class4)] # there exist 1700 records of Class4
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print(len(df2))

print(len(df3))

print(len(df4))

X = original.drop(columns=['OHAREC']) # This is a matrix.

y = original['OHAREC'] # This is a vector. Do NOT put double brackets.

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2)

X_train.rename(index=str, columns={"HUQ010": "General Health", "HIQ011": "Health 
Insurance", "DSD010AN": "Antacids", "DMDBORN4": "Country of Birth",

"RIDRETH3": "Race", "RXDCOUNT": "# Rx Med", "OHQ845": "Gum 
Health", "CSQ202":"Dry Mouth"},inplace=True)

clfDT = 
tree.DecisionTreeClassifier(max_depth=8,max_leaf_nodes=300,min_samples_split=100,min_sa
mples_leaf=20)

clfDT.fit(X_train, y_train)

clfDT_ypred0 = clfDT.predict(X_test)

print('Accuracy = ', metrics.accuracy_score(y_true = y_test, y_pred = clfDT_ypred0))

# Create DOT data

dot_data = tree.export_graphviz(clfDT, feature_names=X_train.columns, class_names='234', 
impurity=False, out_file=None)

# Draw graph

graph = pydotplus.graph_from_dot_data(dot_data)

# Show graph

Image(graph.create_png())

# Create PDF
graph.write_pdf("tree.pdf")

# Create PNG
graph.write_png("tree.png")
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# Calculate feature importances

importances = clfDT.feature_importances_

# Sort feature importances in descending order

indices = np.argsort(importances)[0::]

# Rearrange feature names so they match the sorted feature importances

names = [X_train.columns[i] for i in indices]

# Create plot

plt.figure()

# Create plot title

#plt.title("Feature Importance Decision Tree")

# Add bars

plt.barh(range(X_train.shape[1]), importances[indices], color=’k’)

# Add feature names as x-axis labels

plt.yticks(range(X_train.shape[1]), names, rotation=0)

# Add axis labels

plt.xlabel('F-score')

plt.ylabel('Variable')

# Show plot

plt.show()
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