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Abstract

Channels change in response to natural or anthropogenic fluctuations in streamflow and/or sediment supply and measurements of channel change are critical to many river management applications. Whereas repeated field surveys are costly and time consuming, remote sensing can be used to detect channel change at multiple temporal and spatial scales. Repeat images have been widely used to measure long-term channel change, but these measurements are only significant if the magnitude of change exceeds the uncertainty. Existing methods for characterizing uncertainty have two important limitations. First, while the use of a spatially variable image co-registration error avoids the assumption that errors are spatially uniform, this type of error, as originally formulated, can only be applied to linear channel adjustments, which provide less information on channel change than polygons of erosion and deposition. Second, previous methods use a level-of-detection (LoD) threshold to remove non-significant measurements, which is problematic because real changes that occurred but were smaller than the LoD threshold would be removed. In this study, we present a new method of quantifying uncertainty associated with channel change based on probabilistic, spatially varying estimates of co-registration error and digitization uncertainty that obviates a LoD threshold. The spatially distributed probabilistic (SDP) method can be applied to both linear channel adjustments and polygons of erosion and deposition, making this the first uncertainty method generalizable to all metrics of channel change. Using a case study from the Yampa River, Colorado, we show that the SDP method reduced the magnitude of uncertainty and enabled us to detect smaller channel changes as significant. Additionally, the distributional information provided by the SDP method allowed us to report the magnitude of channel change with an appropriate level of confidence in cases where a simple LoD approach yielded an indeterminate result.
1. Introduction

Despite recent advancements in remote sensing platforms, historic aerial images remain invaluable in the analysis of long-term channel change. These data are windows into the past, providing a rich, spatially robust history of channel change during the ~100 years since the first air photos were taken (Rhoades et al., 2009; Comiti et al., 2011; Bollati et al., 2014). Programs like Google Earth are a powerful means to visualize channel evolution, because a sequence of aerial images can be easily compared. Although such programs facilitate the casual inspection of channel evolution, they cannot be used to make the precise measurements of channel change that are required for most management applications. Additionally, the aerial and/or satellite images available in these programs only date to the mid-1990s and thus provide only a limited window to the past. Thus, programs like Google Earth cannot entirely replace detailed analyses of channel change that involve geo-referencing and overlaying historic aerial images to quantify changes in channel location over time.

Predicting channel change is a longstanding problem in the field of geomorphology. Since the mid-20th century, water resource development and climate change have significantly altered the flow and sediment supplied to most of the world’s rivers (Nilsson et al., 2005; Schmidt and Wilcock, 2008; Best, 2019), creating a societal need to understand how such disturbances affect flood risk, ecosystem management and rehabilitation, and land use planning. Case studies of channel change – how much, at what rate, and why – are the primary means of understanding the trajectory of channel adjustment after a disturbance. In many cases repeat aerial images are the only record of the pre-disturbed channel and thus provide the most complete record of
the channel’s response. Therefore, studies of channel change using historic aerial images remain of fundamental interest to geomorphologists and those tasked with effectively managing river systems.

Channel change measured from aerial images is only significant if the magnitude of bank erosion or floodplain formation exceeds the magnitude of uncertainty in the channel change analysis (Downward et al., 1994). The existing body of channel change literature includes numerous case studies that use a wide range of methods, which vary in rigor and complexity, to quantify this uncertainty. As a result and for a given case study, one might conclude that the channel changes identified are, or are not, significant depending on how the uncertainty of that analysis is quantified. The simplest methods assume that the magnitude of uncertainty is negligible compared to the magnitude of channel change and can be disregarded (e.g., Lyons et al., 1992; Merritt and Cooper, 2000; Buckingham and Whitney, 2007; Magilligan et al., 2008; Cadol et al., 2011; Comiti et al., 2011; Schook et al., 2017; Wellmeyer et al., 2005), or assume that the uncertainties compensate for one another in the calculation of net channel change and can be disregarded (Gaeuman et al., 2003; Ham and Church, 2000). A more complex approach to quantifying uncertainty is to establish a level-of-detection (LoD); measurements of channel change that are smaller in magnitude than this threshold cannot be distinguished from uncertainty and are removed from the analysis (Urban and Rhoads, 2003). In most studies, the LoD is specified as a spatially uniform threshold for designating measurements as non-significant and excludes these measurements from the analysis (Winterbottom and Gilvear, 2000; White et al., 2010; Martin and Pavlowsky, 2011; Kessler et al., 2013). This approach causes a large number of small planform
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changes to be removed from the analysis and introduces a bias by ignoring polygons of very small channel change, implying that the reach-scale average will be dominated by polygons of larger channel change. Lea and Legleiter (2016) partially overcame this limitation by allowing the LoD to vary spatially based on local estimates of image co-registration error, which resulted in a larger proportion of measurements being retained as statistically significant and thus improved the ability to detect actual channel change.

Despite an abundance of methods used to quantify the uncertainty in measurements of channel change from aerial images, a generalizable, robust methodology is lacking. Several metrics are used to measure channel change from repeat aerial images, and previous methods to quantify uncertainty have varied depending on the metric of channel change used in individual case studies. This situation has hindered the development of a generalizable uncertainty method and makes comparing case studies of channel change from image time series more difficult and imprecise than studies of repeat topography, for which generalizable methods for characterizing uncertainty have been developed (Brasington et al., 2003; Wheaton et al., 2010). For example, although the method developed by Lea and Legleiter (2016) (hereafter referred to as the spatially variable registration error (SVRE) method) was a significant improvement upon spatially uniform methods of quantifying image co-registration error, this method can only be applied to linear channel adjustments, such as comparison of channel centerlines for measuring rates of meander migration (Nanson and Hickin, 1983; Micheli and Kirchner, 2002; Schook et al., 2017; Donovan and Belmont, 2019) or bank lines for measuring rates of bank retreat (Urban and Rhoads, 2003; De Rose and Basher, 2011; Day et al., 2013; Kessler et al., 2013). An
alternative to this simplified linear representation of channel form involves analyzing the
area of bank erosion and/or floodplain formation by delineating polygons of erosion and
deposition (Gaeuman et al., 2003; Grams and Schmidt, 2005; White et al., 2010;
Swanson et al., 2011; Nelson et al., 2013; Nardi and Rinaldi, 2015). Polygons of erosion
and deposition are often a more informative measure of channel change, because these
polygons can be used to characterize fundamental attributes of channels (e.g., lateral
channel stability) and evaluate the processes by which channels change size. An
uncertainty method that allows for spatially varying image co-registration error and can
be applied to both linear and areal metrics of channel change thus would be useful.

Another significant limitation of the SVRE and other uncertainty methods is the
removal of any channel change measurements smaller than a specific threshold. This
LoD approach is problematic, because measured changes less than the specified
threshold are assumed to not represent real change and are removed from the analysis.
However, including as many measurements of channel change as possible, whether
small or large, is important, because those data contribute to our understanding of the
processes and mechanisms by which channels adjust. Additionally, the cumulative
effect of many small measurements of change might be larger than the effect of a few
measurements of large change; thus, excluding small measurements might give the
false impression that the channel's response is to adjust in a few areas dominated by
large change. Also, preferentially removing small changes could lead to biased removal
of erosional areas, because erosion tends to be more spatially focused than deposition
(Brasington et al., 2003). Similar concerns with the LoD threshold also exist when
estimating volumes of erosion and deposition from two topographic surfaces
In this case, the LoD threshold tends to preferentially remove polygons of deposition, because deposition occurs as relatively thin deposits over large areas (e.g., bars) whereas polygons of erosion are typically localized and thick (Brasington et al., 2003). In some instances, the biased removal of deposition can cause the true value of volumetric change to fall outside the 95% confidence interval of the volumetric change obtained by removing measurements below the LoD threshold (Anderson, 2019).

In this study, we introduce a generalizable method for quantifying the uncertainty associated with measurements of channel change from repeat aerial images based on spatially varying estimates of uncertainty; we call this the Spatially Distributed Probabilistic (SDP) method. The SDP method can be applied to all metrics of channel change calculated from the comparison of repeat aerial images, making this technique the first robust, generalizable method for quantifying uncertainty in measurements of channel change from an image time series. Moreover, the SDP approach provides a probability distribution of planform change as output, rather than a single value with an associated uncertainty, and thus allows the user to estimate the probability that net change was erosional, depositional, or within a specified tolerance of a net sediment balance (i.e., zero net flux).

2. Spatially distributed probabilistic (SDP) method of quantifying the uncertainty associated with change detection from an image time series

The purpose of this section is to provide a general overview of the SDP method. Step-by-step instructions for implementing the method can be found in the supplemental information, and both a standalone application and the corresponding MATLAB® source
code for performing an SDP uncertainty analysis are available at
https://qcnr.usu.edu/coloradoriver/files/leonard_data.

The SDP method considers one source of error - image co-registration - and two
sources of uncertainty - digitization and interpretation - in measurements of channel
change from repeat aerial images. We define a source of error as having a deviation
from a known value and a source of uncertainty as having a range of values that
encompass the true measurement. Unlike previous methods that consider multiple
sources of error and uncertainty in channel change analysis, the SDP method does not
use error propagation to derive a single value to summarize the uncertainty. Instead,
each source of error and uncertainty is used to create a probabilistic delineation of the
active channel boundary for each of the two images from which a distribution of channel
change measurements can be derived.

2.1. Image co-registration error

Image co-registration error is related to misalignment in image overlays that can
mask real channel change or give a false impression of change when none has
occurred (Gaeuman et al., 2005). Image misalignment originates from the need to
transform the original row, column pixel coordinates of each digital image to a real-world
coordinate system (e.g., a Universal Transverse Mercator (UTM) projection). This
process is referred to as image warping and involves finding pairs of identifiable
features on an image whose pixel coordinates are in a row, column, or arbitrary local
system, referred to as the warp image, and an image that already has been geo-
referenced to the desired real-world coordinate system, referred to as the base image.
These pairs of points are termed tie-points and are used to establish a spatial
transformation that relates pixel coordinates in the warp image to map coordinates in
the base image.

The SDP method uses a spatially distributed image co-registration error that is
similar to that of the SVRE method, but we use independent test-points as
recommended by Hughes et al. (2006) instead of using tie-points to generate the error
surface. Test-points are identified by extracting the map coordinate of the same feature
on the image that is being digitized and the most recent image in the time series (Figure
1; step 1a). Test-points differ from tie-points in that test-points are extracted from two
images that are geo-referenced to a common coordinate system, and thus directly
measure image overlay error rather than the residual error in the transformation used
for image warping. Test-points also can be used to quantify co-registration error in
images that are already geo-referenced and thus do not require warping, such as data
acquired through the National Agriculture Imagery Program (NAIP) or from various
satellite platforms. The magnitude of each test-point error is calculated in the X and Y
directions by subtracting the test-point coordinate in the image being used to delineate
the channel boundary \((x'_i, y'_i)\) from the same test-point coordinate in the most recent
image \((x_i, y_i)\) (Figure 1 step 1b; Figure 2 a,b;):

\[
\varepsilon_{xi} = x_i - x'_i; #(1)
\]

\[
\varepsilon_{yi} = y_i - y'_i; #(2)
\]

where \(\varepsilon_{xi}\) is the magnitude of co-registration error in the X direction for the \(i^{th}\) test-point
and \(\varepsilon_{yi}\) is the magnitude of co-registration error in the Y direction for the \(i^{th}\) test-point. A
continuous surface of \(\varepsilon_x\) and \(\varepsilon_y\) is then created by triangulating between each \(\varepsilon_{xi}\) and \(\varepsilon_{yi}\)
point and using bi-linear interpolation within each triangle (Amidror, 2002; Figure 2 a,b). The triangulation is dependent on the spatial distribution of the test-points, however, and we account for this dependency by repeatedly withholding 10% of the test-points using a 10-fold cross-validation to generate 10 $\epsilon_x$ and $\epsilon_y$ surfaces (Figure 1 step 1c-e).

2.2. Interpretation uncertainty

Uncertainty in deciphering whether an alluvial surface is part of the active channel or part of the floodplain was originally discussed by Winterbottom and Gilvear (1997), but this aspect of uncertainty is rarely included in studies of channel change. Common indicators used to classify a surface as channel or floodplain include breaks in slope or the elevation of the surface relative to the surrounding floodplain. Such topographic features can only be identified in aerial images when viewed in stereo, but most studies of channel change delineate channel boundaries based on single images (i.e., not stereo pairs) examined within a geographic information system (GIS) software environment. Therefore, the location of the channel boundary is often inferred on the basis of vegetation density (Dean and Schmidt, 2011; Nelson et al., 2013) rather than topographic changes at the edge of the active channel. These delineations thus are subject to greater uncertainty than if image pairs were analyzed in stereo. Using vegetation density as a threshold for defining the edge of the channel is also problematic, because fast-growing perennial vegetation can encroach upon low elevation bars that are regularly inundated during the annual flood but exposed for long periods during base flow.

The SDP method explicitly incorporates the uncertainty inherent to interpreting the edge of the channel by delineating minimum and maximum active channel
boundaries (Figure 1 step 2); Dean and Schmidt (2011, 2013) used a similar approach. We define the maximum active channel boundary ($A_{\text{max}}$) as the smallest extent of the vegetated islands and the largest extent of the active channel and the minimum active channel boundary ($A_{\text{min}}$) as the largest extent of the vegetated islands and the smallest extent of the active channel (Figure 3). Thus, $A_{\text{max}}$ represents the maximum area of the active channel whereas $A_{\text{min}}$ represents the minimum area of the active channel.

2.3. Digitization uncertainty

Uncertainty in digitizing the edge of the channel is the accuracy with which the same operator can repeatedly delineate the same boundary (Gurnell et al., 1994; Micheli and Kirchner, 2002; Donovan et al., 2019) and previously has been quantified using a single value, such as half the product of the width of a pencil line and the scale of the aerial image (Ham and Church, 2000; Gaeuman et al., 2003; Nelson et al., 2013). When digitizing the channel extent on an aerial image, the digitizing uncertainty is not uniform throughout the image and we account for this variability in the SDP method by characterizing the uncertainty probabilistically using a normal distribution with a mean of zero and a standard deviation assumed to be one-third of the maximum digitizing uncertainty. The maximum digitizing uncertainty can be estimated on a case-by-case basis by repeatedly delineating the same boundary or using the image scale and pencil width. Alternatively, the maximum digitizing uncertainty can be assumed to be similar to that of previous studies and taken to be a constant value, such as 2 m (e.g., Legleiter, 2014; Lea and Legleiter, 2016; Donovan et al, 2019).

2.4. Implementation of the SDP method
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The SDP method creates a probabilistic delineation of the active channel boundary using information on all three sources of error and uncertainty described above: image co-registration, interpretation, and digitization. First, the method adjusts the \( A_{\text{max}} \) and \( A_{\text{min}} \) boundaries based on the local co-registration error by moving each vertex \((x_j, y_j)\) along a vector whose magnitude \( \| \vec{\varepsilon}_{xy} \| \) and direction \( \theta \) (Figure 2c) are given by:

\[
\| \vec{\varepsilon}_{xy} \| = \left( \varepsilon_{xj}^2 + \varepsilon_{yj}^2 \right)^{0.5}; \tag{3}
\]

\[
\theta = \tan^{-1} \left( \frac{\varepsilon_{yj}}{\varepsilon_{xj}} \right); \tag{4}
\]

where \( \varepsilon_{xj} \) and \( \varepsilon_{yj} \) are the co-registration errors at point \((x_j, y_j)\) extracted from the \( \varepsilon_x \) and \( \varepsilon_y \) surfaces (Figure 4a). This procedure is repeated for each of the 10 co-registration error surfaces to create 10 \( A_{\text{max}} \) and \( A_{\text{min}} \) boundaries (Figure 1 step 3). Along each of the 10 \( A_{\text{max}} \) and \( A_{\text{min}} \) boundaries, a band of delineations that represents digitizing uncertainty is generated by randomly sampling 100 digitization uncertainty values from the normal distribution and moving each vertex along a normal vector by the magnitude of the sampled uncertainty value (Figure 1 step 4; Figure 4b). The final probabilistic delineation for each \( A_{\text{max}} \) and \( A_{\text{min}} \) boundary consists of 1,000 delineations whose distribution represents co-registration and digitization uncertainty (Figure 4c).

After the probabilistic delineations for \( A_{\text{max}} \) and \( A_{\text{min}} \) boundaries are created for two aerial images (Figure 1 step 5), probability distributions of channel change are calculated by randomly sampling, with replacement, 5,000 \( A_{\text{max}} \) or \( A_{\text{min}} \) delineations from both aerial images and overlaying each sampled boundary to create polygons of
erosion and deposition (Figure 1 step 6). This step is performed separately for each combination of $A_{\text{max}}$ and $A_{\text{min}}$ overlays, creating a total of 20,000 calculations of channel change (Figure 1 steps 7a-d): (a) minimum active channel boundary in both images ($A_{\text{Min}(t1)} \& A_{\text{Min}(t2)}$); where the subscripts $t1$ and $t2$ denote the earlier and later images, respectively; (b) maximum active channel boundary in both images ($A_{\text{Max}(t1)} \& A_{\text{Max}(t2)}$); (c) minimum active channel boundary in the earlier image and maximum active channel boundary in the later image ($A_{\text{Min}(t1)} \& A_{\text{Max}(t2)}$); and (d) maximum active channel boundary in the earlier image and minimum active channel boundary in the later image ($A_{\text{Max}(t1)} \& A_{\text{Min}(t2)}$). The distribution of areal changes for all combinations of overlays represents the combined uncertainty in co-registration, digitization, and interpretation.

The same method can be used to create a probabilistic delineation of channel centerlines or bank lines to obtain a distribution of centerline migration or bank retreat rates. Here, we focus on applying the SDP method to polygons of erosion and deposition because, as discussed in section 1, these measurements yield more geomorphic information.

3. Channel change case study

To illustrate how the SDP method can be applied in a specific channel change analysis, we describe application of the SDP method to a 23-km alluvial segment of the Yampa and Little Snake Rivers in northwestern Colorado, USA. Here, we describe our analysis of channel change based on analysis of aerial images collected in 1954 and 1961 (Figure 5). We demonstrate the advantages of the SDP method by comparing our results to those obtained using two methods that do not use a spatially variable image co-registration error and do not characterize uncertainty in a probabilistic manner. The
data used in this case study are available from the U.S. Geological Survey (USGS) ScienceBase (Legleiter and Leonard, 2020). Both historical images were collected from late August to early September at base flow (i.e., 7.16 and 9.03 m$^3$s$^{-1}$ in 1954 and 1961, respectively, estimated at the Deerlodge gage by summing the discharge at the Maybell (USGS station number: 09251000) and Lily (USGS station number: 09260000) gages); Figure 5). The flow regimes of the Yampa and Little Snake Rivers are largely unregulated and dominated by spring snowmelt floods. The mean annual flood at the Deerlodge gage is 408 m$^3$s$^{-1}$, and late summer is a time of low discharge (Manners et al., 2014; Topping et al., 2018). Both rivers in the study area have wide active channels with many active bars, as well as bars adjacent to the channel that were formed by floods of different magnitudes. The Little Snake River is the primary source of fine sediment to the Yampa River in Yampa Canyon in Dinosaur National Monument (Topping et al., 2018) and provides a disproportionately large supply of fine sediment relative to the river’s contribution of streamflow (Andrews, 1980). We selected this location for our channel change case study, because the National Park Service is concerned about the maintenance of valued park resources that might be affected by upstream water development and recognizes the need to distinguish natural patterns of channel change from changes associated with anthropogenic perturbations.

3.1. Channel change case study methods

The 1954 and 1961 images were not geo-referenced to a projected coordinate system, so we warped both images to a common projected coordinate system using the 2017 NAIP image as a base. The 1954 and 1961 images were downloaded from the USGS Earth Explorer website (USGS, 2019) as 24 single frame images. In Section 2,
we described the general process of image warping whereby tie-points are identified on an individual single frame image to develop a transformation equation for warping that particular image. In this case study, however, we used a Structure-from-Motion (SfM) software package (Agisoft LLC, 2016) to first align and merge the single frame images into a mosaic and then warp and rectify the mosaic by using 12 tie-points with elevations extracted from the National Elevation Dataset (USGS, 2012) to define a 7-parameter similarity transformation with three parameters for translation, three for rotation, and one for scaling. Other studies have demonstrated the utility of using SfM to reconstruct elevation models of landforms from historic aerial images (Riquelme et al., 2019), and we found that the same method was useful for geo-referencing a large number of historic aerial images; however, difficulties may arise when the overlap between adjoining images is small. Also, we avoided the misalignments that can occur at the seams of the images when they are individually geo-referenced and overlaid by using SfM to geo-reference the mosaic rather than the individual images (e.g., Donovan et al., 2019).

As described in Section 2, we used independent test-points to characterize co-registration error in our case study. These test-points indicated how well the 1954 and 1961 images overlaid on the 2017 NAIP image. In our case study, test-points were difficult to visually identify, because roads and buildings in the 2017 image were not present in the 1954 and 1961 images and “soft” tie-points were limited. Therefore, we used an area-based matching algorithm in the remote sensing software package ENVI® (L3Harris Geospatial) to automatically generate test-points (Figure 2a). The area-based matching algorithm compared grayscale values of each image within a moving search
window and identified similarities and patterns using normalized cross-correlation. We removed test-points with correlation coefficients of less than 0.8, and we manually inspected the remaining test-points with the lowest correlation coefficients to ensure test-point accuracy. The algorithm produced approximately 450 test-points in both images, but the points were predominantly located on adjacent hillslopes with high textural variability, because the landscape in our case study was rural with high topographic variability. Therefore, we supplemented the ENVI-generated test-points with manually selected points along the valley bottom.

We used the methodology described in Section 2 to create spatially distributed $\varepsilon_x$ and $\varepsilon_y$ surfaces from the test-points generated above and calculate $\|\varepsilon_{xy}\|$ and $\theta$ at any $x_j$, $y_j$ point (Figure 1 steps 1 and 3). The spatially uniform root mean square error (RMSE) was calculated using a subset of test-points from our case study that were close to the active channel as:

$$RMSE = \left[\frac{\sum_{j=1}^{n} \varepsilon_j^2}{n}\right]^{0.5}, \#(5)$$

where $n$ is the number of test-points and $\varepsilon_j$ is the linear distance between the $j^{th}$ test-point in the transformed warp image $(x_j, y_j)$ and the base image $(x_j, y_j)$, calculated as:

$$\varepsilon_j = \left[(x_j - x'_j)^2 + (y_j - y'_j)^2\right]^{0.5}, \#(6)$$

We used a subset of test-points close to the active channel to eliminate the influence of unusually large test-point errors located on adjacent hillslopes that were automatically selected by the area-based matching algorithm and would not have affected channel change measurements. The RMSEs for 1954 and 1961 were 4.95 and 4.52 m, respectively. We assumed that the maximum digitizing uncertainty in our case study
was 2 m based on previous studies (Donovan et al, 2019) and defined the digitizing uncertainty using a normal distribution with a mean of zero and a standard deviation of 2/3, as described in Section 2 (Figure 1 step 4).

Interpretation uncertainty was estimated by separately digitizing the minimum and maximum extent of the active channel and vegetated islands (Figure 1 step 2). For our case study, we used an initial threshold of 10% vegetation density to classify surfaces as channel (<10% vegetation density) or floodplain (>10% vegetation density). However, we were uncertain in several locations whether a surface with >10% vegetation had aggraded to a height similar to that of the surrounding floodplain with denser, more mature vegetation because the images were not viewed in stereo. This sort of uncertainty is inevitable in any channel change study but the $A_{\min}$ and $A_{\max}$ boundaries described in Section 2 provided a means of classifying these uncertain surfaces as both active channel and floodplain.

We also used a sequence of aerial images that were collected before and after the image being digitized to help us understand the evolution of alluvial surfaces with interpretation uncertainty through time. For example, if an ambiguous surface showed a clear evolution from an unambiguous active channel in the earlier image to unambiguous floodplain in the later image, we knew that during the image sequence the surface changed from channel to floodplain and assumed that the ambiguous surface in the intermediate image being digitized was within this gradual transition. In this instance, we would use the $A_{\min}$ and $A_{\max}$ bounds to classify the surface as both channel and floodplain. Conversely, if the surface was unambiguously active channel in both the earlier and later images, we would assume that the surface in the intermediate image
being digitized was also active channel and the increase in vegetation on that surface might have been caused by the proliferation of vegetation on bars during a period when the annual snowmelt floods were small.

Figure 6 presents two examples from our case study where we used a sequence of aerial images to guide our interpretation of ambiguous alluvial surfaces. The partly vegetated surface in Figure 6 a,b is an example of a vegetated island where the secondary back channel was unambiguously part of the active channel in an image from 1938 and unambiguously part of the floodplain in an image from 1975, but in the 1954 and 1961 images, there was ambiguity in whether the surface was the channel or floodplain. This interpretation uncertainty implied that the surface could be classified as a vegetated island in \( A_{\text{max}} \) (Figure 6a) or as part of the floodplain in \( A_{\text{min}} \) (Figure 6b).

Similarly, Figure 6c,d is an example of a vegetated bank-attached bar that was unambiguously active channel in the 1938 image and unambiguously floodplain in the 1975 image, but there was ambiguity in whether the surface was floodplain or channel in the 1954 and 1961 images. Therefore, the surface was included as part of the active channel in the \( A_{\text{max}} \) delineation (Figure 6c) and part of the floodplain in the \( A_{\text{min}} \) delineation (Figure 6d).

The net planform change was calculated as the amount of erosion subtracted from the amount of deposition, with positive values indicating net deposition and negative values indicating net erosion. The total net planform change using the SDP method, as evaluated in our case study, was calculated by overlaying the probabilistic delineations in 1954 and 1961 to create a distribution of erosion and deposition polygons for each \( A_{\text{Max}} \) and \( A_{\text{Min}} \) overlay and then merging the net planform change from all \( A_{\text{Max}} \) and \( A_{\text{Min}} \)
overlays (Figure 1 step 7) into a single probability distribution. This distribution represented the combined uncertainty associated with co-registration, digitization, and interpretation. We also normalized the distribution of net planform change by dividing the net areal change by the channel centerline length to facilitate interpretation and comparison among reaches. For example, if the magnitude of net change was 100 m$^2$ of erosion and the channel length was 10 m, the normalized net change would be 10 m of erosion for every downstream meter, which we would consider a large amount of erosion. Conversely, if this amount of areal change occurred over a channel length of 10,000 m, the normalized net change would only be 0.1 m of erosion per a downstream meter, which we would consider a small amount of erosion. Additionally, normalizing the net planform change by the channel centerline length allowed us to interpret the results in terms of net changes in channel width. In case studies where multiple sets of aerial images are used, the net planform change should also be normalized by the number of years between each set of aerial images so that the magnitude of change between image pairs is comparable; this form of standardization would also aid in comparing channel change case studies from the literature.

3.2. Comparison of the SDP method with existing methods of characterizing channel change uncertainty

The uncertainty inherent to measurements of channel change from aerial images implies that any channel change analysis must consider the impact of these uncertainties on the results. We evaluated whether the SDP method improved upon previous methods by comparing the results from our case study when the uncertainty was quantified using the SDP method and two existing methods that used a spatially
uniform image co-registration error and did not characterize the uncertainty probabilistically. The first method ($\varepsilon_1$) was similar to that of Urban and Rhoads (2003) and Micheli and Kirchner (2002) in that we created an uncertainty bound with a width of the propagated co-registration error and digitization uncertainty using:

$$\varepsilon_1 = \left[ \text{rmse}_{t1}^2 + \text{rmse}_{t2}^2 + \varepsilon_{\text{digitizing}}^2 \right]^{0.5} \text{; #(7)}$$

where $\text{rmse}_{t1}$ and $\text{rmse}_{t2}$ were the spatially uniform co-registration errors for each image (i.e., 4.95 and 4.52 m for the 1954 and 1961 images, respectively) and $\varepsilon_{\text{digitizing}}$ was the maximum digitization uncertainty, which we assumed to be 2 m. The maximum area for each erosional or depositional polygon was the area of the $\varepsilon_1$ uncertainty band added to the original polygon (Figure 7a-c), and the minimum area was the $\varepsilon_1$ uncertainty band subtracted from the original polygon (Figure 7d-f). The minimum net planform change was the sum of the maximum area of erosion for all polygons (Figure 7c) subtracted from the sum of the minimum area of deposition (Figure 7f). The maximum net planform change was the sum of the minimum area of erosion (Figure 7f) subtracted from the sum of the maximum area of deposition (Figure 7c).

The second method ($\varepsilon_2$) was developed by Swanson et al. (2011) and involved estimating uncertainty in the width of each polygon of erosion and deposition using equation 7 and converting the width uncertainty to an area by multiplying by the polygon length. The total magnitude of uncertainty in erosion or deposition was the sum of uncertainty across all erosional or depositional polygons, and the minimum and maximum bounds for net planform change were calculated in the same way as for $\varepsilon_1$. 
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3.3. Results: Comparison of methods to quantify the uncertainty associated with channel change

The output from the SDP method was a distribution of planform change that we used to calculate the probability that net change in our case study was erosional or depositional along with a 95% credible interval as a summary metric of uncertainty. The 95% credible interval contained 95% of the most probable values and thus provided a measure of uncertainty comparable to the spatially uniform $\xi_1$ and $\xi_2$ methods. We suggest that the 95% credible interval could be a useful metric of uncertainty in other studies that are not necessarily focused on directly comparing uncertainty methods, as was the main objective of our case study.

The SDP method, as implemented in our case study, significantly reduced the magnitude of uncertainty in measurements of areal channel change compared to the $\xi_1$ and $\xi_2$ methods. The maximum extents of erosion and deposition using the $\xi_1$ method (Figure 8a) were greater than the maximum extents using the SDP method (Figure 8c) because the $\xi_1$ uncertainty bound (Equation 7) was generally larger than the local probabilistic delineation of the channel extent generated by the SDP method. Conversely, the minimum extent of erosion and deposition using the $\xi_1$ method (Figure 8b) was much smaller than the SDP method (Figure 8d) because $\xi_1$ uncertainty band was greater than the size of several polygons, which caused those polygons to be completely removed from the $\xi_1$ minimum extent (Figure 8b). The combined effect of these differences was a reduction in the uncertainty of deposition by 72% and 78% relative to $\xi_1$ and $\xi_2$, respectively, and in erosion by 84% and 87% relative to $\xi_1$ and $\xi_2$, respectively (Figure 8c,d inset; Table 1). The negative minimum bound of erosion and
deposition in the $\epsilon_2$ method (Table 1; inset Figure 8c,d) had no physical meaning because the amount of erosion and deposition could not be less than zero. This spurious result was caused by the uncertainty being greater than the planform change (e.g., $A_{\text{Max}(t1)} - A_{\text{Min}(t2)}$ deposition was $6.5 \pm 14.0$; Table 1).

In our case study, we could not conclude with confidence whether the channel margins or vegetated islands accumulated or evacuated sediment, nor the direction of the total net planform change, using the $\epsilon_1$ and $\epsilon_2$ methods, because the uncertainty band spanned zero (Figure 9). Although the SDP 95% credible interval also spanned zero, the results were more informative, because we could estimate the probability of change. More specifically, we found a 37% probability that the total net planform change was depositional (Figure 9a; Table 1), a 19% probability that the channel boundary accumulated sediment (Figure 9b; Table 1), and a 100% probability that vegetated islands accumulated sediment (Figure 9c; Table 1). Also, the magnitude of the 95% credible interval associated with the distribution generated by the SDP method was 80% and 78% smaller than the $\epsilon_1$ and $\epsilon_2$ uncertainty bounds, respectively (Table 1). Thus, the SDP method significantly reduced the bound of uncertainty compared to the $\epsilon_1$ and $\epsilon_2$ methods.

The distribution of change generated from the SDP method provided a quantitative basis for deciding whether the probability of change in our case study was large enough to support meaningful geomorphic conclusions. For the purposes of this case study, there was an inconsequential risk associated with accepting the channel change results as true change when the change might have been caused by co-registration error or digitization and interpretation uncertainty, so we decided that a 19%
probability of deposition along the channel boundary was sufficient to justify the conclusion that the channel boundary evacuated sediment. Similarly, we concluded that the vegetated islands accumulated sediment based on a 100% probability of vegetated island deposition. Overall, the net channel change was erosional rather than depositional based on a 37% probability that the net change was depositional. Conversely, the only conclusion that could be made for our case study based on the $\mathcal{E}_1$ and $\mathcal{E}_2$ method was that the results implied an indeterminate net sediment balance.

3.3.1. The relative magnitude of each type of error and uncertainty

The SDP method processes each source of error and uncertainty individually, which avoids the requirement that errors and uncertainties be normally distributed with a mean of zero for error propagation. This is an important improvement to the $\mathcal{E}_1$ and $\mathcal{E}_2$ methods that incorrectly assume that the RMSE has a mean error of zero. Additionally, processing uncertainties individually allowed us to assess the net effect of each type of uncertainty on channel change to identify the primary driver of uncertainty in our case study. Such an analysis could not have been performed using traditional methods that rely on error propagation.

The magnitude of the co-registration error in our case study was defined by extracting $\|\mathbf{e}_{xy}\|$ from each $A_{\text{max}}$ and $A_{\text{min}}$ vertex for the 10 error surfaces. The magnitude of the digitization uncertainty was simply the normal distribution defined in Section 3.1 as having a mean of zero and a standard deviation of 2/3. Interpretation uncertainty was calculated as the difference between the minimum and maximum active channel areas in our study reach calculated within 150 channel-spanning cells spaced at 150-m
streamwise intervals along the channel centerline. The difference in area within each cell was normalized by the channel centerline length, which allowed us to express the interpretation uncertainty in units of length comparable to the co-registration error and digitization uncertainty.

In our case study, co-registration was the largest source of error, followed by interpretation and digitization uncertainty (Figure 10). The median of the image co-registration error was larger than the interpretation uncertainty (3.0 vs. 0.0 m), but the mean was comparable (3.7 vs. 3.3 m). By definition, the mean of the digitization uncertainty was 0 m and smaller than interpretation uncertainty and co-registration error. The median of the interpretation uncertainty was extremely small because in 56% of the study area the extent of the channel boundary was unambiguous. Conversely, the co-registration error was greater than zero throughout the entire study area. If we only considered cells where the interpretation uncertainty was greater than 0 m, the median interpretation uncertainty increased to 2.4 m and the mean increased to 7.4 m. The results of our case study suggest that interpretation uncertainty can be much larger than any other source of uncertainty, implying that interpretation uncertainty should be considered in all studies of channel change. However, we emphasize that the results presented here are unique to our case study and that the magnitude of each source of uncertainty could be different in other studies.

3.3.2. Net effect of interpretation uncertainty

The overall effect of interpretation uncertainty in our case study was characterized by individually examining the net change in different \( A_{\text{max}} \) and \( A_{\text{min}} \) overlays and we found that different \( A_{\text{max}} \) and \( A_{\text{min}} \) overlays tended toward net erosion
or deposition (Figure 11). The difference was greatest when $A_{\text{Min}}$ and $A_{\text{Max}}$ were overlaid: $A_{\text{Max}(t1)} \& A_{\text{Min}(t2)}$ had a 90% probability of net deposition whereas $A_{\text{Min}(t1)} \& A_{\text{Max}(t2)}$ only had a 1% probability of net deposition (Figure 11a,b; Table 1). We attributed this result to the $A_{\text{Max}(t1)} \& A_{\text{Min}(t2)}$ overlay favoring net deposition along the channel margins and vegetated islands (Figure 12), which created a high probability that the net planform change was depositional (Figure 11a). The magnitude of vegetated island deposition was smaller for the $A_{\text{Min}(t1)} \& A_{\text{Max}(t2)}$ overlay (Figure 12a) and sediment was evacuated from the channel margin (Figure 12b), decreasing the probability that net planform change was depositional for the $A_{\text{Min}(t1)} \& A_{\text{Max}(t2)}$ overlay (Figure 11b). The net planform change along the channel margins and vegetated islands differed little between the $A_{\text{Max}(t1)} \& A_{\text{Max}(t2)}$ and $A_{\text{Min}(t1)} \& A_{\text{Min}(t2)}$ overlays (Figure 12), and the probability that each overlay was depositional was similar (Figure 11c,d). Thus, the $A_{\text{Max}(t1)} \& A_{\text{Max}(t2)}$ and $A_{\text{Min}(t1)} \& A_{\text{Min}(t2)}$ overlays represented the most conservative amount of channel change and the probability of this scenario occurring in the overall distribution of net change was 50%. Conversely, the $A_{\text{Min}(t1)} \& A_{\text{Max}(t2)}$ and $A_{\text{Max}(t1)} \& A_{\text{Min}(t2)}$ overlays represented the most extreme amount of deposition or erosion and each of these scenarios had a 25% chance of occurring in the overall distribution of net change.

4. Discussion

Numerous studies have analyzed repeat aerial images to detect channel change, but the lack of a consistent methodology to quantify and incorporate uncertainty has led to the use of many methods for estimating uncertainty in measurements of channel change with varying degrees of rigor and complexity (Gurnell et al., 1994; Winterbottom and Gilvear, 1997; Mount et al., 2003; Mount and Louis, 2005). Previous methods to
quantify uncertainty could only be applied to one type of channel change measurement (i.e., linear channel adjustments or polygons of change), which prevents these methods from being applicable to all channel change studies. The SDP method presented here is the first generalizable method for characterizing uncertainty associated with measurements of channel change that can be used with all forms (i.e., both linear and areal metrics) of channel change measurements from an image time series.

The SDP method improves upon other methods of quantifying uncertainties by estimating planform change probabilistically, rather than specifying a LoD threshold and discarding measured changes less than this threshold (Winterbottom and Gilvear, 1997; Martin, 2003; Urban and Rhoads, 2003; Surian et al., 2009; White et al., 2010; De Rose and Basher, 2011; Kessler et al., 2013). By avoiding the use of a LoD threshold, the SDP method retains all polygons of channel change and calculates a distribution of each polygon’s area given the uncertainty. The retention of all channel change measurements is a significant improvement to previous methods that discard changes smaller than a threshold because all polygons of change, whether small or large, contribute to our understanding of the processes and mechanisms by which channels adjust. Additionally, eliminating the LoD threshold has the potential to significantly improve the accuracy of channel change studies that use bank line retreat to estimate volumes of bank erosion (Rhoades et al., 2009; De Rose and Basher, 2011; Day et al., 2013; Kessler et al., 2013), because point bars are commonly constructed to a lower elevation than eroding cutbanks (Lauer and Parker, 2008) and slivers of bank retreat removed by the LoD threshold can sum to large volumes of erosion when they extend over a large area and are multiplied by the bank height.
The case study presented in this paper demonstrated that the SDP method can significantly reduce the uncertainty in measurements of channel change from repeat aerial images. While the SDP method is rigorous and robust, the technique is computationally intensive. For example, in our case study we sampled our probabilistic distributions 5,000 times to create a distribution of 20,000 channel change measurements and the runtime for this analysis was ~20 minutes on a computer with 32 gigabytes of RAM and a 3.70 GHz processor. In comparison, the runtime for the $\mathcal{E}_1$ and $\mathcal{E}_2$ methods was less than 1 minute.

One way to decrease the SDP processing time is to reduce the number of randomly sampled channel boundary delineations used to calculate the distribution of channel change measurements (Figure 1 step 6). To test the sensitivity of the distribution of channel change to sample size, we ran the SDP method using a range of sample sizes from 1,000 to 10,000. This sensitivity analysis showed that the distributions of channel change measurements were similar for all sample sizes (Figure 13), implying that we could have reduced the number of samples to 1,000 without significantly changing our results. If computation time is a concern in other studies, we suggest performing a similar sensitivity analysis on a subset of the study area to determine the optimal number of sampled boundary delineations used to create the distribution of channel change.

4.1. When to use the SDP method

Not all channel change studies require a method as rigorous and robust as the SDP method to quantify uncertainty. We suggest that the level of complexity and rigor appropriate for any effort to detect channel change depends on three factors: the
magnitude of uncertainty compared to the magnitude of channel change, the objective of the study, and the amount of time between the aerial images used to detect change. In small rivers, the uncertainty can be a large proportion of the total channel area (Swanson et al., 2011) and channel change may need to be quite large (e.g., greater than 25% of the width of the channel) compared to the size of the river to overcome the geospatial uncertainty. In such instances, the smaller bound of uncertainty produced by the SDP method will increase the likelihood of detecting channel change. When the signal of channel change is extremely large, as in laterally unstable rivers, a less complex uncertainty characterization method might be suitable regardless of the channel size (e.g., Surian, 1999; Cadol et al., 2011; Ziliani and Surian, 2012; Moretto et al., 2014; Righini et al., 2017).

We identified two sites of bank erosion from our channel change case study where channel change was large enough that a less robust uncertainty method could be used and where channel change was small and only detectable by the SDP method. Bank erosion at both sites was visible by comparing the 1954 to 1961 aerial images but the $\epsilon_1$ and $\epsilon_2$ methods produced an indeterminate result when the magnitude of erosion was small, whereas the SDP method could detect this small erosional signal (Figure 14a,b). Conversely, the $\epsilon_1$, $\epsilon_2$, and SPD methods could all detect bank erosion when the signal was large (Figure 14c,d). This example from our case study highlights the benefit of using the SDP method when the signal of channel change is small compared to the uncertainty.

When the study objective is to calculate the absolute magnitude of planform change, rather than the direction of change as erosional or depositional, the SDP method...
significantly reduces the uncertainty bound (Table 1) and enables a more precise estimate of the magnitude of channel change. We demonstrate this capability using the two sites of bank erosion from our channel change case study discussed above (Figure 14). The $\mathcal{E}_1$ and $\mathcal{E}_2$ methods predicted anywhere from 0.65 m of deposition to 15 m of erosion at the site with a smaller amount of bank erosion, whereas the SDP method predicted 3.5 to 8 m of bank erosion (Figure 14a,b). At the site with a larger amount of bank erosion, there was anywhere from 2 to 28 m of erosion using the $\mathcal{E}_1$ and $\mathcal{E}_2$ methods but that uncertainty bound was reduced to 13 to 18 m of erosion using the SDP method (Figure 14c,d). These examples demonstrate how well the SDP method can constrain the magnitude of channel change, and we suggest that this method be used when the study objective is to calculate the absolute magnitude of change.

Lastly, the temporal interval between aerial images compared to the activity of the channel during that interval will govern the amount of channel change recorded and, therefore, the type of uncertainty analysis needed to detect significant channel change. When aerial images are acquired in closely spaced time intervals and channel change is small (e.g., Manners et al., 2014), the SDP method might facilitate channel change detection. Conversely, when channel changes are large, significant channel change might be detectable with a less robust form of uncertainty analysis, regardless of the time interval between aerial images.

4.2. When does each type of error and uncertainty matter?

In the SDP method, we distinguish between error and uncertainty by defining error as a deviation from a known value and uncertainty as a range of values that encompasses the true measurement. One advantage of the SDP method is that errors
and uncertainties are added individually rather than being propagated to a single value, and by doing so, the user can evaluate the relative magnitude of each source of error and uncertainty and assess the effects on the channel change analysis. In our case study, co-registration error was the greatest source of error, followed by interpretation and digitization uncertainty (Figure 10), but the significance of each type of uncertainty might be different in other study areas, or within the same study area when using different aerial images. In the following sections, we describe scenarios when each source of uncertainty is significant and other scenarios when that type of uncertainty might be disregarded. Understanding which sources of uncertainty are important in a given study can help guide the selection of an appropriate uncertainty method.

4.2.1. Spatially distributed image co-registration error

Image co-registration error is relevant when two images are overlaid to calculate planform change. When planform metrics are derived from a single image (e.g., width and active channel area), the co-registration error is irrelevant, because the images are not overlaid, although image distortion can still cause uncertainty in these planform metrics if the images are not orthorectified. The co-registration error can be quantified as uniform across the study area using the RMSE (Equation 5) of tie-points used to warp the image, the RMSE (Equation 5) of independent test-points, or the co-registration error can be allowed to vary spatially, as done in the SDP method (Figure 1 step1). When planform change is small (e.g., less than 25% of the width of the channel), a spatially variable co-registration error is necessary, because this error is often lower than the uniform RMSE near the channel, which allows smaller planform changes to be detected. In our case study, using a spatially variable co-registration error reduced the
error at ~83% of the $A_{\min}$ and $A_{\max}$ vertices in the 1954 and 1961 images (Figure 15) and shrunk the overall uncertainty bounds by 78-90% (Table 1). If the planform change is extremely large, the uniform RMSE might be small compared to the channel change signal and a spatially variable co-registration error would not be necessary. To decide whether the co-registration error should be allowed to vary spatially, the magnitude of uncertainty in the $\varepsilon_1$ method can be compared to estimated planform change when uncertainty is not considered. If the $\varepsilon_1$ uncertainty bound is greater than the magnitude of change, co-registration error should be allowed to vary spatially.

The effectiveness of the spatially variable co-registration error in reducing uncertainty will depend on the number, distribution, and quality of test-points. We suggest using an automated procedure to generate test-points throughout the study area (e.g., Carbonneau et al., 2010) and supplementing those test-points with manually selected test-points near the channel. Additionally, the user could test the sensitivity of the SDP method to the number, density, and distribution of test-points in their study area.

4.2.2. Digitization uncertainty

Digitization uncertainty is affected by the spatial and spectral resolution of the image. The spatial resolution determines the smallest object that can be observed in an image. The appropriate spatial resolution for a channel change analysis will depend on the channel dimensions and might vary within the study area. If the spatial resolution is low and the channel is narrow, a single pixel may contain a portion of the active channel and the channel boundary, introducing uncertainty as to where to place the boundary within the pixel. The greater the proportion of pixels that contain both the active channel
and the channel boundary, the larger the digitization uncertainty. Spectral resolution refers to the range of wavelengths within each one of the sensor’s spectral bands. Aerial images collected by sensors with a high spectral resolution are more likely to have a near-infrared wavelength band. This type of band is helpful, because the near-infrared wavelength can be used to distinguish the boundary between vegetation, water, and bare channel bars, which reduces the digitization uncertainty.

The crispness of the boundary can also affect digitizing uncertainty. Easily identifiable features with sharp boundaries, like roads or buildings, will have a smaller digitizing uncertainty than fuzzy boundaries that are less crisp, such as trees. Along rivers in arid regions with little vegetation, actively eroding banks create crisp boundaries and have low digitizing uncertainty. In humid or mountainous regions, vegetation along the channel boundary is denser and eroding banks cause trees to fall into the channel, making the boundary fuzzier and subject to larger digitizing uncertainty. Shadows can cause crisp boundaries to become fuzzy during certain times of the day; digitization uncertainty is thus sensitive to flight timing.

Most study areas contain both crisp and fuzzy boundaries, which will cause the digitizing uncertainty to vary spatially. Currently, a spatially variable digitizing uncertainty has not been used in a channel change study; this is an area for future work. Although the SDP method does not directly incorporate a spatially variable digitizing uncertainty, the distribution used to describe the digitizing uncertainty can be adjusted to account for fuzzy and crisp boundaries by increasing the standard deviation or creating a mixed normal distribution. In this way, the SDP method is a significant improvement to previous methods that use a single value to define digitizing uncertainty.
4.2.3. Interpretation uncertainty

Interpretation uncertainty occurs when there are different plausible interpretations of the extent of the active channel. If the channel boundary can be identified based on breaks in topography from stereo images or digital elevation models, the interpretation uncertainty will tend to be smaller. However, freely available aerial images that are regularly acquired typically are not collected in stereo, and current practice involves delineating channel boundaries in GIS software without the aid of stereo images.

In our case study, interpretation uncertainty was a large source of uncertainty in some localized areas, but there was no uncertainty elsewhere. This caused the median of this uncertainty to be small (Figure 10; 0.00 m), because the uncertainty was not present in 56% of the study area. In other case studies, interpretation uncertainty might be small in localized areas or more pervasive throughout the study area. We suspect that interpretation uncertainty will be high in rivers that experience a large change in wetted channel area given a proportionately small change in discharge (e.g., braided rivers), because low-elevation bars are frequently wetted but not scoured, which allows fast-growing vegetation to encroach on these surfaces (Werbylo et al., 2017). In such rivers, vegetation density is a poor proxy for the active channel, and the digitizer must use professional judgment in placing the active channel boundary. Similarly, vegetation might be a poor indication of the channel extent in rivers that experience flashy hydrology or that are subjected to large reset floods and very low base flows, because there might be a mosaic of bare alluvial surfaces at multiple elevations after a large flood that are hard to interpret (Dean and Schmidt, 2011, 2013; Thompson and Croke,
Additionally, in humid environments where plants grow quickly, vegetation growing in the active channel during base flow can introduce ambiguity. Interpretation uncertainty is likely to be larger for channels that are narrowing as compared to those that are widening. Channels widen through bank erosion that removes an entire section of sediment and creates an abrupt, crisp contact between the channel and floodplain with minimal interpretation uncertainty. Conversely, channel narrowing occurs over a continuum as alluvial surfaces transition from active channel bars to floodplains by vertically aggrading sediment (Allred and Schmidt, 1999; Grams and Schmidt, 2002; Moody et al., 1999; Pizzuto, 1994). Determining when enough sediment has accumulated on an alluvial surface to form a stable floodplain that is inundated by floods of an annual or greater recurrence is highly uncertain and subject to large interpretation uncertainty.

5. Conclusions

In this paper, we introduced a new method for quantifying uncertainty associated with channel change detection based on probabilistic, spatially varying estimates of co-registration error and digitization uncertainty. We also presented a framework that can be used to incorporate interpretation uncertainty into the channel change analysis. The SDP method can be used to calculate uncertainty at specific locations of linear channel adjustment or polygons of erosion and deposition, while also estimating the central tendency of net planform change, making this the first generalizable method for quantifying uncertainty that can be applied to all metrics of channel change derived from aerial image overlays. Although the focus of this paper was the detection of channel change, the SDP method can be applied to other geomorphic and landscape change
detection analyses, such as glacial change (DeVisser and Fountain, 2015), shoreline or tidal wetland change (Del Río et al., 2013), and changes in water body surfaces (Necsoiu et al., 2013).

The SDP method as applied to our case study reduced the magnitude of uncertainty by 83-87% compared to two existing methods that used a spatially uniform image co-registration error and did not characterize uncertainty probabilistically. By reducing the bounds of uncertainty, we were able to detect channel changes of a smaller magnitude. More importantly, the distribution information from the SDP method allowed us to report a magnitude of channel change in our case study with an appropriate level of confidence even though the uncertainty bound included zero. We could not make a similar inference using the existing methods, because their uncertainty bounds had no distribution information and included zero, making the results indeterminate.

The SDP method was an improvement to existing methods that quantify uncertainty without distributional information, but the method was computationally intensive and might not be necessary for all change detection studies. We suggest that the SDP method should be used in channel change studies where 1) the uncertainty is a large proportion of the total channel area, as in small rivers; 2) when the temporal spacing between aerial images is short and the channel change is expected to be small; and 3) when the purpose of the study is to calculate the absolute magnitude of change, such as studies that use bank retreat to calculate the volume of bank erosion.
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Table and figure captions:

Table 1: Uncertainty bounds for the $\mathcal{E}_1$ and $\mathcal{E}_2$ methods and the 95% credible intervals for the SDP method. All values are normalized by the channel centerline length. Also included are the percent change between the $\mathcal{E}_1$ and SDP method ($\%\Delta\text{SDP}_{\mathcal{E}_1}$) and between the $\mathcal{E}_2$ and SDP method ($\%\Delta\text{SDP}_{\mathcal{E}_2}$).

Figure 1: SDP algorithm flow chart.

Figure 2: Spatially distributed image co-registration error surface. (A) Image co-registration error in the X direction ($\mathcal{E}_x$). (B) Image co-registration error in the Y direction ($\mathcal{E}_y$). Positive $\mathcal{E}_x$ and $\mathcal{E}_y$ values point east and north, respectively. $\mathcal{E}_x$ and $\mathcal{E}_y$ were calculated by equations 3 and 4. (C) Resultant vectors of $\mathcal{E}_x$ and $\mathcal{E}_y$ calculated by equations 5 and 6.

Figure 3: Schematic showing minimum and maximum active channel delineations for interpretation uncertainty. (A) Minimum and maximum extent of the active channel and vegetated islands. These extents represent uncertainty in interpreting the channel and vegetated island boundaries. (B) Maximum area of the active channel ($A_{\text{max}}$) is the minimum extent of the vegetated islands subtracted from the maximum extent of the active channel. (C) Minimum area of the active channel ($A_{\text{min}}$) is the maximum extent of the vegetated islands subtracted from the minimum extent of the active channel.

Figure 4: Steps used to create a probabilistic boundary delineation. (A) Original boundary delineation in green and boundary delineation adjusted for co-registration error in red. The red line was created by moving each vertex of the green line by a distance of $\|\mathcal{E}_{xy}\|$ in the direction $\theta$ (Figure 1c). (B) Subset of A. Blue lines represent the distribution of probable channel delineations around the adjusted red boundary. The distribution of blue lines was populated by randomly sampling a digitizing uncertainty from a normal distribution with a mean ($\mu$) of zero and standard deviation ($\sigma$) of one-third the maximum digitizing uncertainty (inset). Each vertex on the red line was moved along a normal vector with a magnitude equal to the sampled value. This was repeated 100 times. (C) Same location as B showing the full probabilistic boundary delineation. Each red line was adjusted from the original green boundary using one of the 10 co-registration error surfaces. The blue lines represent the digitization uncertainty around each of the 10 red lines.

Figure 5: Study area used to illustrate the SDP method. The study area is located in northwestern Colorado along a 17 km alluvial section of the Yampa River spanning the Little Snake confluence and a 7 km reach of the Little Snake River directly upstream from the confluence. The Deerlodge gage (USGS station #: 09260050) is located at the downstream end of the study area. The direction of flow is from right to left. Base aerial image is from the 2017 NAIP.
Figure 6: Interpretation uncertainty characterized by minimum and maximum channel boundary delineations. (A) Partly vegetated surface on the left bank was classified as a vegetated island and a secondary channel using the $A_{\text{max}}$ delineation. (B) Same vegetated surface as A was classified as floodplain in the $A_{\text{min}}$ delineation. (C) Vegetated bank-attached bar on the right bank was classified as active channel in the $A_{\text{max}}$ delineation. (D) Same bank-attached bar as C was classified as floodplain in the $A_{\text{min}}$ delineation. Direction of flow is from top to bottom in all images and minimum and maximum boundaries were delineated from the 1954 aerial image.

Figure 7: Minimum and maximum extent of erosion and deposition was calculated by adding or subtracting a spatially uniform uncertainty bound around each polygon of erosion and deposition. Flow is from right to left and the 1954 image was used as the base image. The maximum area of erosion or deposition is the uncertainty bound added to each polygon (A, B, C) and the minimum area of erosion or deposition is the uncertainty bound subtracted from each polygon (D, E, F). The minimum bound of net planform change was the sum of erosional polygons in C subtracted from the sum of depositional polygons in F, and the maximum bound of net planform change was the sum of erosional polygons in F subtracted from the sum of depositional polygons in C.

Figure 8: Minimum and maximum extent of erosion and deposition using the $A_{\text{max(t1)}}$ & $A_{\text{max(t2)}}$ overlay. Flow is from right to left and the 1954 image was used as the base image. (A) Maximum extent of deposition and erosion using the $\varepsilon_1$ method. (B) Minimum extent of deposition and erosion using the $\varepsilon_1$ method. (C) Maximum extent of erosion and deposition using the SDP method. Inset shows the estimate for the normalized area of deposition and minimum and maximum bound of uncertainty using the $\varepsilon_1$ and $\varepsilon_2$ methods overlaid on the SDP distribution. (D) Minimum extent of erosion and deposition using the SDP method. Inset shows the estimate for the normalized area of erosion and minimum and maximum bound of uncertainty using the $\varepsilon_1$ and $\varepsilon_2$ methods overlaid on the SDP distribution. The maximum and minimum extent of erosion and deposition using the $\varepsilon_2$ method was not overlaid on the images because the $\varepsilon_2$ method calculated the magnitude of uncertainty, not the spatial extent. The SDP method reduced the magnitude of uncertainty by 72-78% for deposition and 84-87% for erosion (Table 1).

Figure 9: (A) All $A_{\text{max}}$ and $A_{\text{min}}$ overlay solutions merged into a single histogram fit with a probability density function which represents uncertainty in the normalized net change in area caused by co-registration, digitization, and interpretation uncertainty. The minimum and maximum bounds of uncertainty for the $\varepsilon_1$ and $\varepsilon_2$ methods are also shown. (B) Net areal change in $A$ for changes that occurred along the channel margin. (C) Net areal change in $A$ for changes that occurred along vegetated islands.
Figure 10: Box and whisker plot for each error and uncertainty type showing the median and interquartile range within the box, values ±2.7σ within the whiskers, and values < ±2.7σ as outliers.

Figure 11: Net planform change using each $A_{\text{min}}$ and $A_{\text{max}}$ overlay. Each panel shows the estimate for the normalized net change in area, the minimum and maximum bound of uncertainty using the $\varepsilon_1$ and $\varepsilon_2$ methods, and a histogram of the SDP solutions fit with a probability density function. (A) $A_{\text{max}(t1)}$ & $A_{\text{min}(t2)}$ overlay. (B) $A_{\text{min}(t1)}$ & $A_{\text{max}(t2)}$ overlay. (C) $A_{\text{max}(t1)}$ & $A_{\text{max}(t2)}$ overlay. (D) $A_{\text{min}(t1)}$ & $A_{\text{min}(t2)}$ overlay.

Figure 12: Probability density functions fit to the $A_{\text{min}}$ and $A_{\text{max}}$ overlay distributions partitioned by change along the channel margins and vegetated islands. (A) Normalized area of deposition along the channel margins. (B) Normalized net change along the channel margins.

Figure 13: Violin plots showing the distribution of net planform change calculated by the SDP method using 1,000 to 10,000 randomly sampled channel boundary delineations indicated by the number of bootstrap iterations. Insets show the mean and standard deviation for each violin plot.

Figure 14: Example of the $\varepsilon_1$ and $\varepsilon_2$ methods and SDP method applied to two locations of bank retreat in our study area. (A) Location of small bank retreat. (B) Magnitude of channel change at the site in A calculated by the $\varepsilon_1$ and $\varepsilon_2$ methods and SDP method. (C) Location of large bank retreat. (D) Magnitude of channel change at the site in C calculated by the $\varepsilon_1$ and $\varepsilon_2$ methods and SDP method.

Figure 15: Distribution of co-registration errors extracted from each vertex along the $A_{\text{max}}$ and $A_{\text{min}}$ boundaries in 1954 and 1961. These data are displayed as a cumulative density function estimate and a histogram. The blue portion of these distributions have a co-registration error that is lower than the uniform RMSE and the green portion have a co-registration error that is above the uniform RMSE. 82% of the co-registration errors were above the uniform RMSE in 1954 and 84% in 1961.
<table>
<thead>
<tr>
<th></th>
<th>$\varepsilon_1$ (m)</th>
<th>$\varepsilon_2$ (m)</th>
<th>SDP (m)</th>
<th>$%\Delta\text{SDP}_{\varepsilon_1}$</th>
<th>$%\Delta\text{SDP}_{\varepsilon_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Deposition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_{\text{Max}(t_1)}$ &amp; $A_{\text{Min}(t_2)}$</td>
<td>2.6 – 26.9</td>
<td>-7.6 – 20.5</td>
<td>8.4 – 11.2</td>
<td>89%</td>
<td>90%</td>
</tr>
<tr>
<td>$A_{\text{Min}(t_1)}$ &amp; $A_{\text{Max}(t_2)}$</td>
<td>0.6 – 20.5</td>
<td>-3.7 – 20.7</td>
<td>4.12 – 6.7</td>
<td>87%</td>
<td>89%</td>
</tr>
<tr>
<td>$A_{\text{Max}(t_1)}$ &amp; $A_{\text{Max}(t_2)}$</td>
<td>1.1 – 23.1</td>
<td>-6.2 – 20.0</td>
<td>5.5 – 8.1</td>
<td>88%</td>
<td>90%</td>
</tr>
<tr>
<td>$A_{\text{Min}(t_1)}$ &amp; $A_{\text{Min}(t_2)}$</td>
<td>1.3 – 23.4</td>
<td>-6.3 – 19.9</td>
<td>5.9 – 8.7</td>
<td>87%</td>
<td>89%</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>0.6 – 23.4</td>
<td>-7.6 – 20.7</td>
<td>4.4 – 10.6</td>
<td>72%</td>
<td>78%</td>
</tr>
<tr>
<td><strong>Erosion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_{\text{Max}(t_1)}$ &amp; $A_{\text{Min}(t_2)}$</td>
<td>0.4 – 26.4</td>
<td>-10.5 – 23.4</td>
<td>5.6 – 9.6</td>
<td>85%</td>
<td>88%</td>
</tr>
<tr>
<td>$A_{\text{Min}(t_1)}$ &amp; $A_{\text{Max}(t_2)}$</td>
<td>0.9 – 31.2</td>
<td>-10.3 – 27.3</td>
<td>7.5 – 11.6</td>
<td>86%</td>
<td>89%</td>
</tr>
<tr>
<td>$A_{\text{Max}(t_1)}$ &amp; $A_{\text{Max}(t_2)}$</td>
<td>0.4 – 28.8</td>
<td>-11.6 – 25.4</td>
<td>6.1 – 10.1</td>
<td>86%</td>
<td>89%</td>
</tr>
<tr>
<td>$A_{\text{Min}(t_1)}$ &amp; $A_{\text{Min}(t_2)}$</td>
<td>0.4 – 27.5</td>
<td>-10.6 – 24.2</td>
<td>5.8 – 10.0</td>
<td>85%</td>
<td>88%</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>0.4 – 31.2</td>
<td>-11.6 – 27.3</td>
<td>5.92 – 10.8</td>
<td>84%</td>
<td>87%</td>
</tr>
<tr>
<td><strong>$\Delta$ Planform Change</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_{\text{Max}(t_1)}$ &amp; $A_{\text{Min}(t_2)}$</td>
<td>-23.8 – 26.6</td>
<td>-28.7 – 13.8</td>
<td>-1.1 – 5.5</td>
<td>87%</td>
<td>84%</td>
</tr>
<tr>
<td>$A_{\text{Min}(t_1)}$ &amp; $A_{\text{Max}(t_2)}$</td>
<td>-30.5 – 19.6</td>
<td>-35.2 – 7.6</td>
<td>-7.4 – 0.8</td>
<td>87%</td>
<td>84%</td>
</tr>
<tr>
<td>$A_{\text{Max}(t_1)}$ &amp; $A_{\text{Max}(t_2)}$</td>
<td>-27.8 – 22.7</td>
<td>-32.9 – 9.4</td>
<td>-4.6 – 1.9</td>
<td>87%</td>
<td>85%</td>
</tr>
<tr>
<td>$A_{\text{Min}(t_1)}$ &amp; $A_{\text{Min}(t_2)}$</td>
<td>-26.2 – 23.0</td>
<td>-31.1 – 10.0</td>
<td>-4.1 – 2.8</td>
<td>83%</td>
<td>83%</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>-27.4 – 26.6</td>
<td>-35.2 – 13.8</td>
<td>-6.3 – 4.5</td>
<td>80%</td>
<td>78%</td>
</tr>
</tbody>
</table>

Table 1
SDP Algorithm

1) Generate co-registration error surfaces
   1a) Generate independent test-points
   1b) Calculate error for each test-point
   1c) Withhold 10% of test-points
   1d) Create spatially continuous $\varepsilon_x$ and $\varepsilon_y$ surfaces (Figure 2)
   1e) Repeat 1c-d to create 10 co-registration error surfaces

2) Interpretation error
   2a) Digitize maximum ($A_{\text{max}}$) and minimum ($A_{\text{min}}$) extents of active channel and vegetated islands

3) Move each vertex of $A_{\text{max}}$ & $A_{\text{min}}$ boundaries by the magnitude and direction of the co-registration error for each of the 10 error surfaces (Figure 4a)

4) Randomly sample 100 digitizing uncertainties from a normal distribution and move the adjusted boundaries in step 3 along a normal vector with a magnitude given by the sampled digitizing uncertainty (Figure 4b)

5) Repeat steps 1-4 for the second image date

6) Generate probability distributions of channel change by randomly sampling a delineation from step 4 for both time periods and overlaying these delineations to create polygons of erosion and deposition; repeat using different $A_{\text{max}}$ & $A_{\text{min}}$ overlays

7a) $A_{\text{min}(t1)}$ & $A_{\text{min}(t2)}$
7b) $A_{\text{max}(t1)}$ & $A_{\text{max}(t2)}$
7c) $A_{\text{min}(t1)}$ & $A_{\text{max}(t2)}$
7d) $A_{\text{max}(t1)}$ & $A_{\text{min}(t2)}$
Maximum extent of active channel and vegetated islands

Minimum extent of active channel and vegetated islands
Figure 10

[Graph showing error magnitude for Co-Registration, Interpretation, and Digitization]
Figure 11

A. $A_{\text{Max}(t1)} \& A_{\text{Min}(t2)}$

B. $A_{\text{Min}(t1)} \& A_{\text{Max}(t2)}$

C. $A_{\text{Max}(t1)} \& A_{\text{Max}(t2)}$

D. $A_{\text{Min}(t1)} \& A_{\text{Min}(t2)}$

P($\Delta \text{Area}>0$) = 0.9

P($\Delta \text{Area}>0$) = 0.01

P($\Delta \text{Area}>0$) = 0.22

P($\Delta \text{Area}>0$) = 0.37
Figure 12

A. Vegetated Island

B. Channel Boundary

http://mc.manuscriptcentral.com/esp
Figure 13

Graph showing the number of bootstrap iterations vs. area per unit channel length. The data is represented with confidence intervals and averages, highlighting the variability and central tendency of the measurements.
Supplemental Information:

Step-by-step instructions for SDP Algorithm

1) **Image Warping**: If the aerial images are not in a real world coordinate system, they must be geo-referenced using image warping. All unregistered images should be warped to the same base image. We refer the reader to Gilvear and Bryant (2003), Mount et al. (2003), and Hughes et al. (2006) for background on image warping.

2) **Image co-registration**: The image co-registration error can be quantified after the images are in the same coordinate system. We define co-registration error as the misalignment between the image being digitized and the most recent image in the time series (Figure 1 step 1).
   
   a. **Independent test-point**: Identify test-points by extracting the map coordinate of the same feature on the image that is being digitized and the most recent image in the time series (Figure 1 step 1a). Note that the image co-registration error will be zero when the channel boundary is being delineated from the most recent image.
   
   b. **Magnitude of co-registration error**: The magnitude of each test-point error is calculated in the X and Y directions by subtracting the test-point coordinate in the image being used to delineate the channel boundary \((x_i', y_i')\) from the same test-point coordinate in the most recent image \((x_i, y_i)\) (Figure step 1b):

   \[
   \varepsilon_{xi} = x_i - x_i' ;
   \]

   \[
   \varepsilon_{yi} = y_i - y_i' ;
   \]

   where \(\varepsilon_{xi}\) is the magnitude of co-registration error in the X direction for the \(i^{th}\) test point and \(\varepsilon_{yi}\) is the magnitude of co-registration error in the Y direction for the \(i^{th}\) test point. Positive errors in \(\varepsilon_{x}\) and \(\varepsilon_{y}\) are in the east and north directions.

   c. **Create an \(\varepsilon_{x}\) and \(\varepsilon_{y}\) surface**: Use bi-linear interpolation between \(\varepsilon_{xi}\) and \(\varepsilon_{yi}\) to create a continuous surface of \(\varepsilon_{x}\) and \(\varepsilon_{y}\) over the entire study area (Figure step 1d).
d. **Calculate the magnitude and direction of co-registration error:** Using the interpolated surface in step 2c, the magnitude $\|\varepsilon_{xy}\|$ and direction $\theta$ of co-registration error can be calculated for any coordinate pair $(x_j, y_j)$:

$$\|\varepsilon_{xy}\| = \left(\varepsilon_{xj}^2 + \varepsilon_{yj}^2\right)^{0.5}$$  \hspace{1cm} (5)$$

$$\theta = \tan^{-1}\left(\frac{\varepsilon_{yj}}{\varepsilon_{xj}}\right)$$  \hspace{1cm} (6)$$

where $\varepsilon_{xj}$ and $\varepsilon_{yj}$ are the co-registration errors in the X and Y directions at point $(x_j, y_j)$ extracted from the $\varepsilon_x$ and $\varepsilon_y$ surface in step 2c.

e. **Account for the spatial distribution of test-points:** The spatial distribution of test-points will affect the interpolation of $\varepsilon_x$ and $\varepsilon_y$. Therefore, repeatedly withhold 10% of the test-points using a 10-fold cross-validation to generate ten $\varepsilon_x$ and $\varepsilon_y$ surfaces. Using each of the ten interpolated surfaces, repeat steps 2a-d to calculate $\|\varepsilon_{xy}\|$ and $\theta$ at any $x_j, y_j$ point (Figure 1 step 1e).

3) **Interpretation uncertainty:** Digitize the maximum and minimum active channel and vegetated island boundaries, thereby accounting for uncertainty in interpretation (Figure 1 step 2).

4) **Calculate $\|\varepsilon_{xy}\|$ and $\theta$ along the boundary delineation:** Densify the vertices along the $A_{\text{max}}$ and $A_{\text{min}}$ boundaries from step 3 using an interval that is small enough as to not simplify the $A_{\text{max}}$ and $A_{\text{min}}$ boundaries (e.g., 1/10 the mean channel width) and calculate $\|\varepsilon_{xy}\|$ and $\theta$ at each vertex using one of the ten $\varepsilon_x$ and $\varepsilon_y$ surfaces from step 2e.

5) **Adjust each vertex by the co-registration error:** Move each vertex in step 4 by the magnitude of $\|\varepsilon_{xy}\|$ in the direction of $\theta$. This step creates a new active channel delineation that is adjusted by the co-registration error in one of the 10 $\varepsilon_x$ and $\varepsilon_y$ surfaces from step 2e (Figure 1 step 3).
6) **Digitization uncertainty:** Digitization uncertainty is estimated probabilistically by randomly sampling 100 values from a normal distribution with a mean of zero and a standard deviation of one third the maximum digitizing uncertainty. The method also includes an option to define the maximum digitizing uncertainty as the number of pixels multiplied by the pixel resolution. For each randomly sampled uncertainty value, the vertices in step 5 are moved along a normal vector with a magnitude given by the uncertainty value (Figure 1 step 4). This process generates 100 delineations of the channel boundary.

7) **Repeat for all co-registration error surfaces:** Repeat steps 4-6 for each co-registration error surface in step 2e. This produces $m \times n$ delineations for each maximum and minimum active channel boundary, where $m$ is the number of error surfaces generated in step 2e and $n$ is the number of times that the digitization error is sampled in step 6. In the manuscript example, $m$ is 10 and $n$ is 100, which generates 1000 delineations of the channel boundary. The $m \times n$ delineations represent a probabilistic boundary delineation for $A_{\text{max}}$ and $A_{\text{min}}$.

8) **Create probabilistic boundary delineations for a second aerial image:** Repeat steps 2-7 for a second image that will be compared to the first to quantify channel change (Figure 1 step 5).

9) **Generate probability distributions of channel change:** Randomly sample, with replacement, 5000 probabilistic boundary delineations from both aerial images, overlay each sampled boundary to create polygons of erosion and deposition, and repeat using different $A_{\text{max}}$ and $A_{\text{min}}$ overlays (Figure 1 step 6). The distribution of areal changes represents the combined uncertainty in co-registration, digitization, and interpretation. $A_{\text{max}}$ and $A_{\text{min}}$ overlays include:

   a. Minimum active channel boundary in both images ($A_{\text{Min}(t1)}\&A_{\text{Min}(t2)}$); where the subscripts $t1$ and $t2$ denote the earlier and later images, respectively (Figure 1 step 7a).

   b. Maximum active channel boundary in both images ($A_{\text{Max}(t1)}\&A_{\text{Max}(t2)}$; Figure 1 step 7b).
c. Minimum active channel boundary in the earlier image and maximum active channel boundary in the later image ($A_{\text{Min}(t1)}$&$A_{\text{Max}(t2)}$; Figure 1 step 7c).

d. Maximum active channel boundary in the earlier image and minimum active channel boundary in the later image ($A_{\text{Max}(t1)}$&$A_{\text{Min}(t2)}$; Figure 1 step 7d).
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