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ABSTRACT

Ensemble Machine Learning At The Edge Using The Codec

Classifier Structure And Weak Learners Guided By

Mutual Information

by

AJ Beckwith, Master of Science

Utah State University, 2024

Major Professor: Jacob Gunther, Ph.D.
Department: Electrical and Computer Engineering

The Codec Classifier is a low-computation, low-memory tree ensemble method that dra-

matically improves feasibility of image classification on resource-constrained edge devices.

It achieves advantages over other tree ensemble methods due the separation of encoder and

decoder tasks in the classifier. The encoder partitions feature space, and the decoder la-

bels the regions in the partition. This functional separation of tasks enables the encoder

design (partitioning) to be guided by maximizing the mutual information (MI) between

class labels and the features (i.e. the encoded representation of the data) without regard

to the error performance of the classifier. Experiments show maximizing MI leads to se-

quential partitioning of feature space that is more efficient than additive classifier models

such as AdaBoost. The design results in gray-coded partitions in which adjacent regions

are addressed by codewords that differ in only one bit. This novelty affords classification

insights not available with other methods. The method is applied to binary classification

(face detection) and multiclass classification (MNIST digits) problems.

(44 pages)
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PUBLIC ABSTRACT

Ensemble Machine Learning At The Edge Using The Codec

Classifier Structure And Weak Learners Guided By

Mutual Information

AJ Beckwith

The Codec Classifier is a low-computation, low-memory tree ensemble method that dra-

matically improves feasibility of image classification on resource-constrained edge devices.

It achieves advantages over other tree ensemble methods due the separation of encoder and

decoder tasks in the classifier. The encoder partitions feature space, and the decoder la-

bels the regions in the partition. This functional separation of tasks enables the encoder

design (partitioning) to be guided by maximizing the mutual information (MI) between

class labels and the features (i.e. the encoded representation of the data) without regard

to the error performance of the classifier. Experiments show maximizing MI leads to se-

quential partitioning of feature space that is more efficient than additive classifier models

such as AdaBoost. The design results in gray-coded partitions in which adjacent regions

are addressed by codewords that differ in only one bit. This novelty affords classification

insights not available with other methods. The method is applied to binary classification

(face detection) and multiclass classification (MNIST digits) problems.
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CHAPTER 1

INTRODUCTION

The efficiency of accurate, flexible machine learning methods are increasingly important

as applications of machine learning are rising. Edge devices like satellites, drones, and

hand-helds can benefit from local machine learning. Machine learning at the edge enables

classification without the need for large bandwidths or memory. The data collected from

sensors and cameras can, in real-time, be used for training and inference. Requiring only

the storage of low-memory outputs and their transmission on low-capacity communication

channels.

Neural networks [1] are by far the most popular structure for classification because of

their accuracy and adaptability. But what they gain in classification ability they lose in

computation time and model complexity.

1.1 Classification at the Edge

The resources necessary to deploy a software-based classifier include electric power,

computer memory, computational hardware, and data communication. When considering

applications on the edge, such as classification on a satellite, a drone, and hand-held devices,

all of these resources are severely limited. Neural networks generally require millions or

billions of arithmetic operations per inference, which consumes considerable amounts of

all resources previously enumerated. Every node in every layer of a deep fully-connected

neural network must store a n-element vector where n is equal to the number of inputs

for that layer. Convolutional neural networks gain efficiency through the use of kernels,

but they also use many kernels per layer and require convolution operations which are

expensive, even when exploiting frequency domain processing using the FFT. The layered

structure of a neural network also limits the number of parallel computations that can be

performed. In contrast to the heavy computational and memory burden of neural networks,
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tree ensembles are simple classification methods that require little computation and memory

when compared to similarly capable neural networks [2]. Tree ensembles may be limited

in their classification ability. The ideal tree ensemble has a minimum number of trees

to describe the data distribution in feature space so that all regions in the feature space

contain training data from only one class. This ideal places an upper limit on the number

of computations necessary for classification since the computation time is proportional to

the number of trees. Common methods for aggregating ensemble outputs is majority vote

or weighted sum. Both of these methods suffer from classification error even when a region

is pure due to aggregation of the tree outputs. The codec classifier aims to alleviate the

drawbacks of traditional tree ensemble methods. It finds a minimal tree description of a

feature space and can independently reference the regions in the description.

1.2 Tree Ensemble

Ensemble methods aggregate the outputs of multiple weak learners into a compre-

hensive prediction. Among ensemble methods, the type of weak learner, the method for

training, and the method for aggregation vary significantly [3]. The type of weak learner

used in this thesis is a tree. Fig. 1.1 shows the general structure of a tree with depth 2.

Decisions in the tree require the computation of an inequality where hi is the ith threshold

and xi is the input in the dimension di. The outputs of the tree correspond to regions

in the feature space. Some tree ensembles exclusively use trees of depth 1, called stumps.

Fig. 1.2 shows how space is partitioned using three stumps. The thresholds of stumps don’t

terminate at other thresholds as with the depth 2 tree. The trees used in this thesis are

stumps.

1.3 Adaboost

Two common training methods for tree ensembles are boosting [4] and bagging [5].

Adaboost [6] is a boosting method that sequentially trains trees. As trees are trained

the weights of points to be classified are adjusted to emphasize misclassified points. This
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(a) Tree with Depth 2

h1

h3

h2

a

b

c

d

d2

d1

(b) Space Partition of Tree in (a)

Fig. 1.1: Depth 2 Tree and its Space Partition
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(b) Space Partition of Trees in (a)

Fig. 1.2: 3 Stumps and their Space Partition
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method is an additive model [7] and can be described by

f(x) =

N∑
i=0

wihi(x), (1.1)

where N is the number of weak learners, wi is the weight, and hi(x) is a weak learner.

Fig. 1.3 shows three simple classification problems and the tree threshold positions

chosen by Adaboost and the method developed in this thesis, the codec classifier. The order

that the trees were learned in is also indicated next to each partition. The codec classifier

trained trees until 0% classification error on the training data. The Adaboost classifier was

allowed to train an equal number of trees. The classification accuracy for the Adaboost eye,

spiral, and cube data are 99.2%, 97.6%, and 55.2%, respectively. The Adaboost classifier

performed only slightly worse than the codec classifier on the eye and spiral data. On the

cube data it performed significantly worse. Even with several more trees the Adaboost

classifier still performs badly on the cube dataset. It is also important to note that the

Adaboost classifier duplicates tree positions on the spiral and cube datasets. Duplicated

trees cannot improve the partition of the feature space but still increase the complexity and

computation time of the classifier.

1.4 Mutual Information

Mutual information is defined as the amount of information one random variable con-

tains about another random variable [8] and is defined by,

I(X;Y ) =
∑
x,y

p(x, y) log
p(x, y)

p(x)p(y)
. (1.2)

As this definition shows, the probability density function of the random variables must be

known for calculation of mutual information. Several methods exist for estimating mutual

information on non-parametric data [9]. Moon et al. [10] propose a Kernel Density Esti-

mation method for probability density estimation. KDE generally features superiority over

traditional histogram-bin methods. Some included advantages are better MSE convergence
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(a) Codec Classifier (b) AdaBoost Classifier

Fig. 1.3: Tree Threshold and Dimension Comparison
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rate, origin insensitivity, and options for varied window shapes. Other methods include

KSG [11], Parzen Window Density Estimation [12], and K-Nearest Neighbor [13]. While

some of these methods can approach parametric mean square error rate of convergence

given the appropriate conditions, most of them require significant computational overhead.

Noshad et al. [9] proposes a reduced complexity mutual information estimator. This

estimator, called the ensemble dependency graph estimator, features desirable structure

that works well for approximating mutual information between the data labels and the

codeword representation of the data for the codec classifier. This is the method used for

training the encoder in the codec classifier presented in the next chapter.
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CHAPTER 2

The Codec Classifier

2.1 Architecture

The codec classifier is inspired by a simple digital communication system. It consists of

two processing stages: (1) an encoder, and (2) a decoder. The encoder inputs an image and

assigns a binary codeword. This codeword is then decoded to a class label by the decoder.

Encoder Decoder
codeword classimage

Fig. 2.1: Codec Classifier Structure

2.1.1 Encoder

The encoded representation of an image, i.e. a codeword, is determined by concate-

nating the outputs of the tree ensemble, where every tree outputs either a 1 or 0. All trees

are decision stumps, and each tree output populates one position in the codeword bit string

so that all codewords have equal length. Fig. 2.2 shows the resultant codewords when a

2-dimensional space is partitioned by the trees t1, t2, and t3. A tree ti has an output oi,

threshold hi, and operates in a dimension di of the input, i.e. di is a pixel index. The

codewords are formed as o1o2o3. oi is 1 if the input value in dimension di is greater than hi

and 0 otherwise. An ensemble of trees partitions the input feature space into rectangular

regions, and it is worth noting that the regions of feature space are gray-coded so that there

is a relationship between the Hamming distance of two codewords and the Euclidean dis-

tance between the centroids of the rectangles that those codewords represent. There exist

codewords that have no associated rectangle in the feature space. However, the encoder
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can only produce codewords that address regions in the partition.

h1

h2

h3

000 100

001 101

011 111

Fig. 2.2: 2 Dimensional Space partition of three trees

Encoding can be accomplished very efficiently allowing real-time implementation on

low-cost or low-power hardware. The computation required per tree is evaluating a single

inequality making the total computation required for an ensemble with N trees N inequal-

ities. For serial data streams the order in which trees are evaluated can be made to match

the order in which data is received.

2.1.2 Decoder

The decoder converts a codeword into a class label. Every codeword represents or

addresses a unique rectangle in the feature space. The label associated with a region is

learned from training data. The training set is encoded to codewords or rectangles. The

label for a rectangle is the most frequently occurring label of training data falling in that

rectangle. Alternatively, if a soft output is desired, then relative frequency counts can be

saved in each rectangle. The association between codewords and labels is stored by the

decoder as (codeword, label) pairs using a data structure such as an array, dictionary, or

unordered map. To classify an image, it is first encoded to a codeword. Then the codeword

is matched to a (codeword, label) pair. Fig. 2.3 demonstrates the process of classifying a
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d2

d1

(a) 2 Classes in 2 Dimensions

h1

h2

h3

d2

d1

(b) 2 Dimensional Space Parti-
tion of 3 Trees

h1

h2

h3

000 100

001 101

011 111

d2

d1

(c) Space Partition Codewords

Encoder
t1t2t3

Decoder
000 → b
001 → r
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(d) Codec Classifier Structure with Codeword-Label Pairs in Decoder

Fig. 2.3: Decoding a Point in a Labeled Region

point that falls above both h2 and h3 and to the left of h1. The spaces are assigned the

classes r and b as described by the decoder.

The training data are not guaranteed to populate all the rectangles constructed during

the process of training trees for the encoder. Therefore, it is likely that during inference

images may be mapped to a codeword corresponding to a rectangle that has not been labeled

by the training dataset. In this case, other decoding rules must be used. One such decoding

rule is to take the label of the stored codeword with the smallest Hamming distance from

the test codeword, or the most frequent label occurring among stored codewords with the

minimal Hamming distance from the test codeword. This process is described in Fig. 2.4.

The decoder only contains (codeword, label) pairs from the training set.
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(d) Codec Classifier Structure with Codeword-Label Pairs in Decoder

Fig. 2.4: Decoding a Point in an Unlabeled Region using Hamming Distance
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2.2 Mutual Information

Each tree (or stump) ti is made up by a dimension it operates in di and a threshold hi

where it splits the feature space in that dimension. Selecting the dimension and threshold

is crucial for an ensemble that yields good predictions on the training data. Ensemble

learning methods train trees in parallel, where order does not matter, or they train trees

sequentially, where order does matter. Parallel examples include all forms of bagging.

Boosting is sequential because the selection of a tree’s threshold and dimension affect the

selection of all subsequent trees’ thresholds and dimensions.

To design the encoder, a sequential method that seeks to maximize the mutual in-

formation between the set of codewords and the class labels in the partition is proposed.

The process of adding trees to the ensemble is continued until all regions in the partition

become pure. A pure partition contains no more than one class. A set of equations that

approximates the calculation of mutual information using data [9] are,

wi =
Ni

N
, (2.1)

wj =
Mj

N
, (2.2)

wij =
NijN

NiMj
, (2.3)

g(x) = x log(x), (2.4)

MI =

I∑
i=1

J∑
j=1

wiwjg(wij), (2.5)

where I and J are the number of rectangles populated by data and the number of classes,

respectively, N is the total number of training data used in the calculation, Mj is a count

of the images with the jth class, Ni is a count of the images falling in the ith rectangle,

and Nij is the number of images with the jth class in the ith rectangle. This method may

be applied in both binary and multi-class classification problems. Fig. 2.5 illustrates the

relationship between Ni, Mj , and Nij as a graph.
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Fig. 2.5: Dependency Graph with 3 Classes and 6 Codewords

2.3 Efficient Training Implementation

For each tree, every (dimension, threshold) combination has to be tried to find the

best mutual information score. This calculation has significant computation requirements

especially for large data sets, data sets with images containing many pixels, or data sets

whose images have pixel values that vary significantly. To compute MI efficiently a C++

program has been developed.

The MI equation is first simplified to

MI =

I∑
i=1

J∑
j=1

Nij

N
log

NNij

NiMj
, (2.6)

to remove unnecessary operations.

The MI calculation requires that for each image, its class and current codeword be

stored. To facilitate efficient use of memory and to optimize the computation algorithm

each image is stored in the C++ struct pointNode. pointNode contains the image, its label,

and a pointer to type pointNode.

A codewords array of type pointNode∗ and with size equal to the number of images is

created. At the start of the program all images are contained in a linked list with the head
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in the first position of codewords. Fig. 2.6 illustrates the initial structure.

Image 1 Image 2 Image 3

NULL

NULL

NULL

NULL

codewords array

Fig. 2.6: Image Storage Structure to Compute Mutual Information

Each position in the codewords array represents a different codeword. Initially, before

any trees are trained, every image has the same codeword. Hence, they are all linked to the

first position. The number of populated positions in codewords is equal to the number of

codewords.

At each populated position of codewords the algorithm moves down the linked list

keeping track of how the images with that codeword would be segregated given the proposed

threshold and pixel. The equation used to find the MI for the linked images of a specific

codeword is given as

MI =

J∑
j=1

N1j

N
log

NN1j

N1Mj
+

N2j

N
log

NN2j

N2Mj
, (2.7)

where N and Mj are constant, N1 and N2 are a count of the images that fall below

and above the threshold respectively, and N1j and N2j are counts of the images that fall

below and above the threshold with the label j.

This process is repeated for every codeword and the MI values are accumulated. Once

the total MI is found it is compared to the MI found for other thresholds and pixels. The
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threshold and pixel with the greatest MI is accepted as the best placement and a new tree

is trained.

When a tree is trained each linked list in the codewords array is segregated based on

this new tree. For each group of linked images, the images that fall below the threshold of

the new trees threshold keep their position in the codewords array. Images that fall above

the threshold are moved to the next empty position in the array. In this way images with

the same codeword are grouped together.

Previous implementations required significantly more computation and memory. In a

two-step procedure data structures were first populated with the correct edge and node

information for a given threshold and dimension. This required two nested loops with both

loops having an upper limit equal to the number of data. Then using the information

computed in the first step, the second step would compute the mutual information. This

step also has two nested loops. One with an upper limit equal to the number of codewords

and the other with an upper limit equal to the number of classes. For N equal to the

number of data, W equal to the number of codewords, and C equal to the number of

classes the number of loops necessary for each threshold, dimension pair is NW
2 + WC.

The upper limit on the number of codewords is W ≤ min(N, 2i) where i is the number of

trees. The efficient implementations loop complexity, N + WC, is far more robust to the

exponentially increasing number of codewords. Additionally, the efficient implementation

requires significantly less computation and variable copies in each loop. Fig. 2.7 shows the

reduction in loop complexity as a function of tree number for the three datasets used in

this thesis.
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CHAPTER 3

Results

3.1 MNIST

The MNIST dataset contains images of handwritten grayscale digits and is commonly

used for machine learning training and testing. It has 60,000 images in the training set

and 10,000 images in the test set. Each image has 784 pixels. Using mutual information

trees were trained on the MNIST dataset until all regions were pure. With 34 trees the

classification error of the training set was driven to 0. Fig. 3.1 shows the classification error

as a function of the number of trees used in the encoder part of the classifier.
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or

Training Set

Fig. 3.1: Training Set Performance for MNIST

Fig. 3.2 includes the test set error as well as the miss and fault rates. A miss occurs

when there is no matching codeword in the training set. A fault means a matching codeword

was found but that the class was incorrect.

While the model was well suited for classifying the training set it did not perform
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Fig. 3.2: Test Set Performance and Contributing Factors for MNIST

well on the test set. For high tree counts the majority of error occurs because there is no

matching codeword. The images in the test set fell into rectangles that the images in the

training set did not fall into.

This problem has been mitigated using Hamming distance. If an image doesn’t fall

into a labeled partition, it is given the label of the closest partition according to Hamming

distance. Fig. 3.3 shows the results of using Hamming distance to label unlabeled partitions.

It is remarkable that a classifier with 34 decision stumps achieves about 10% error rate on

a ten class classification problem.

3.2 Face Detection

Images of faces were collected from the facescrub dataset. These images are 50 × 50

pixels and RGB color. 530 individuals are represented with a total of 45762 face images.

41427 images are in the training set and 4335 images are in the test set. Non-face images

were sourced from the PASS dataset which contains 1, 439, 589 non-human images. The

first 48329 images from the PASS dataset were scaled to 50× 50 pixels and then randomly

assigned to the training and test sets. Non-face images were added to the training set with

a probability of 0.9053 to match the distribution of face images. Samples from both the
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Fig. 3.3: Hamming Classification Performance for MNIST

face and non-face images are included in Fig. 3.4.

Training until classification error was 0 took 53 trees. Fig. 3.5 shows the classification

performance for the face detection dataset. Unlike the MNIST dataset the Hamming method

keeps the error constant. This is to say the codec classifier performs the same with 12 trees

as it would with 53 trees.

To help visualize trees the threshold and pixel of each tree is superimposed onto an

image from the training set. If a tree operated on a pixel, then the color it operated on

was given the value of the threshold while the other two colors were set to 0. This creates

a colored pixel at the tree’s location and with an intensity equal to that trees threshold.

Fig. 3.6 shows the location and threshold of the first 7 pixels. Fig. 3.7 includes all trees.

Fig. 3.6 indicates that the first 7 trees’ pixels are in proximity of the forehead, chin, nose,

both cheeks, and both eyes. Furthermore, the trees are splitting on red in the forehead,

cheeks, nose, and chin while the trees operating on pixels in the left and right eyes are

splitting on blue and green respectively.

The training was also run on grayscale images. Each image in the training and test sets

were converted to grayscale. Fig. 3.8 shows the classification error. 63 trees were necessary

to drive the training error to 0.
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(a) Face Image Samples (b) Non-face Image Samples

Fig. 3.4: Face Detection Dataset Image Samples

The resultant pixel location for the trained trees is shown in Fig. 3.9 and Fig. 3.10.

The first 7 trees’ pixels were again in the areas of the forehead, nose, chin, cheeks, and eyes.

To further help understand how the codec classifier was selecting trees mutual informa-

tion images were developed. For every tree the mutual information is found for every pixel

threshold combination. To generate the images the maximum mutual information value for

each pixel is stored. Then the values are scaled to fill the range 0− 255 and displayed using

a heat map. Brighter colors correspond to higher mutual information values. The first 8

images are included in Fig. 3.11. All 63 images are included in Appendix A.

The image associated with the first tree shows that the cheeks have a high mutual

information value. Indicating that this would be a good operating pixel for the first tree.

Subsequent images show the effect of previous trees. The second image has a dark spot

on the left cheek where the first tree operates. Adding another tree with that pixel would

contribute little to the ensemble’s classification ability. Additionally, the addition of the

first tree has reduced the mutual information value for several pixels in proximity to the

first tree’s pixel.
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Fig. 3.5: Color Face Detection Classifications Performance

Fig. 3.6: First 7 Trees for Color Face Dataset Fig. 3.7: All Trees for Color Face Dataset
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Fig. 3.9: First 7 Trees for Grayscale Dataset Fig. 3.10: All Trees for Grayscale Dataset
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(a) Tree 1 (b) Tree 2

(c) Tree 3 (d) Tree 4

(e) Tree 5 (f) Tree 6

(g) Tree 7 (h) Tree 8

Fig. 3.11: Mutual Information Images for First 8 Trees



CHAPTER 4

Conclusions and Future Work

4.1 Conclusions

The results in this thesis show that the Codec Classifier is capable of classifying complex

datasets with two or more classes. The reduced training complexity of the encoder using the

ensemble dependency graph estimator of mutual information allows for fast local training or

training on the edge. On MNIST the codec classifier with 34 trees and using the Hamming

distance performs with an error of 10.44%. Adaboost with an equivalent number of trees has

an error of 39.18%. While the Hamming distance decoding rule doesn’t improve the error

for the face dataset, the error for the grayscale data is still impressive at 7.19%. The pixels

and thresholds of the first 7 trees align with what is intuitively characteristic of human

faces. The mutual information images, which show the highest mutual information for each

pixel, further confirm that the encoder in our method extracts informative features.

4.2 Future Work

Several changes to the encoder and decoder are possible. Some changes may improve

the accuracy or efficiency of the classifier. It has been proposed that in the encoder a

tree’s output should be the result of all pixels weighted according the maximum mutual

information of that pixel. So that for any tree ti the output would be described by

ti = u(−0.5 +
N∑
j=0

wj [pj < hj ]), (4.1)

where ti is the ith tree, N is the number of pixels, pj is the value of the jth pixel, hj is

the threshold of the jth pixel, wj is the weight for the jth pixel, and u(·) is the unit step

function. Variants of this idea include taking a percentage of pixels with the highest mutual
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information scores or taking all pixels whose mutual information falls within a range of the

maximum mutual information.

Currently a codeword is decoded by comparing codewords from the training data using

Hamming distance. For paralleled architectures like FPGAs and GPUs this process is very

fast because it can be split among several processing units. For CPUs or processors with

limited cores a linked list has been proposed for decoding. The depth of the linked list

would be equal to the length of the codewords. Each node in the list would contain two

references to other nodes. If a codeword is decoded that exist in the training set, then each

bit would determine the path through the linked list until the last node is reached. This

node contains class information. If a codeword is not contained in the training set, then at

some point the path called for by a bit will not exist. In this case the codeword can take

on the most common label of all children of that node. This information can be stored in

the node to remove unnecessary searching. Fig. 4.1 demonstrates this approach when the

codewords 000, 001, and 100 are used to create the list and 101 is decoded.

Encoder
t1t2t3

o1

o2

o3

a

0

b

1

0

0

o2

o3

b

0 1

0

1

101 bpoint

Fig. 4.1: Point Classification Using Linked Decoding
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APPENDIX A

Mutual Information Images

Fig. A.1: Mutual Informa-
tion Image For Tree 1

Fig. A.2: Mutual Informa-
tion Image For Tree 2

Fig. A.3: Mutual Informa-
tion Image For Tree 3

Fig. A.4: Mutual Informa-
tion Image For Tree 4

Fig. A.5: Mutual Informa-
tion Image For Tree 5

Fig. A.6: Mutual Informa-
tion Image For Tree 6

Fig. A.7: Mutual Informa-
tion Image For Tree 7

Fig. A.8: Mutual Informa-
tion Image For Tree 8

Fig. A.9: Mutual Informa-
tion Image For Tree 9
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Fig. A.10: Mutual Informa-
tion Image For Tree 10

Fig. A.11: Mutual Informa-
tion Image For Tree 11

Fig. A.12: Mutual Informa-
tion Image For Tree 12

Fig. A.13: Mutual Informa-
tion Image For Tree 13

Fig. A.14: Mutual Informa-
tion Image For Tree 14

Fig. A.15: Mutual Informa-
tion Image For Tree 15

Fig. A.16: Mutual Informa-
tion Image For Tree 16

Fig. A.17: Mutual Informa-
tion Image For Tree 17

Fig. A.18: Mutual Informa-
tion Image For Tree 18

Fig. A.19: Mutual Informa-
tion Image For Tree 19

Fig. A.20: Mutual Informa-
tion Image For Tree 20

Fig. A.21: Mutual Informa-
tion Image For Tree 21
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Fig. A.22: Mutual Informa-
tion Image For Tree 22

Fig. A.23: Mutual Informa-
tion Image For Tree 23

Fig. A.24: Mutual Informa-
tion Image For Tree 24

Fig. A.25: Mutual Informa-
tion Image For Tree 25

Fig. A.26: Mutual Informa-
tion Image For Tree 26

Fig. A.27: Mutual Informa-
tion Image For Tree 27

Fig. A.28: Mutual Informa-
tion Image For Tree 28

Fig. A.29: Mutual Informa-
tion Image For Tree 29

Fig. A.30: Mutual Informa-
tion Image For Tree 30

Fig. A.31: Mutual Informa-
tion Image For Tree 31

Fig. A.32: Mutual Informa-
tion Image For Tree 32

Fig. A.33: Mutual Informa-
tion Image For Tree 33
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Fig. A.34: Mutual Informa-
tion Image For Tree 34

Fig. A.35: Mutual Informa-
tion Image For Tree 35

Fig. A.36: Mutual Informa-
tion Image For Tree 36

Fig. A.37: Mutual Informa-
tion Image For Tree 37

Fig. A.38: Mutual Informa-
tion Image For Tree 38

Fig. A.39: Mutual Informa-
tion Image For Tree 39

Fig. A.40: Mutual Informa-
tion Image For Tree 40

Fig. A.41: Mutual Informa-
tion Image For Tree 41

Fig. A.42: Mutual Informa-
tion Image For Tree 42

Fig. A.43: Mutual Informa-
tion Image For Tree 43

Fig. A.44: Mutual Informa-
tion Image For Tree 44

Fig. A.45: Mutual Informa-
tion Image For Tree 45
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Fig. A.46: Mutual Informa-
tion Image For Tree 46

Fig. A.47: Mutual Informa-
tion Image For Tree 47

Fig. A.48: Mutual Informa-
tion Image For Tree 48

Fig. A.49: Mutual Informa-
tion Image For Tree 49

Fig. A.50: Mutual Informa-
tion Image For Tree 50

Fig. A.51: Mutual Informa-
tion Image For Tree 51

Fig. A.52: Mutual Informa-
tion Image For Tree 52

Fig. A.53: Mutual Informa-
tion Image For Tree 53

Fig. A.54: Mutual Informa-
tion Image For Tree 54

Fig. A.55: Mutual Informa-
tion Image For Tree 55

Fig. A.56: Mutual Informa-
tion Image For Tree 56

Fig. A.57: Mutual Informa-
tion Image For Tree 57
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Fig. A.58: Mutual Informa-
tion Image For Tree 58

Fig. A.59: Mutual Informa-
tion Image For Tree 59

Fig. A.60: Mutual Informa-
tion Image For Tree 60

Fig. A.61: Mutual Informa-
tion Image For Tree 61

Fig. A.62: Mutual Informa-
tion Image For Tree 62

Fig. A.63: Mutual Informa-
tion Image For Tree 63
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