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ELAINE S. ORAN, VINCENT B. WICKWAR, WLODEK KOFMAN, AND ALICE NEWMAN

In this preliminary report on low-energy (0.3 to 3 eV) secondary electrons in the auroral E layer (90 to 150 km), we compare intensities of plasma lines observed with the Chatanika radar to theoretical predictions obtained from a detailed numerical model. The model calculations are initiated with a flux of energetic auroral primary electrons which enter the atmosphere and lose energy to electrons, ions, and neutrals through a combination of elastic and inelastic collisions. This flux is chosen in order that the total calculated ionization rate matches one that is deduced from the radar measurements. From these same calculations the steady state secondary electron flux is deduced as a function of altitude, energy, and pitch angle. This flux is used to calculate plasma line intensities which are then compared with observed intensities. Initial comparisons suggest that the plasma line theory, when applied to low altitudes, must include the effect of electron-neutral collisions. When this is done, the good agreement obtained between theory and experiment indicates the promise of this approach for the study of low-energy auroral electrons.

1. INTRODUCTION

Enhancements of the intensity of plasma lines above the thermal level have been observed in the F region of the ionosphere at several incoherent scatter radar facilities [Yngvesson and Perkins, 1968; Fremouw et al., 1969; Evans and Gastman, 1970; Cicerone and Bowhill, 1971; Wickwar, 1971; Carlson et al., 1977; Lejeune and Kofman, 1977; Oran et al., 1978; Kofman and Lejeune, 1980]. In these cases the suprathermal electrons responsible for the enhancements are local or conjugate photoelectrons created by solar ionization. Observations of plasma line spectra in the auroral E region have recently been made with the Chatanika incoherent scatter radar [Wickwar, 1978; Kofman and Wickwar, 1980]. In this case the suprathermal electrons are secondary electrons formed from the deposition of an incident flux of energetic electrons instead of photons. The radar's wavelength determines that the energies of the electrons that excite the plasma lines have phase energies ranging from a fraction of an electron volt to a few electron volts.

The previous lack of observational data on low-energy, low-altitude electrons has left unanswered many fundamental questions about their interactions and behavior. In the auroral region, some of these questions focus on the role of collisionless processes in determining the secondary electron spectra [Papadopoulos and Coffey, 1974; Matthews et al., 1976; Papadopoulos and Rowland, 1978]. Uncertainties in the collision cross sections for low-energy electrons have arisen because of inconsistencies in the estimates of the energy required to heat thermal electrons to observed temperatures [Carlson et al., 1977; Kofman and Lejeune, 1980]. Experimental and theoretical considerations have indicated that the modeling procedures and the cross sections in the energy range between thermal and suprathermal electrons are of questionable validity [Kofman and Lejeune, 1980; Ashihara and Takyani, 1974; Jasperse, 1976, 1977]. Finally, the large electron-neutral collision frequencies at low altitudes suggest that they must also be included in the basic calculation of plasma line intensities.

Detailed calculations and comparisons have proved very useful in studying plasma lines excited by photoelectrons. They have helped to define and resolve problems involving self-consistent calculations of electron temperatures [Carlson et al., 1977], anisotropy in upshifted and downshifted plasma line intensities [Oran et al., 1978], and the existence of large electron fluxes in the F region near the intersection of the thermal and photoelectron populations [Kofman and Lejeune, 1980].

This paper presents a first attempt to compare auroral E region observations to theoretical predictions. In the course of this paper we introduce the methodology for studying these questions. In the following section we present and describe the plasma line temperatures and the total ionization rates that have been derived from the radar measurements. We also discuss the accuracy of the effective recombination rate that must be used to determine the ionization rate. In section 3 we present the results of detailed model calculations of the plasma line temperatures. The calculations include determination of the secondary electron fluxes and the excitation and damping terms for the plasma lines. An important aspect of the plasma line portion of these calculations is the inclusion of a new term to describe the effects of electron-neutral collisions. We compare data and model calculations in section 4 and give our conclusions in section 5.

2. DATA DERIVED FROM THE RADAR MEASUREMENTS

Besides providing the plasma wave temperatures, the radar measurements also provide other data such as electron densities and exospheric temperatures that are used in our theoretical calculations. We are also able to deduce the total ion production rate which provides the normalization for the energetic auroral electron degradation calculation.

For the comparisons in this paper we have used data from two days: January 20, 1976, and March 19, 1978. Particular attention is paid to the March 19 data that have already been described, along with the radar and experimental procedures, by Kofman and Wickwar [1980]. On that date the auroral E layer was relatively stable and had a peak near 100 km. The data from January 20, 1976, which were obtained during the first Chatanika plasma line experiment [Wickwar, 1978], are included because the E layer peaked about 20 km higher.
altitude difference provides us with two very diverse situations to compare with our model, thereby strengthening our conclusions.

In Figure 1 we show the E region electron density profile for March 19, 1978 [Kofman and Wickwar, 1980]. The eight points on the solid curve were obtained from the frequency and altitude of the plasma lines measured with the filter bank. The altitude distribution of this signal allows the altitude of each point to be determined to within better than 2 km. The solid line is obtained from the total power in the ion component of the spectrum and has been appropriately corrected and scaled to fit the more accurate plasma line points.

The exospheric temperature is also needed for the neutral atmosphere model used in the detailed calculation. It has been calculated from ion temperatures near 300 km measured by the radar during periods without significant joule heating. In other experiments that had joule heating information available, we have found that the time scale for significant joule heating events and for the resultant ion temperature fluctuations was less than half an hour. Therefore we have taken periods during the experiment when the ion temperatures varied smoothly for longer than half an hour to indicate the lack of joule heating. Three to four hours before these plasma line measurements the exospheric temperature was 1000°K. By the time these data were taken, it may have risen to 1200°K. This possible range of variation has practically no effect on model neutral densities for our altitudes of prime interest (100 to 120 km) and very little effect even at altitudes as high as 150 km.

The total ion production rate in the E region, \( q_m \), can be estimated from the electron density \( N_e \) when the effective recombination rate \( \alpha_{\text{eff}} \) is known:

\[
q_m = \alpha_{\text{eff}} N_e^2 \text{ cm}^{-3} \text{s}^{-1}
\]  

However, \( \alpha_{\text{eff}} \) is a complex function of the ion composition and of the electron temperature. For moderate auroral conditions, the expression

\[ \alpha_{\text{eff}} = 2.50 \times 10^{-8} \exp \left( -\frac{z}{51.2} \right) \text{cm}^3\text{s}^{-1} \]  

where \( z \) is the altitude in kilometers has been shown to be a useful expression in comparing radar and photometer data [Wickwar et al., 1975] and radar and satellite data [Vondrak and Baron, 1976]. Equations (1) and (2) together with the measured \( N_e \) profile give the \( q_m \) profile shown in Figure 1.

It is important to know how accurate this ion production rate profile is and in what regions of the ionosphere it is most accurate. In Figure 2 we compare \( \alpha_{\text{eff}} \) from (2) to a profile determined experimentally by Baron [1974] from the decay of E region densities. Alternately, we can calculate \( \alpha_{\text{eff}} \) for a mixture of NO\(^+\) and O\(^2+\) ions:

\[ \alpha_{\text{eff}} = \frac{\alpha_{\text{NO}^+}[\text{NO}^+] + \alpha_{\text{O}_2^+}[\text{O}_2^+]}{N_e} \text{ cm}^3\text{s}^{-1} \]  

where we denote ion concentrations by square brackets and the total ion concentration is equal to the electron concentration \( N_e \). For curve A in Figure 2 we assume that 67% of the ions are NO\(^+\) and 33% are O\(^2+\). For curve B we assume that 90% of the ions are NO\(^+\) and 10% are O\(^2+\). These two curves thus encompass a reasonable range of possible ratios of NO\(^+\) and O\(^2+\) for the auroral E region [Swider and Narcisi, 1977].

To obtain these curves, we used the smooth electron temperature curve

\[ T_e = 1715 - 1515 \exp \left( -0.01(z - 100) \right) \text{K} \]  

shown in Figure 2 as a heavy dashed line. This temperature profile passes close to the radar-measured E region (three val-
Fig. 3. (a) Plasma wave temperatures for 1318–1341 UT on March 19, 1978. The circles show the measured \( kT_p \) values in the topside of the \( E \) layer. The dashed curve in the bottomside shows the lower temperature limit for detecting plasma lines or an equivalent upper bound for the temperatures. The heavy dashed line shows the theoretically calculated \( kT_p \) values without electron-neutral collisions; the heavy solid line shows the temperatures with collisions. (b) Phase energies.

The profile of phase energies for the plasma lines.

Values between 116 and 128 km) and \( F \) region (three values between 312 and 412 km) electron temperatures and passes through 200 K at 100 km. We then calculate \( q_{en} \) by using the temperature-dependent recombination coefficients for both ions [Torr and Torr, 1978]:

\[
\begin{align*}
\alpha_{NO} &= 4.2 \times 10^{-7} \left( \frac{T_e}{300} \right)^{0.55} \text{ cm}^3 \text{s}^{-1} \\
\alpha_{O_2} &= 1.6 \times 10^{-7} \left( \frac{T_e}{300} \right)^{0.55} \text{ cm}^3 \text{s}^{-1}
\end{align*}
\]

These coefficients are consistent with both laboratory measurements and model calculations fitted to Atmosphere Explorer satellite measurements.

Thus we see that those values of \( q_{en} \) obtained by using the approximation given in (2) are within about 15% of what is obtained from either the experiment or from (3) between 110 km and 125 km, the altitude region most important for the plasma line comparisons. Similar good agreement between predictions of (2) and (3) extends at least another 10 km above the last experiment point, to 135 km. Above that, Figure 2 shows a slow divergence of \( q_{en} \) values, but this does not affect our plasma line comparisons. This divergence would be less if there were a significant fraction of \( O^+ \) ions or if the electron temperature were greater. Below 110 km our estimate of \( q_{en} \) (employing (1) and (2)) may be too small by an amount that could be as much as 30% by 100 km.

The final important parameter that can be derived from the radar data is the plasma wave temperature \( kT_p \). While the electron density is determined from the frequency of the plasma line signal, the plasma wave temperature is determined from the intensity of the signal and the range of altitudes from which it comes. The anaylsis procedure was first discussed by Yngvesson and Perkins [1968] and has been discussed in more detail for Chatanika data by Wickwar [1978] and Kofman and Wickwar [1980].

For the data from March 19, 1978, the plasma line intensity was measured by two methods: a filter bank and a high-speed correlator. The intensities have been compared and discussed by Kofman and Wickwar [1980]. Within the error bars the two sets of results are in agreement, and no difference exists between upshifted and downshifted plasma lines. Since the uncertainty is less for the filter bank data during this period, we used them to determine the plasma wave temperatures. In addition, the data presented in this paper are a combination of the upshifted and the downshifted data.

The other critical factor in the plasma wave temperature determination is the range extent of the scattering region. We may use either the ion component density profile or the range between the detected plasma lines. In both cases, we find values on the order of 1 km for our 100 kHz-wide filters.

The \( kT_p \) values were computed by two methods [Kofman and Wickwar, 1980] with the same results. The first method depends on the plasma line signal intensity and the absolute antenna gain; the second depends on the ratio of the plasma line signal intensity to ion component signal intensity. The resultant \( kT_p \) values are shown in Figure 3a. Also shown is a curve of the lower bound plasma wave temperatures that could have been detected with the filter bank. This curve thus provides an upper bound to the actual plasma line temperatures that would have been present below 100 km. All the detected plasma lines are from topside of the \( E \) layer.

The indicated error bars are the result of propagating the statistical uncertainty of the measured intensities. Possible systematic effects from spatial and temporal averaging are difficult to evaluate and have not been included. However, these effects are in opposite directions and to first order offset each
other, with the possible exception of the point closest to the peak of the layer.

In Figure 3b we show the phase energy profile [Yngvesson and Perkins, 1968] determined from the electron densities. It indicates the minimum energy of the secondary electrons that interact with the plasma waves.

The experimental procedure on January 20, 1976, was similar to that used for March 19, 1978, but was less comprehensive, since no E region temperatures were measured and the filter bank had only three filters [Wickwar, 1978]. The plasma wave temperatures for January 20 are given in Figure 4a, and the phase energy profile in Figure 4b.

3. MODEL CALCULATION

In order to find the secondary electron flux required to calculate plasma wave temperatures we used the energetic electron deposition model developed by Strickland et al. [1976] that is based on a finite difference solution of the collisional Boltzmann equation. This model has been shown to be accurate for suprathermal electrons created by either the solar EUV or for auroral electrons [Oran and Strickland, 1978]. The model requires the specification of an incident or local spectrum of primary energetic electrons, an ambient electron density profile, and a neutral atmosphere model. The principal output is the degraded electron flux \( q(z, \mu, E) \), where \( z \) is the altitude, \( \mu \) is the pitch angle, and \( E \) is the energy. Important by-products of the calculation include the total production rate of ions, the production rates of excited and ionized species, and the heat loss to the thermal electrons.

Most of the input quantities have already been discussed in the previous section. The Jacchia [1971] neutral model was used with an exospheric temperature of 1000 K. We chose an appropriate incident energetic electron flux by iterating on an initial guess until the resultant total ionization rates agreed with those obtained with the radar over the altitude range of the plasma line observations. Any discrepancies between the two ionization profiles outside this limited altitude range are assumed to be of lesser importance to the plasma line calculation, which depends only on local variables. The calculated profile \( q \), is shown in Figure 1. In fact, good agreement between profiles was achieved over the full altitude range. The resultant incident electron fluxes for the two days are shown in Figure 5.

The numerical aspects of the electron deposition calculations have been checked by reducing the size of the energy and altitude meshes, varying the altitude of the boundary conditions, and testing for energy conservation. Convergence tests of this type have been reported previously [Strickland et al., 1976; Oran and Strickland, 1976, 1978].

Also important are tests of the sensitivity of the derived fluxes to the input parameters. Initial tests which varied the neutral temperature and species densities by as much as 30% caused negligible changes in the derived fluxes at the E region altitudes of interest. More detailed tests of these input data will be performed as part of the extensive comparison between the data and model planned for a later date.

Typical secondary electron fluxes are shown in Figure 6 for altitudes between about 90 and 150 km and between 0.3 and 10 eV. These calculated fluxes show the same general behavior as those measured by Sharp and Hays [1974]. There is a dip at about 2.5 eV due to absorption in the vibrational bands of \( \mathrm{N}_2 \) and a bump at about 4 eV. These general features have also been calculated by Rees et al. [1969]. It is primarily the flux between 100 and 120 km and 0.3 and 2.0 eV that is important for these plasma line observations.

The plasma line temperatures are then calculated from these secondary electron fluxes using the method described by Oran et al. [1978]. For this we are required to use the same electron density and neutral model as in the flux calculation.
The calculation of the plasma wave temperature $kT_p$ is based on

$$\frac{kT_p}{kT_e} = \frac{f_p + f_m + \chi_{ei} + \chi_{en}}{L_p + f_m + \chi_{ei} + \chi_{en}}$$  \tag{6}$$

where the terms in the numerator and denominator of the right-hand side describe the excitation and damping of plasma waves. The function $f_m$ is the contribution of the thermal electrons to the excitation and Landau damping of the plasma waves [Yngvesson and Perkins, 1968]. The functions $f_p$ and $L_p$ are the contribution of suprathermal electrons (photoelectrons or secondary electrons) to the excitation and Landau damping, respectively, of the plasma waves. They have been treated in detail by Fremouw et al. [1969] and Oran et al. [1978]. In the absence of a magnetic field or when the direction of the radar beam is along the magnetic field, both $f_p$ and $L_p$ simplify to functions involving the one-dimensional velocity distribution [Yngvesson and Perkins, 1968]. As a consistency check on the form of $f_p$ and $L_p$, we note that if the velocity distribution of the suprathermal electrons were Maxwellian, $f_p$ and $L_p$ would reduce to the form of $f_m$. The function $\chi_{ei}$ represents the excitation and damping of plasma waves due to electron-ion collisions [Yngvesson and Perkins, 1968] and is proportional to the electron-ion collision frequency [Wickwar, 1971; Oran et al., 1978]. The function $\chi_{en}$ is a similar term that we introduce to account for the excitation and damping due to electron-neutral collisions.

The electron temperatures used in (6) are those obtained from a steady state calculation that uses the same neutral atmosphere model and electron density data as in the electron deposition calculation. The heat source term is equal to the term for energy loss by secondary electrons to ambient electrons in the $q(E, \mu, z)$ calculation. This part of the calculation will be extended and refined in a future paper in order to obtain better estimates of $T_e$ which may be compared to data.

The new contribution to (6) is the inclusion of the effects of electron-neutral collisions, which become important at low altitudes. Recently, Newman and Oran [1981] calculated the contribution of electron-neutral collisions $\chi_{en}$ by applying fluctuation dissipation theory and Salpeter's approximation to the collisional Boltzmann equation. For the parameter range of interest, the BGK collision term may be represented as the sum of the electron-neutral collision frequency (including both elastic and inelastic contributions from dominant neutral species [Oran et al., 1974]) and a suitably defined electron-ion Coulomb collision frequency. They found $\chi_{en}$ to be proportional to the electron-neutral collision frequency with the same constant of proportionality as in the electron-ion collision term $\chi_{ei}$.

For the data from March 19, 1978, the terms of (6) are shown individually in Figure 7 as a function of altitude. The
calculated plasma wave temperatures are shown in Figure 3a, both with and without electron-neutral collisions. Similar plasma wave temperature calculations performed for the data from January 20, 1976, are shown in Figure 4a.

4. Comparison of Observations and Calculations

In Figures 3 and 4 we see that below 130 km there is a significant difference between the two sets of model calculations depending upon whether or not electron-neutral collisions are included in the plasma line portion of the calculations. Most importantly, we see that the experimental values are in good agreement with the calculated values that include collisions.

Still more information can be obtained from the comparison of model calculation and experiment by examining the contribution of each term in (6). These terms are shown individually in Figure 7 for the calculation of plasma wave temperatures for March 19, 1978. In the altitude region between 105 and 115 km, there is very good agreement between theory and experiment. In this region the $f_p$ term from the secondary electrons and the $X_n$ term from electron-neutral collisions dominate. Hence the good agreement supports our detailed calculations of both of these terms. Below 100 km the $X_n$ term alone dominates. The agreement with the upper bound for the experimental temperatures is significant support for the calculation of this term. As indicated previously, model calculations would be most affected for altitudes near 100 km by the possible systematic errors in the estimate of $a_{el}$. Hence disagreement at that altitude is not considered to be significant.

At higher altitudes, between 115 and about 120 km, the $f_p$ and $L_p$ terms dominate. Because of the coupling between them, agreement in this region would be more indicative of the shape than the magnitude of the velocity distribution. Above about 125 km the $f_m$ term from the ambient electrons dominates. Comparisons in this region provide information mostly about $T_e$. The disagreement between calculation and experiment at 121 km could indicate that the $f_p$ term was too small or, more likely, that the calculated $T_e$ and $f_m$ were too small. Because of the strong dependence of $f_m$ on $T_e$, a much smaller error in $T_e$ than in the secondary electron flux would be required to produce this discrepancy. Previous findings [Carlson et al., 1977; Kofman and Lejeune, 1980] also suggest that our model calculations may somewhat underestimate $T_e$.

The model calculations reproduce other features of $kT_e$ profiles that have appeared in the observations. The calculations predict that plasma lines on the bottomside of the $E$ layer are too small to be detected; in fact, they are not observed. The maximum $kT_e$ value in the calculated profile occurs at an altitude above the peak of the $E$ layer and hence at a plasma frequency well below the maximum frequency. This theoretical result is consistent with the observations reported here and by Kofman and Wickwar [1980]. Another predicted feature is the rapid decrease in $kT_e$ with height above the altitude of the maximum value. This is consistent with the data presented by Wickwar [1978] and Kofman and Wickwar [1980]. The decrease, as discussed by Wickwar [1978] and verified by the theoretical calculations presented here, is due to the increasing influence of thermal electrons as a function of increasing altitude.

5. Conclusion

This first comparison of observations and theoretical model calculations for plasma lines at Chatanika shows that we are able to extend the analysis of plasma lines to the auroral $E$ layer. The calculations start from a flux of energetic auroral electrons that is adjusted to obtain the electron-ion production rates determined from the radar measurements. The fluxes of secondary electrons determined by the collisional electron deposition model are then combined with the plasma line theory to obtain plasma wave temperatures that are compared to the observations.

As discussed in section 4, there is good agreement between the results of the calculations and observations when we extend the plasma line theory by introducing a term for electron-neutral collisions. For this term it has been shown [Newman and Oran, 1981] that a form analogous to that of the term for electron-ion collisions is required. While this is the principal damping term in the lower $E$ region, it would have no effect on previous calculations made for higher altitudes.

The auroral $E$ layer data discussed in this paper have provided the first opportunity to test the viability of theoretical model calculations at low suprathermal electron energies. The good agreement between model calculations and experimental results strongly supports the physical models adopted for calculating the secondary electron flux and all of the elastic and inelastic cross sections used. Because the model does well and no collisionless effects are included, we conclude that collisionless effects are not significant within this low-altitude, low-energy range.

In the future we plan to do more extensive comparisons of observed and calculated plasma lines in the auroral $E$ layer at Chatanika. In doing so we will not only increase the variety of geophysical conditions that can affect the relative importance of different terms in the calculations, but we will further constrain the calculations by extending the comparisons to measurements of electron temperatures and auroral emissions. There are also available considerable daytime plasma line data from the $E$ and $F$ regions at Chatanika which will enable us to examine the transition region between thermal electrons and photoelectrons. Comparisons of this type should also be made with data from the European incoherent scatter radar. There, the use of both the UHF and VHF frequencies would enable a much wider range of phase energies to be examined.
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