Rayleigh lidar measurements of the temporal frequency and vertical wavenumber spectra in the mesosphere over the Rocky Mountain region
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Abstract. Temporal and spatial spectral analysis techniques were applied to lidar data collected over a period of 18 months above the Rocky Mountain region at an altitude range from 45 to 70 km by a Rayleigh lidar system located in Logan, Utah (41.7°N, 111.8°W). Examination of the averaged temporal frequency $F(\alpha)$ and vertical wavenumber $F(m)$ spectra showed spectral slope values of $-1.49 \pm 0.03$ and $-2.3 \pm 0.1$, respectively. The observed slope for the overall averaged $F(m)$ spectrum is considerably more positive than the value of -3 predicted by the linear instability theory but close to the value of -2 that is predicted by the scale independent diffusive filtering theory using the measured $F(\alpha)$ slope parameter. However, examination of the monthly averaged $F(m)$ spectra for the transition from winter to summer showed the spectra became flatter suggesting that Doppler shift effects caused by the seasonal change in the magnitude and direction of the background wind field are significant. The characteristic vertical wavelength $\lambda_0$ was found to be $\sim 12$ km for the altitude region of 45-70 km. Comparison of this value with the characteristic wavelengths from other lidar observations at lower and higher altitude ranges showed an overall increase of $\lambda_0$ with height. The observed enhancement of the $F(m)$ spectral magnitude in winter is believed to be caused in part by the low-frequency wave activity observed in the temperature profiles.

1. Introduction

Numerous observations have revealed similarities in both spectral magnitudes and slopes of middle-atmosphere vertical wavenumber spectra, $F(m)$, of density and wind perturbations. VanZandt [1982] suggested that this “universality” of $F(m)$ spectra was due to the random superposition of the gravity waves in the atmosphere, in a process also envisioned to be true for the ocean [Garrett and Munk, 1975]. Since then several theories have been developed with remarkable success to explain the mechanisms producing this spectral behavior. The theories developed to explain the $F(m)$ spectrum of gravity wave oscillations that have been most frequently cited are the linear instability theory (LIT) by Dewan and Good [1986], the saturated-cascade theory (SCT) by Dewan [1994, 1997], the Doppler spreading theory (DST) by Hines [1991], diffusive damping theory (DDT) by Weinstock [1990] and the diffusive filtering theory (DFT) by Gardner [1994]. These theories are based on different key assumptions, and hence the mechanisms of the formation of the spectrum described by these theories are quite different. A review of these theories and their key predictions is given by Gardner [1996]. While several of these theories predict the same behavior for the $F(m)$ spectrum, i.e., a spectral slope of -3, the DFT predicts a spectral slope of -3 in a special case that applies only when the power index of the temporal frequency spectrum, $F(\alpha)$, is equal to -2. Otherwise, it predicts the spectral slope of the $F(m)$ spectrum as a function of the power index of $F(\alpha)$.

In this paper, the experimental results from the ground-based lidar observatory in the Rocky Mountains (Wickwar et al., Rayleigh lidar observations in the upper mesosphere over Utah, submitted to J. Geophys. Res., 1997) (hereinafter referred to as Wickwar et al., submitted manuscript, 1997) will be compared with predictions from the two theories represented by LIT and DFT. This mountainous region was traversed several times in the Airborne Lidar and Observations of Hawaiian Airglow and Airborne Noctilucent Cloud (ALOHA/ANLC) campaigns. These results on the spectral analysis of the ground-based measurements of atmospheric density fluctuations over Utah provide new information regarding the averaged behavior of temporal frequency and vertical wavenumber spectra in the upper mesosphere region.

2. Summary of Theories Concerning the Results of Spectral Analysis of Density Fluctuations

According to Dewan and Good [1986], there are two different mechanisms that account for the spectral behavior of atmospheric density fluctuations, namely, the dynamic instability (Kelvin-Helmholtz instability) and convective...
instability. When the vertical wind shear $S$ of the horizontal wind reaches such a value that makes the Richardson number ($R_i=N^2/S^2$, $N = \text{Brunt-Vaisala frequency}$) become less than 0.25, turbulence is generated reducing through dissipation the wave amplitude. The limiting wave amplitude for shear instabilities is $2 \, N/m$.

Convective instability appears when the gravity-wave induced oscillation reaches an amplitude such that the vertical gradient of the total potential temperature (the sum of the background potential temperature and the gravity-wave induced potential temperature fluctuation) is equal or less than zero, that is,

$$\frac{\partial \theta}{\partial z} + \frac{\partial \varphi}{\partial z} \leq 0. \quad (1)$$

Wave energy dissipation through turbulence will occur as the consequence of the convective instability that is generated. The limiting wave amplitude for convective instabilities is $N/m$. As a result of this condition, the amplitude of the $F(m)$ spectrum of the horizontal wind at wavenumber $m$ is constrained by the threshold

$$F(m) = \alpha \frac{N^2}{m^3}. \quad (2)$$

where $\alpha$ is a constant ranging from $-1/2$ to $1/20$, depending on whether there is a monochromatic wave or a broadband of waves in a wave packet [Wilson et al., 1991]. Thus the convective instability process is thought to be the dominant mechanism that contributes to the formation of the universal spectrum because its limiting amplitude is 2 times smaller than that for shear instabilities.

Gardner [1994] proposed what he called a scale-independent (SI) diffusive filtering theory. In this theory, the effective wave-induced eddy diffusivity at a given altitude is assumed to be the same for each wave regardless of its vertical wavelength and period. Both the molecular diffusivity and eddy diffusivity that are associated with the wave activity and the turbulence serve to degrade the organized bulk air movements. A key assumption in this theory is that when the vertical phase speed of the upward propagating wave $\omega/m$ is equal to or less than the effective vertical diffusion velocity $mD$, the wave is severely damped and completely removed from the source spectra. Thus only waves satisfying

$$mD \leq \omega / m \quad (3)$$

or equivalently

$$Dm^2 \leq \omega \quad (4)$$

$$m \leq \sqrt{\frac{\omega}{D}} \quad (5)$$

can grow in amplitude with increasing altitude free from any dissipative effects. Waves that do not satisfy the above condition are damped by diffusion and are filtered out of the source spectra. In this theory, a wave with frequency $\omega$ and vertical wavenumber $m$ has either been filtered out and removed from the spectrum, or remains intact with the amplitude growing exponentially with height depending on whether or not (3) through (5) are satisfied.

The model source $(m, \omega)$ spectrum is generally considered not to be separable, but separability can be assumed in the range of low $m$ and high $\omega$. If $m^*_s$ and $\omega_s$ represent the vertical size and the timescale for each of the sources, then the source spectrum is modeled as:

$$F_{sc}^{m}(m, \omega) = m^s \omega^{\Gamma-(s+1)/2} \quad (6)$$

for $f < \omega < \omega_s$, and

$$F_{sc}^{m}(m, \omega) = \frac{m^s}{\alpha_{p+1}(s+1)/2} \quad (7)$$

for $\omega_s < \omega < N$, where $s \geq 0$, $\Gamma = (s+1)/2$, and $p \geq -1/2$.

If we denote $S(\nu')$ as the total wave variance at an altitude $z$ where the atmosphere is characterized by an effective diffusivity $D$, then the joint $(m, \omega)$ spectrum can be written as:

$$F_u(m, \omega) = (2\pi)^2 <(u')^2><(s+1)> \left( \frac{m}{m_{sc}} \right)^s \left( \frac{\omega}{\omega_{sc}} \right)^{\Gamma-(s+1)/2} \quad (8)$$

for $f \leq \omega \leq \omega_{sc}$ and $m \leq (\omega / D)^{1/2}$, and

$$F_u(m, \omega) = (2\pi)^2 <(u')^2><(s+1)> \left( \frac{m}{m_{sc}} \right)^s \left( \frac{\omega}{\omega_{sc}} \right)^{p-(s+1)/2} \quad (9)$$

for $\omega_{sc} \leq \omega \leq N$, and $m \leq (\omega D)^{1/2}$, where $m_{sc} = (\omega_{sc} / D)^{1/2}$, and $<(u')^2>$ depends on the total diffusivity.

The one-dimensional $\omega$ and $m$ spectra can be derived by integrating the source spectrum over a complete range of $m$ and $\omega$, respectively, that is,

$$F_u(\omega) = \frac{\pi^{z/2}}{2\pi} \int_{0}^{\omega} F_{sc}^{m}(m, \omega)dm \quad (10)$$

$$F_u(m) = \frac{\pi^{z/2}}{2\pi} \int_{m}^{m_{sc}} F_{sc}(m, \omega)d\omega \quad (11)$$

According to Gardner [1996], at mid-latitude mesopause heights, the wave-induced diffusivity, $D_{wav}$, is ~330 m$^2$/s, the diffusivity associated with turbulence, $D_{tur}$, is ~100 m$^2$/s, and the molecular diffusivity, $D_{mol}$, is ~5 m$^2$/s. Consequently, the fact that the wave-induced diffusivity is considerably larger than the other two is the governing factor in the successful application of diffusive filtering theory. Gardner [1996] established the relationship between the diffusivity and the wave field shear parameter $\langle \partial u/\partial z \rangle^2$ by using
The vertical wavenumber spectrum and the temporal frequency spectrum now can be related to \( R_{1} \) through the relations

\[
F_{u}(m) = 2\pi <(u')^{2}> \left( \frac{2(\rho - 1)(s + 1)}{(2s - 1)} \right) \left( \frac{m_{a}}{m} \right)^{2} \\
\quad m < m_{a}.
\]

\[
F_{u}(\omega) = 2\pi <(u')^{2}> \left( \frac{2(\rho - 1)(s + 1)}{(2s - 1)} \right) \left( \frac{m_{a}}{m} \right)^{2} p^{-1} \\
\quad m_{a} < m < m_{c},
\]

\[
F_{u}(\omega) = 2\pi <(u')^{2}> \left( \frac{2(\rho - 1)(s + 1)}{(2s - 1)} \right) \left( \frac{m_{a}}{m} \right)^{2} f_{N},
\]

\[
f < \omega < N
\]

where

\[
< (u')^{2} >= \frac{(s + 3)^{2} N^{2}}{(s + 1)R_{1}\ln(N/f)} m_{a}^{-2}
\]

for \( p = 2 \) and

\[
< (u')^{2} >= \frac{2(\rho - 1)(s + 3) N^{2}}{(s + 1)R_{1}(p - 1)(N/f)^{2} - 2 - 1} m_{a}^{-2}
\]

for \( p \neq 2 \). In Eqs (15)-(17) we assume \( \omega_{a} = f \) so that \( m_{a} = m_{a} \). The predictions of the spectral behavior from the LFT and DFT theories are summarized in Table 1.

Rayleigh lidar data have been used to derive profiles of atmosphere temperature and the relative density perturbation. Spectral analysis of these atmosphere parameters can be applied to produce spectra in the vertical wavenumber and temporal frequency domains. By using the polarization relationship derived by Hines [1960], provided that the restriction \( f << \omega << N \) holds, the relative atmospheric density perturbation profile \( n_{s} \) and its spectra \( F_{u}(\omega) \) and \( F_{u}(m) \) are related to the horizontal wind perturbation profile \( u' \) and its spectra \( F_{u}(\omega) \) and \( F_{u}(m) \) through the following equations:

<table>
<thead>
<tr>
<th>Theories</th>
<th>( F_{u}(\omega) )</th>
<th>( F_{u}(m) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear instability</td>
<td>( -1/\omega^{p} )</td>
<td>(-N^{2}/m^{3})</td>
</tr>
<tr>
<td>Diffusive filtering</td>
<td>( -1/\omega^{p} )</td>
<td>(-m_{2}^{2(2-p)}N^{2}/m^{2p-1} ) ( p \neq 2 )</td>
</tr>
<tr>
<td></td>
<td>(-N^{2}/m^{3} )</td>
<td>( p = 2 )</td>
</tr>
</tbody>
</table>

Otherwise, if the restriction \( f << \omega << N \) is not valid, it would be necessary to apply the more accurate gravity wave dispersion relation, \( u^{'2} = \left( \frac{1 - \omega^{2}/N^{2}}{1 - f^{2}/(\omega^{2})} \right)^{2} \) for cases in which the radical factor departs significantly from unity.

Several lidar research groups have published results concerning the spectral analysis of temperature and density perturbation profiles. Results pertaining to the seasonal variability of both \( F(m) \) and \( F(\omega) \) spectral behavior for Na lidar data have been well documented by the publications of C.S. Gardner’s group [Senft and Gardner, 1991]. Results based upon Rayleigh lidar observations have also been reported but not with such extensive detail and not as thoroughly as for the sodium lidar.

Vertical wavenumber spectra \( F(m) \) using Rayleigh lidar signals backscattered from the stratosphere have been calculated by Gardner et al. [1989] between 35 and 50 km, by Marsh et al. [1988] and later by Mitchell et al. [1994] for the region of 30 to 45 km, and by Senft et al. [1993] for the height range of 20 to 45 km. Wilson et al. [1991] published their \( F(m) \) spectra for normalized density perturbation profiles for the regions 30-45, 45-60, and 55-70 km. Beaty et al. [1992] have reported results for the \( F(m) \) spectrum for both Rayleigh and Na lidar data at Arecibo for altitude ranges, 25-55 km, and 85-105 km as well as the results for the mesopause temporal \( F(\omega) \) spectrum from the Na data. Whiteway et al. [1994] reported on the analysis of \( F(m) \) spectrum of the potential energy using the Rayleigh lidar data collected in the Arctic region between 2.5 and 40 km and 40 and 55 km. Hostetler and Gardner [1994] published \( F(m) \) and \( F(k) \) spectral results from airborne Rayleigh lidar measurements, and the results for \( F(\omega) \) spectra obtained by a ground-based Rayleigh lidar. The altitude range for both sets of spectra computed from the Rayleigh lidar observations was 25-40 km.

This summary illustrates that the existing published work on \( F(\omega) \) and \( F(m) \) spectra calculated from Rayleigh lidar data for altitudes above 50 km is sparse. The major reason for this is the relatively weak backscattering signal from altitudes >50 km caused by the lower atmosphere densities. Acquisition of the data for the calculation of the relative atmospheric density perturbation spectrum with the necessary precision for altitudes >50 km requires a more powerful Rayleigh lidar. The Utah lidar used much more power (25 W) than the Rayleigh lidars used in the citations reviewed (~4 W or less), and the Rocky Mountain location in a region of generally clear weather enabled the collection of many nights of data. Thus the Utah lidar results for the mesosphere have been applied to
study the climatology of the results from temporal frequency and vertical wavenumber spectral analysis using data collected over a 2 year period. This paper will first summarize the spectral analysis techniques used to produce $F(\omega)$ and $F(m)$ spectra and then present the results of the spectral analysis. Also included is a study of the seasonal variation of the spectral behavior which will be compared with previous results.

3. Description of Analysis Techniques

There was a total of ~200 nights of Utah observations collected in the period between August 1993 and December 1995. Because the optical components of the lidar were still being adjusted for correct alignment, the data collected from August 1993 to May 1994 were of generally good quality but with relatively weak signal returns. In the spectral analysis presented in this paper this portion of the data sets was not included. Several criteria were applied to the selection of data to insure the quality of the spectral analysis. First, all of the 2 min profiles with photocounts signal below 700 counts at 40 km altitude were excluded. Second, each nightly set of profiles was edited to remove profiles with any background abnormality (arising from instrumental noise or after-pulsing caused by too much signal in the low-altitude range bins) and to eliminate profiles with severe signal fluctuations caused by clouds drifting through the laser beam. On the basis of these criteria, for some nights only a fraction of the overall observations was used. For the $F(\omega)$ spectral analysis, an additional requirement was imposed: that is, the data series must be at least 5 hours long to ensure that enough data points were involved in the calculation of the temporal frequency spectra.

The data represented by the photocount profiles is typically 125 s long in time with 120 s consumed in signal integration and 5 s required for data transfer to hard disk storage. An average of background signals from 140 to 400 km was subtracted from these profiles. To reduce the influence of signal fluctuations caused by possible changes in sky transmittance and laser power, these profiles were normalized by the logarithm of the total sum of photocounts integrated over the profile from 40 to 140 km after removal of the background. The normalized profiles were then scaled by the square of the range for each bin to generate relative density profiles. The altitude resolution of each 2 min profile was 37.5 m, but three such samples were averaged to degrade this altitude resolution to 112.5 m before carrying out the analysis described below.

To construct the relative density perturbation profile, the unperturbed relative density model needs to be created first. This was done by two steps. The first step is to sum all of the density profiles for the night to get a nightly averaged density profile. The second step is to use a 4th-order polynomial fit to the logarithms of the nightly averaged density profile to get an unperturbed density model. Mitchell et al. [1990] evaluated this method for producing a model background density profile and showed it was generally reliable. The reason for using the logarithms of relative density values is to eliminate the exponential dependence of density with height so that a polynomial fitting process could be applied to the data with nearly a linear height dependence. The relative density perturbation profile, $r_\omega(z,t)$, was then constructed by generating a profile of the differences:

$$
r_\omega(z,t) = \frac{\rho(z,t) - \rho_0(z,t)}{\rho_0(z,t)} = \log(\rho(z,t)) - \log(\rho_0(z,t))
$$

(22)

To increase the signal-to-noise ratio, low-pass filtering was applied to each 2 min relative density perturbation profile $r_\omega$. For the calculation of the $F(m)$ spectra, the $r_\omega$ profiles were first filtered temporally at each altitude bin with a cutoff frequency selected in the truncation of Fourier coefficients to be ~0.3 times the Nyquist frequency (1/14.5 min), that is, a period of ~13 min. This value is about 2 times larger than the buoyancy period. This choice was based on a need to increase the signal-to-noise ratio, but also to include as much as possible of the high-frequency signals. In a similar way, the $r_\omega$ profiles were spatially filtered before the calculation of the $F(\omega)$ spectrum. The cutoff wavenumber was set to 0.1 times the Nyquist frequency (1/225 m) for which the vertical wavelength is 2.25 km. Again, the reasoning for choosing this value for the cutoff is to increase the signal-to-noise ratio and at the same time to preserve the maximum amount of high-frequency spatial information.

Both $F(\omega)$ and $F(m)$ spectra were calculated by using a pre-whitening and the postdarkening algorithm [Dewan et al., 1988] that reduces the power "leakage" from the low-frequency end to high frequencies and provides more detail regarding spectral structures. A 20% cosine taper window was used in this analysis. This method was chosen after examination of several alternatives including the periodogram, the direct spectral estimation, and the parametric spectral estimation. Except for the periodogram technique, the results were similar for the other three algorithms. We found that the slope of the periodogram spectrum in the linear region was affected by power leakage from low wavenumbers. The consequence of this effect was that the power law index was considerably smaller than the results derived from the other three methods.

The spectra were smoothed by convolving the calculated spectra with a Bartlett window. If realistic atmospheric perturbations can be treated as a stationary process, the statistical error can be estimated by considering the Chi-square distribution of the magnitude of the periodogram and the variance of the inflation factor of the smoothing window. A more detailed explanation describing the effects of the windowing function on the analysis is attached as an appendix. The purpose of smoothing the spectra is to reduce the spectral variance by an order of magnitude. As explained in the appendix, the standard deviation for each point of the smoothed spectrum at any frequency is ~10% of the spectral magnitude of the spectrum at that frequency.

4. Temporal Frequency Spectra of Relative Density Perturbations

Since VanZandt [1982] pointed out the universality of the appearance of the mesoscale spectra, there have been few attempts to model the $F(\omega)$ spectra theoretically. The reason for this is that the Doppler effect of the background winds makes the modeling of the intrinsic spectra difficult [Dewan, 1991]. In practice, an experimental power law model of the frequency spectra has been widely used that takes the form, $\omega^p$, where $\omega$ is the intrinsic frequency and $p$ is a constant ranging from ~1.67 to ~2 [Gardner, 1993].

In this study, $F(\omega)$ spectra have been derived by using the Utah lidar data. The altitude coverage of the $F(\omega)$ spectral analysis is constrained by the signal-to-noise ratio to the range of 45-70 km. The spectra were first calculated using the maximum temporal resolution of 2 min. After subtraction of the photon noise floor, the nightly averaged and monthly av-
Figure 1. Monthly averaged frequency $F(\omega)$ spectra. The number of hours of observations is also indicated for each case plotted.

eraged spectra were then calculated by averaging these spectra over all observations in one night or in one month. Before this last step of averaging, the nightly-averaged spectra were interpolated so that they would have the same number of data points. The monthly averaged frequency spectra derived for the months between August 1994 and August 1995 are presented in Figure 1. The number of hours used in the averaging of each of these spectra varied from a minimum of ~12 hours in several months to a maximum of ~75 hours for September 1994. The total time of data accumulation was ~294 hours. The diagonal line shows for reference the slope of -1.5. Spectra of the horizontal wind perturbations can be inferred by scaling the density perturbation spectra using a factor of $(g/N)^2$ provided that the restriction $f << \omega << N$ is satisfied [Mitchell et al., 1994].

Figure 2 shows the overall-averaged $F(\omega)$ spectrum. The spectral slope $\alpha$ was inferred from a linear least squares fit with an estimation of the goodness of fit based on the uncertainty of the spectral estimation at each temporal frequency. The spectral slope for the linear portion between $3 \times 10^7$ cycles/sec and $4 \times 10^4$ cycles/sec is $-1.49 \pm 0.03$. This value is comparable to but less than the values often referred to, which range from -1.7 to -2.0 [Gardner, 1993].

Unfortunately, the noise floor was still high even for the monthly averaged spectra, and therefore the spectral information for time scales less than an hour was lost in the noise. However, generally, there is a linear trend that can be seen in the monthly spectra presented in Figure 1 for a log-log format. Among the 9 months of spectra plotted, 5 have spectral slopes within the range of $-5/3$ to $-2$ values. Inspection of
Figure 2. The overall-averaged temporal frequency spectrum. The thick dashed line is the linear least squares fit to the linear portion of the spectrum.

the monthly α values did not appear to show any overall trend for the seasonal variation of the spectral slope. As Mitchell et al. [1994] and Eckermann [1995] have noted, the Doppler shift introduced by the background wind plays an important role in the development of such trends. Since the background wind profile in the lower mesosphere region is known to reverse direction from eastward in winter to westward in summer, it is expected that there should be a seasonal trend in the parameter α if Doppler-shifting effects are significant. Unfortunately, for the power-aperture product of our lidar, ~3.5 Wm$^2$, averaging over only few nights of observations (~10-15 hours) is not enough to reduce the statistical variability to the extent necessary to detect a trend caused by Doppler-shifting effects.

The magnitudes of the spectra at the frequency $\omega/2\pi = 10^{-4}$ (cycles/s) are plotted in Figure 3. The dotted line plotted in Figure 3 indicates the mean of the spectral magnitudes. From Figure 3 it can be seen that the magnitudes of the spectra for January and March 1995 are 1.5 times higher than the overall mean. These high spectral magnitudes are associated with the low-frequency wave activity possibly produced by the planetary waves known to appear in the winter mesosphere [Hauchecorne and Chanin, 1993].

Even though there are numerous $F(\omega)$ spectra published for the mesopause region based on Na lidar observations, there are very few Rayleigh lidar $F(\omega)$ spectra published for the altitude ranges of the upper troposphere and the lower and middle mesosphere regions. One set of $F(\omega)$ spectral results for the upper stratosphere (25-40 km) is based upon a series of ground-based lidar observations at Kahalui, Maui during the ALOHA-90 campaign [Hostetler and Gardner, 1994]. Another set was presented as part of a comparison of Rayleigh lidar and stratosphere-troposphere radar observations at Aberystwyth by Mitchell et al. [1994]. Table 2 presents a comparison of the values of the spectral indices for the upper stratosphere $F(\omega)$ spectrum from Kahalui (20-45 km), the averaged spectrum from Utah lidar (45-70 km), and a spectrum based upon the mesopause region from the Na lidar measurement at Kahalui, Maui, during the ALOHA-90 campaign. From this table, it can be seen that at the temporal frequency of $\omega/2\pi = 10^{-4}$ (cycles/s), the spectral magnitude for the $F(\omega)$ spectra increases from the lower to the higher atmosphere regions, while the slope index appears to be getting steeper with height. It must be noted that the ALOHA results for the upper stratosphere and mesopause were from a single night set of observations. The Aberystwyth results obtained for altitudes between 5 and 50 km showed no consistent trend, although Mitchell et al. [1994] presented interesting evidence showing $F(m)$ spectral indices becoming steeper with a decrease of wind speed for altitudes in the range between 5 and 15 km.

Even though there has been no additional lidar data published for the upper troposphere, there are many sodium lidar observations for the mesopause region, and the results from those observations are consistent with the ALOHA-90 data cited here. It is reasonable to conclude that the magnitudes of the temporal spectra from the mesopause region are generally ~2 to 5 times higher than that for the lower mesosphere region (45-70 km).

5. Vertical Wavenumber Spectra of Relative Density Perturbations

$F(m)$ spectra based on $r_e$ profiles were calculated using the Utah Rayleigh data, and these are presented in the monthly av-

### Table 2. Spectral Analysis Results for Three Altitude Regions

<table>
<thead>
<tr>
<th>Measurement Site</th>
<th>Spectral Slope $\alpha$</th>
<th>Spectral Magnitude at $\omega/2\pi = 10^{-4}$ (cycles/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rayleigh lidar</td>
<td>-1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>25-40 km</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kahalui, Maui</td>
<td>-1.5±0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>Rayleigh lidar</td>
<td>-1.8</td>
<td>2.0</td>
</tr>
<tr>
<td>45-75 km</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logan, Utah</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sodium lidar</td>
<td>-10-105 km</td>
<td></td>
</tr>
<tr>
<td>Kahalui, Maui</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
eraged format in Figure 4. The noise level floor has been subtracted in these results. The spectral magnitude is plotted against wavenumber in the usual log-log scale format. Typically, the number of hours of lidar data used to determine these spectra ranged from 10 hour (May 1994) to a maximum of 80 hour (September 1994) with a total of 48 hours over 12 months. The portion of the spectrum where the signal-to-noise ratio falls below 1 is not plotted. The smallest wavenumbers that can be resolved in these spectra change from month to month depending on the signal quality. The scale for the right-hand ordinate is for the $F(m)$ spectra of the horizontal wind perturbation produced by applying the scale factor $(g/N)^2$ to the left-hand axis. Also shown for reference in these plots are the linear instability spectral modes of the $m^3$ power law predicted by LIT [Dewan and Good, 1986] corresponding to the limits of monochromatic wave activity ($\alpha=1/2$, dashed line) and the broad band wave activity ($\alpha=1/20$, dotted line).

For the 12 months of data studied, the spectral amplitudes for the wavenumbers between 2 and 12 km fall between these two lines. The measured spectra tend to be in better agreement with the spectral model for monochromatic gravity wave activity. With most spectra, the spectral magnitudes lie close to or are slightly smaller than the upper limit given by the linear instability theory. However, the spectral magnitude for the December 1994 observations is 2 times this limit. Generally speaking, each of the spectra is partitioned into two parts, a portion with a linear trend and a portion that transitions from the linear region to a region of constant spectral magnitude seen for $\lambda$ of 8 km or higher. The slope of the spectra for the linear portions is compatible with the theoretically predicted value of -3, which can be seen when the curves in this portion are compared with the reference model also plotted. There is no clear turning point between these two parts of the spectrum, and the wavenumber range of the linear region varies from month to month. The month-to-month behavior will be discussed further below.

The overall 12-month average $F(m)$ spectrum is presented in Figure 5. It shows a power index value of -2.3201 with the error estimation of the calculated slope evaluated from the goodness of the linear fit. To determine the characteristic vertical wavenumber $m$, quantitatively, an area-preserved spectrum for the overall 12-month averaged spectrum has been calculated and plotted in Figure 6. The curve peaks at $m = 8 \times 10^3$ cycles/m, which corresponds to the characteristic vertical wavelength of 12.2 km.

The calculated overall $F(m)$ spectrum was compared with the spectral model derived from the scale-independent diffusive filtering theory by Gardner [1994], which used values of $m$, and $\alpha$, the slope of the linear portion of the measured $F(\omega)$ spectrum. The results of this comparison are displayed in Figure 7, which shows that the experimental spectrum generally follows the DFT theoretical prediction of -1.98 for the wavelength region from 2 to 12 km. For the vertical scales >12 km, for decreasing wavenumber, the model spectrum shows a decrease of spectral magnitude while the data still show a slight increase. We conclude from this comparison that the scale-independent DFT model appears to work well for the mesosphere region, although a definitive test would be a mesosphere measurement of $F(m)$ for vertical winds, as suggested by Gardner [1996].

A caveat to this conclusion is a matter raised by Mitchell et al. [1994] but also discussed by Fritts and Van Zandt [1987]. The issue is the Doppler shift of spectral energy to lower or higher wavenumbers that may result from the propagation of gravity waves through a background wind field. The direction of shift depends upon the direction of wave propagation relative to the background flow. Such shifts may have the effect of increasing or decreasing the $F(m)$ slope parameter $p$.

Eckermann [1995] presented an extended discussion of the possible influence of variations in the background wind field upon $p$ for several regions of the atmosphere. Evidence summarized in this review of the observational literature strongly suggests that variability in the spectral shape of $F(m)$ can be a consequence of changes in the background wind field, especially for the region of the mesosphere (55-80 km) where during the winter there exists a reversal of the zonal wind with a region of large wind shear. This work also suggested another mechanism by which the background wind field may influence the $F(m)$ spectral shape. The new idea described by Eckermann is that a shear in the background wind speed with height may refract waves to smaller vertical wavenumbers rendering the spectral slope steeper.

Our results on the vertical wavenumber spectra for lower mesosphere data for both winter and summer seasons do show indications of variability. Examination of $F(m)$ spectra for summer months (June, July, and August 1995) shows these to exhibit considerably flatter spectra than those for the winter months (December, January, and February 1994/1995). Because tidal models predict higher eastward winds in the winter zonal jet when compared with the speeds of westward winds in the summer jet, our results suggest higher values for the slope parameter $p$ for the winter when the zonal winds are larger. This behavior is just the opposite of that reported by Mitchell et al. [1994] for winds in the lower stratosphere. Because it is known that a large vertical shear exists in the winter mesosphere between 55 and 75 km [Hagen, 1996], our results are consistent with the prediction of Eckermann's [1995] refractive shifting mechanism of increased steepness with greater wind shear.

The question of whether these curvature effects are real requires a consideration of statistical errors. The error analysis presented in the appendix describes the determination of the error estimate for spectral magnitudes in the overall-averaged spectrum. The result is that the standard deviation is 10% of the spectral magnitude at each point. For the monthly averaged spectrum, the reduction of the sampling time to a fraction of the 450 hr of the overall average spectrum makes the individual error estimates for the standard deviation vary from 30 to 70% (-50 and -10 hours, respectively) at each wavenumber. Considering the number of points in each spectrum and the magnitudes of individual error estimates, the variations seen in the spectral shapes from one month to the next are believed to be real. We note that the reproducibility of the spectral shapes for the 2 months of August and September 1994, as compared with the spectral shapes of August and September 1995, provides confidence that these variations are not related to noise fluctuations. We conclude that these $F(m)$ spectral shapes do indicate a seasonal trend in which the spectra become steeper in the transition from summer to winter. A similar behavior was reported by Marsh et al. [1991].

Thus the overall implication that underlies these results is that future $F(\omega)$ and $F(m)$ spectral measurements for the upper stratosphere and mesosphere regions should be accompanied by direct measurements of the background wind field so that
Figure 4. Monthly averaged vertical wavenumber spectra. The number of hours of observations is also indicated for each case plotted. The linear saturation model spectra for the case of monochromatic wave (dashed lines) and for the case of wave packet (dotted lines) are plotted for the altitude range between 45 and 70 km.
Doppler-shifting effects can be assessed quantitatively. Such measurements are possible with a Doppler Rayleigh lidar, which is undergoing development in several Rayleigh lidar groups [Chanin et al., 1989; Tepley et al., 1993]. It should be possible to use this information to examine the relationship between the behavior of the background winds and the spectral slope parameter \( p \), and this is an obvious direction for future work.

The question then arises as to the significance of the comparison of the overall \( F(m) \) spectrum with the SIDFT prediction that is presented in Figure 5. The appearance of the overall-averaged \( F(m) \) spectral shape presented in Figure 5 is similar to that seen in the monthly averaged spectrum for the equinoxes, when it is known that the background winds are weak. Thus it can be argued that the Doppler-shifting effects would be reduced by the averaging of measurements for all four seasons. Certainly, however, until the Doppler-shifting effects are understood more clearly, our conclusion that the DFT theory works well for the mesosphere region must remain tentative.

It was pointed out by Smith et al. [1987] that for the region of high vertical wavenumbers, where \( m \approx 1 \), the characteristic vertical wavenumber may be computed from the relation

\[
m_m \propto \left( \frac{m^3 F(m)}{E} \right)^{1/2} \tag{23}
\]

where \( F(m) \) is the vertical wavenumber spectrum and \( E \) is the kinetic energy per unit mass. Within the scope of linear instability theory, \( F(m) \) does not change with height at a given wavenumber \( m \), but \( E \) will change with height at a rate given by

\[
E \propto \exp \left( \frac{z}{H_E} \right) \tag{24}
\]

For mesospheric heights, \( H_E \) will vary from 14 to 21 km. Thus

\[
m_m \propto \exp \left( -\frac{z}{2H_E} \right). \tag{25}
\]

The decrease of \( m_m \) with increasing altitude has been observed by several experimental groups. Studies by Sato and Woodman [1982] and Barat [1983] suggested the dominant vertical wavelength of 1-2 km for the lower stratosphere. For comparison, the results of the characteristic wavelengths from
other lidar observations for the mesosphere region have been tabulated in Table 3. It can be seen that the characteristic vertical wavelength derived from the Utah data is in agreement with the other lidar and radar observations of the mesosphere region.

Our work along with other Rayleigh lidar results listed in Table 3 found that the dominant vertical wavelength is ~6-12 km for the region from the upper stratosphere to the middle mesosphere. For the mesopause, the sodium lidar results suggest a dominant vertical wavelength of about 14 km. While the results do not fit the theoretical prediction in (11), nevertheless, they do demonstrate a decrease of m with increasing altitude.

The seasonal variation of the spectral amplitude of the F(m) spectra was also studied. The observed spectral magnitudes at the vertical wavenumber m/2π = 10^4 (1/10 km) for the examined period are plotted in Figure 8. This choice of wavenumber was based upon the fact that the ratio of signal to noise at higher wavenumbers was considerably smaller due to the high magnitude of the noise floor. Senft and Gardner [1991] presented similar results for three wavenumbers (2, 4, and 8 km scales) deduced from the analysis of sodium lidar observations and found the data at 2 km wavelength to exhibit the least variability.

The plot shows an annual variation of the spectral amplitude with a peak in winter months and a valley in summer months. The thick curve is the 6th-order polynomial fit to the data. The mean spectral magnitude of 4.1×10^3 m^2/s^2/(cycles/m) is indicated by the dashed horizontal line. The winter peak value is about 1.5 times higher than the mean and 3 times higher than the summer spectral magnitude. This variation agrees with the annual variation seen in the climatological study of the density and temperature perturbations that showed strong low frequency wave activity in the mesospheric region during the winter over the Rocky Mountains. This result is also in good agreement with the results reported by Wilson et al. [1991] for the series of Rayleigh lidar observations in Verriers Le Buisson, France. Their data between 1986 and 1989 covered the range of altitudes from 30 to 70 km. The annual variations of the gravity wave magnitudes at middle and high latitudes have been reported by other groups by using different instrumentation [Hirota, 1984; Thson et al., 1976, Smith et al., 1968].

It is interesting to note how the climatology of the seasonal variation of the vertical wavenumber magnitudes exhibited by the Rayleigh lidar results contrasts with the results found for the sodium lidar observations reported by Collins et al. [1996]. This paper analyzed the seasonal variation of the m-spectral magnitude values deduced from sodium lidar observations and found a semiannual variation with maximum values noted for summer and winter and minimal values found for equinoctial periods. We note that the Rayleigh results presented here would be more subject to masking generated by planetary wave activity. Furthermore, it is reasonable that the mesopause region of the sodium layer would experience greater gravity wave activity in the summer than the upper mesosphere region sampled by the Utah Rayleigh lidar. In this season, the waves are generated at the source with small amplitudes and can propagate to higher altitudes before breaking.

### 6. Conclusions

In this paper, the technique of spectral analysis featuring the method of pre-whitening and post-darkening [Dewan et al., 1988] has been applied to the analysis of the Utah lidar mesosphere density perturbation data. Both F(ω) and F(m) spectra have been calculated for the mesosphere height range of 45-70 km. The results from this spectral analysis have been compared with two spectral models based on the linear saturation theory and the scale-independent diffusive filtering theory. The comparison of the experimental F(m) spectrum to the DFT-predicted F(m) spectrum based upon the measured slope parameter p of the F(m) spectrum showed there was good agreement between the two curves. However, this comparison
cannot be considered definitive without knowledge of possible Doppler-shifting effects.

The \( F(o) \) spectrum when averaged over the total of 9 months of data revealed a spectral slope of \(-1.49 \pm 0.03 \). This result is in reasonable agreement with the results from other observations and with the LIT prediction of \(-5/3 \) (-1.67). These spectra show a slight degree of month-to-month variation in values of both the spectral slope and magnitude, but no significant seasonal variation was found that might be a result of seasonal variation in the wind field as suggested by Mitchell et al. [1994]. The implication is that for an observatory located in a region of active atmospheric dynamics, an accurate determination of the slope parameter \( \alpha \) will likely require averaging over a larger number of lidar data samples, perhaps in excess of 100 hours total.

Comparison of our results with other published \( F(o) \) spectra for different height ranges showed a tendency for the spectral magnitude to increase with height. While the experimental \( F(m) \) spectrum shows a flatter slope compared with the model spectrum based on the linear instability theory, the experimental result agreed well with the DFT model spectrum in both spectral slope and magnitude. However, this conclusion has to be qualified by the concern regarding the extent that the \( F(o) \) and \( F(m) \) spectra may have been contaminated by Doppler-shifting effects. Examination of the monthly averaged \( F(m) \) spectra showed indications of a systematic shift of the slope parameter \( p \) with season that is consistent with the picture of a background wind field that reverses between winter and summer. The increased steepness of the slope for winter observations is consistent with the known increase of winter stratospheric wind speeds.

The overall-averaged \( F(m) \) spectra has a linear portion in the spectrum with a spectral slope of \(-2.3 \pm 0.1 \). This spectral slope is flatter than the value of \(-3 \) predicted by the linear instability theory. The spectral magnitude lies close to the spectral magnitude limit for monochromatic wave activity, even though a broadband spectrum of gravity wave activity was found for the temperature and density perturbation profiles.

The analysis showed a characteristic wavelength of \(-12 \text{ km} \) for the mesospheric altitude range (45-70 km). Comparison of this value with values of the characteristic wave length found for observations in the stratosphere and mesopause regions showed qualitatively an increase of \( \lambda \) with height.

The seasonal variation of the \( F(m) \) spectral magnitudes is obvious with maximum values found for winter measurements. This enhancement of the spectral magnitude may be a result of the low frequency wave activity evident in the winter temperature perturbation profiles.

Appendix: Standard Deviation of Calculated Spectra

The analysis of the statistical errors involves the consideration of both the direct spectral estimator and the smoothing window. For a stationary process \( \{ X_t \} \) with a spectral density function \( S(f) \), the periodogram of \( \{ X_t \} \), \( S^p \), satisfies

\[
    S^p(f) = S(f) \chi^2 / 2 \quad \text{for} \quad 0 < f < f(N) \quad (A1)
\]

\[
    \text{var}\left\{ S^p(f) \right\} = S^2(f) \quad \text{for} \quad 0 < f < f(N) \quad (A2)
\]

where \( \Rightarrow \) stands for "equal in distribution", \( f(N) \) is the Nyquist frequency, and \( \chi^2 \) is the chi-square distribution with 2 degrees of freedom. For a process in which the autocovariance function is summable and the data window function is reasonable in form, the distribution of the magnitude of the direct spectral estimation \( S^p(f) \) is the same as that for the periodogram. That is,

\[
    S^d(f) = S(f) \chi^2 / 2 \quad \text{for} \quad 0 < f < f(N) \quad (A3)
\]

and

\[
    \text{var}\left\{ S^d(f) \right\} = S^2(f) \quad \text{for} \quad 0 < f < f(N) \quad (A4)
\]

Taking the estimation value on both sides of (A3), we find

\[
    E\{ S^d(f) \} = E\{ S(f) \chi^2 / 2 \} = S(f) \quad (A5)
\]

This indicates that we can use the average value of \( S^p(f) \) to approximate \( S(f) \).

We use a smoothing window to decrease the variance. For the Bartlett window the asymptotic variance is given by

\[
    \text{var}\{ S^bw(f) \} = \frac{0.67mC_h(S^d(f))}{N} = \frac{0.67mC_hS^2(f)}{N} \quad (A6)
\]

where \( S^w(f) \) is the spectral magnitude from a lag window spectral estimator and \( m \) is the lag window parameter which is \( 1/5 \), \( N \) for most cases of the data analyzed in our paper. \( C_h \) is the variance inflation factor, which can be calculated for large \( N \) by the formula given by Percival and Walden [1993]

\[
    C_h = N \sum_{t=1}^{N} h_t^4 \quad (A7)
\]

where \( h_t \) is the rectangular taper window function. Evaluation leads to \( C_h=1 \). Thus the variance for each individual lag window smoothed direct spectral estimation is

\[
    \text{var}\{ S^bw(f) \} = 0.134S^2(f) \quad (A8)
\]

According to the Central Limit Theorem, the sample distribution of the mean is very close to the normal distribution. Hence, for the averaged spectrum,

\[
    \text{var}\{ S^bw(f) \} = (E\{ S^bw(f) \})^2 / n \quad (A9)
\]

In our case \( n=16 \), and therefore

\[
    \text{var}\{ S^bw(f) \} = 0.008S^2(f) \quad (A10)
\]

The corresponding standard deviation for the averaged spectrum is therefore the square root of the variance or \( \sim 0.095S(f) \).
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