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Abstract—The Recursive-Random Sample Consensus (R-RANSAC) algorithm is a novel multiple target tracker designed to excel in tracking scenarios with high amounts of clutter measurements. R-RANSAC classifies each incoming measurement as an inlier or an outlier; inliers are used to update existing tracks whereas are used to generate new, hypothesis tracks using the standard RANSAC algorithm. R-RANSAC is entirely autonomous in that it initiates, updates, and deletes tracks without user input. The tracking capabilities of R-RANSAC are extended by merging the algorithm with the Sequence Model (SM). The SM is a machine learner that learns sequences of identifiers. In the tracking context, the SM is used to learn sequences of target locations; in essence, it learns target trajectories and creates a probability distribution of future target locations. Simulation results demonstrate significant performance improvement when R-RANSAC is augmented with the SM, most noticeably in situation with high signal-to-noise ratio (SNR) and infrequent measurement updates.

I. INTRODUCTION

In this paper, we present the Recursive-RANSAC (R-RANSAC) multiple target tracking (MTT) algorithm. The filtering, track initialization, and track management blocks of R-RANSAC are explained in Sections III-A, III-B, and III-C respectively. Section III-D discusses alternatives ways to view R-RANSAC in the context of other MTT algorithms. We then describe how tracking performance can be improved using machine learning. Section IV briefly describes the machine learner used here, the Sequence Model. Section V explains how the Sequence Model was incorporated into the R-RANSAC framework. Section VI describes the simulation that was developed to test the Sequence Model/R-RANSAC (SM/R-RANSAC) algorithm. Section VII presents simulation results and Section VIII discusses conclusions about the SM/R-RANSAC algorithm and future research directions.

II. RANDOM SAMPLE CONSENSUS

The RANSAC algorithm [2] was designed to estimate the parameters of a signal in the presence of gross errors. When gross errors are present, traditional methods like least-squares regression often poorly model the signal of interest. RANSAC has been successfully applied to a wide range of computer vision problems. One of the most well-known applications of RANSAC is the computation of the homography, or geometrical transformation, between two images. When computing a homography, feature points along with their accompanying descriptors are found in each image. While many features are correctly matched, incorrect matches are inevitable. Figure 1 demonstrates this situation. Given this set of feature matches, RANSAC is used to compute the true homography; the resulting panoramic image can be seen in Figure 2.

The RANSAC algorithm proceeds as follows. First, an assumed signal model is selected. In the homography example, the chosen model is a 4 by 4 matrix encoding translation, rotation, and scaling information. Second, a random subset of data points is selected. The number of data points selected is the minimum number needed to estimate the model’s parameters. In the homography case, four points are needed. Third, a model is constructed with this random subset of data points. Fourth, all remaining data points are classified as either inliers or outliers.

1For further explanation on R-RANSAC, tracker-sensor feedback in the R-RANSAC framework, or machine learning with R-RANSAC, we refer the interested reader to [1].

2Images are from the windows dataset and can be accessed at https://canvas.instructure.com/courses/743674/assignments/1929377
III. Recursive-RANSAC

Recursive-RANSAC was originally developed as a multiple object filter by Dr. Randal W. Beard and Dr. Peter C. Niedfeldt at Brigham Young University. The motivation behind R-RANSAC was to design a filter that inherited RANSAC’s ability to robustly reject gross errors, but that could be used to estimate multiple signals. Reference [3] introduces R-RANSAC as a method of estimating multiple static signals that are updated via recursive-least squares. R-RANSAC is extended in [4] to estimate time-evolving signals.

A. Filtering

R-RANSAC maintains a model set, a set of hypothesis tracks described by their state estimate $\mathbf{x}$, error covariance $\mathbf{P}$, and consensus set $\chi$. At every time step, each hypothesis track is propagated forward using the predict step of the Kalman filter, given by

$$\mathbf{x}_{t|t-1} = A \mathbf{x}_{t-1}$$

$$\mathbf{P}_{t|t-1} = A \mathbf{P}_{t-1} A^\top + Q$$

where $A$ is the state transition matrix of the assumed motion model and $Q$ is the covariance of the process noise.

Once all tracks have been propagated forward, an inlier threshold $\tau_R$ is set around each track; the $\ell_2$ norm is used as a threshold. An inlier region is created when the inlier threshold is applied ($I_R = \{z : ||z - C \mathbf{x}_{t|t-1}||_1 < \tau_R\}$). For a given track, all measurements from the current scan are classified as inliers or outliers to that track according to whether or not the measurements fall within the track’s inlier region. Each inlier is used to update the track using the update equations of the Kalman filter, given by

$$\mathbf{x}_t = \mathbf{x}_{t|t-1} + K (z - C \mathbf{x}_{t|t-1})$$

$$\mathbf{P}_t = (I - K C) \mathbf{P}_{t|t-1}$$

where $z$ is the measurement, $C$ is the measurement observation matrix that relates the measurement to the target states, $I$ is an identity matrix of the same dimensions as $A$, and $K$ is the Kalman gain and is given by

$$K = \mathbf{P}_{t|t-1} C^\top (R + C \mathbf{P}_{t|t-1} C^\top)^{-1}$$
where $R$ is the covariance of the sensor noise. The term inlier region is phraseology borrowed from RANSAC. In the tracking community, this region is more commonly referred to as a gate or a measurement validation region (see, for example, [5]). R-RANSAC uses an inlier region of fixed volume and bases the size of the inlier region on the assumed measurement noise covariance. Successful extensions of R-RANSAC have replaced the Kalman filter with a probabilistic data association (PDA) filter.

B. Track Initialization

Measurements that are outliers to all existing tracks are used to initialize new tracks using a RANSAC-based method. R-RANSAC stores all the measurements from the past $N_w$ time steps in a measurement history window. When a measurement is found to be an outlier to all existing tracks, a random subset of measurements (which includes the outlier measurement under consideration) is selected. Using this subset of measurements, a model is computed. The measurement history window is then searched for other measurements that support this model, i.e. that meet the inlier threshold. This process of creating hypothesis models is repeated iteratively and the model with the largest consensus set is stored. At the end of $\ell$ iterations, the model with the most support is then propagated forward in time to the current time step. As it is propagated forward, it is updated by the measurements that compose its consensus set. These propagation and update steps are performed with a Kalman filter. This new model is then appended to the model set. The RANSAC iterations are also terminated if the cardinality of a model’s consensus set exceeds $\gamma = \frac{\tau_\rho}{N_w}$. The equations used to generate the hypothesis models are given in [6]. Due to the RANSAC-based initialization method, tracks are often referred to as models in the R-RANSAC context. The two terms are used interchangeably here.

Figure 3 provides a snapshot of a single time step of R-RANSAC. Current state estimates are indicated by blue X’s. Inlier measurements are indicated by cyan circles. Outlier measurements are indicated by orange circles. The inlier regions are displayed as red squares.

C. Track Management

The remaining steps of R-RANSAC fall under the umbrella of track management: identifying valid tracks, merging redundant tracks, and pruning low-support tracks.

At the beginning of every time step, the consensus set of each track in the model set is updated by removing older measurements that have left the measurement history window. Each track’s inlier ratio $\rho$ is also calculated by $\rho = \frac{|\chi|}{N_w}$ where $|\chi|$ is the cardinality of the consensus set. Good, or valid, tracks are identified with a good model threshold and a timeline threshold. The good model threshold $\tau_\rho$ is the minimum inlier ratio for a model to be considered a good model. Likewise, the timeline threshold $\tau_T$ is the minimum number of time steps a model must have existed to be considered a good model. Models that meet both thresholds are outputted as good models for that time step.

In order to limit the number of false positive tracks, redundant tracks must be identified and removed from the model set. The Mahalanobis distance is used as a merging criteria. If two tracks meet the merging criteria, the track with the higher inlier ratio is retained and the other one is discarded. At the end of each time step, the tracks in the model set are ordered by their inlier ratio. The model set

![Figure 3: A single time step of R-RANSAC. Current state estimates are indicated by blue X’s. Inlier measurements are indicated by cyan circles. Outlier measurements are indicated by orange circles. The inlier regions are displayed as red squares.](image)
has a fixed size $M$ and is truncated at each time step, thereby removing the least probable tracks.

D. R-RANSAC: Alternative Viewpoints

R-RANSAC was initially developed as a standalone multiple object filter, a fully-integrated package that was mutually exclusive with other tracking approaches such as joint probabilistic data association (JPDA) and multiple hypothesis tracking (MHT). However, in the process of further evolving R-RANSAC, it has been beneficial to view R-RANSAC in other ways.

R-RANSAC can be viewed purely as a track initialization algorithm, albeit one that imposes certain constraints on the filtering and data association blocks of the tracker. As a track initialization algorithm, R-RANSAC simply requires that each incoming measurement be classified as an inlier or an outlier. Given this requirement, any number of filters and data association techniques may be used with R-RANSAC. Consequently, R-RANSAC becomes a modular algorithm whose blocks can be substituted with application-specific replacements depending on the tracking scenario. This idea does not diminish the impact or utility of R-RANSAC; rather, it makes R-RANSAC highly adaptable, and applicable to an even greater number of situations. Figure 4 illustrates the modularity of R-RANSAC and includes several algorithms that can be used for data association and filtering.

IV. Sequence Model

The Sequence Model is an extension of the Sequence Memoizer, a machine learner first proposed by Wood, Gasthaus, et. al. in [7]. The Sequence Memoizer is a hierarchical Bayesian model designed to capture long-range dependencies in discrete data. The Sequence Memoizer is very appropriately named: it learns sequences of data. A classic application of such a learner would be in language prediction.

The SM was applied to a multiple agent, MTT problem in an urban environment in [8]. The SM, like the Sequence Memoizer, learns sequences of discrete data. Tracking usually takes place in a continuous field of view, so the first step in applying the SM to tracking is to discretize the field of view. In tracking, the SM learns sequences of target locations instead of continuous target paths. The grid size chosen to discretize the field of view is very important; an overly fine discretization makes it more difficult for the SM to learn sequences whereas an overly coarse discretization reduces the amount of usable information in the SM’s prediction.

The SM creates a belief model of the field of view. For each grid location in the belief model, the probability that a target occupies that location in the future is estimated. The SM constructs this belief model in a Monte Carlo-like way by propagating forward several probable trajectories into the future. Propagating more possible trajectories forward creates a belief model that better estimates the true distribution, but also results in longer execution times. The number of possible trajectories was set at 100 in our simulations. The value of the belief model at a given grid location is the proportion of probable trajectories that passed through that location. An example belief model from the simulations presented in Section VI can be seen in Figure 5.

Conceptually, the SM can be a powerful tool in tracking. It has the natural ability to learn road networks, including details like the locations of stoplights, one-way streets, and common U-turn locations. The SM, because it requires a discretization of the environment, can also easily incorporate prior
knowledge one might have of the tracking environment. Grid locations corresponding to no travel areas (buildings instead of streets, for example), can have their probability mass zeroed out or greatly reduced. Incorporating prior knowledge about the environment into a Kalman filter estimate is much more difficult.

The SM does, however, present some difficulties when applying it to tracking. First, the SM, like all machine learning algorithms, requires a training period before it begins to make accurate predictions. Care must also be taken to only train the SM with tracks that have a high probability of representing true targets to prevent spurious tracks from corrupting the training data. The most significant shortcoming of the SM in its current state is that it produces a single belief model describing the distribution of future locations for all targets. In [8], the SM is used to perform path planning for a cooperative team of UAVs with the goal of maximizing the number of targets seen. The shared belief model does not conflict with this objective. The authors also assume perfect data association; unfortunately, data association is one of the most difficult problems in real tracking scenarios. Because of this shared belief model, R-RANSAC cannot leverage the SM to associate measurements of closely spaced targets; the SM can only be used to distinguish between clutter measurements and target-associated measurements of widely spaced targets.

A. Other Learning Approaches

Machine learning is often applied to video-based target tracking in order to learn a visual appearance model of the targets. Reference [9] provides a representative example of this class of algorithm; when targets are not interacting, they are tracked with individual trackers and an appearance model is constructed. This appearance model includes positive examples (templates of the correct target) and negative examples (templates of other targets). When targets interact, the appearance models are used to distinguish between the targets. This use of machine learning is fundamentally different to the use proposed here. We seek to learn target trajectories as opposed to target appearances.

In our literature review, we only came across one other example of using machine learning to learn target trajectories. In [10], a motion map is used to learn non-linear motion patterns in the scene. This motion model helps to connect small sequences of associated measurements known as tracklets into larger sequences known as tracks. An affinity score is calculated between tracklets and learned motion patterns using the head and tail positions and velocities of the different segments. The motion pattern that receives the highest affinity score is used to connect the tracklets. This is an online learning algorithm; the motion model is constructed during tracking with high confidence tracklets. Reference [11] extends this method by using a Conditional Random Field to model the track affinities and dependencies, and by calculating the affinity scores globally. This method differs from our method in that it is a post-processing algorithm.

V. INCORPORATING THE SEQUENCE MODEL WITH R-RANSAC

When incorporating the SM into the R-RANSAC framework, we primarily use it as a tool to improve data association. We expect using the SM to be most advantageous in situations with infrequent measurement updates and a high proportion of clutter measurements. R-RANSAC relies entirely on its assumed dynamic model to perform data association. In the case of infrequent measurement updates, a target can deviate significantly from its assumed model, thereby making it much less probable that R-RANSAC correctly associates measurements. The SM does not share this inherent weakness of R-RANSAC; its belief model is constructed entirely from past observations of the target. Consequently, provided the SM has been sufficiently trained and the target does not deviate from its previous paths,
the SM should be able to correctly associate measurements independent of the time between measurement updates. The simple example of a road with a right-hand turn clearly illustrates this point. Just prior to the turn, R-RANSAC propagates the state estimate forward and off the road. The SM, on the other hand, has never observed a target continuing straight on this section of road. Instead, it has observed targets making a right hand turn at that location and thus it assigns probability mass to the right.

R-RANSAC measurement association probabilities are calculated using the covariance of the innovation. The SM association probabilities are calculated by interpolating between grid locations in the belief model. Both sets of association probabilities are normalized. A weighting between the R-RANSAC and SM association probabilities is computed. Several approaches have been suggested on how to best weight these probabilities including using mean-based, entropy-based, or random weightings. Ideally, the weighting would be based on the certainty of each prediction. We attempt to approximate this ideal weighting by allowing the SM weight to grow linearly from zero to an upper bound $P_{\text{SM}}_{\text{max}}$. The SM weight reaches $P_{\text{SM}}_{\text{max}}$ when the track’s age reaches $\ell_{\text{SM}}$ time steps; after $\ell_{\text{SM}}$ time steps we are confident the SM has been sufficiently trained. In the simulations presented here, $P_{\text{SM}}_{\text{max}} = 0.9$ and $\ell_{\text{SM}} = 300$.

When used with R-RANSAC, the SM is initialized with an arbitrarily large number of targets. All valid tracks outputted by R-RANSAC are used to update the SM. The R-RANSAC track with good model number $i$ updates the belief model for the $i^{\text{th}}$ target in the SM. A high $\tau_T$ value of 15 is used to prevent spurious tracks from corrupting the SM. The SM is updated with the highest probability measurement associated with a track instead of the track’s state estimate. Valid tracks that were not updated at the current time step are not used to update the SM. The inlier region of R-RANSAC is expanded to account for possibly extreme intra-time step target maneuvers ($\tau_R = 70$). A grid size of 15 is used to discretize the environment.

Because the SM/R-RANSAC algorithm is designed to excel in tracking situations with infrequent measurement updates, the nearly constant velocity (CV) model is used in place of a higher-order linear model such as the nearly constant jerk (CJ) model. The CJ model performs poorly in these situations because its sensitive higher-order terms result in inaccurate predictions of future target locations far into the future. The CV model, although it does not model turning behavior, is less sensitive to errors in the state estimate and oftentimes more accurately predicts future target locations. The CV model also behaves in a more stable fashion when a target has maneuvered between time steps. In the case of a right hand turn, the CJ model requires several post-turn measurements to converge to the true path. Conversely, the CV model snaps to the true path after receiving a single post-turn measurement.

VI. LEARNING SIMULATION ENVIRONMENT

As described in Section IV, the SM is still under active development and can only be reasonably expected to improve tracking performance in certain situations. To fairly evaluate the performance of the SM/R-RANSAC combination, the simulated MTT scenario was designed to showcase the expected strengths of the new algorithm.

A MTT scenario was simulated in Matlab in order to test the SM/R-RANSAC algorithm. The simulation environment consists of a 550 x 550 field of view with four targets. Each target travels in a rectangular path, with each path being located almost wholly in one of the quadrants of the field of view. The target measurements are corrupted by normally-distributed noise with a standard deviation of 0.5. The simulation begins with a 600 time step learning period; this learning period contains no clutter measurements. After the learning period, alternating 400-time step periods with clutter and 200-time step periods without clutter occur until time step 2800 (the end of the simulation). The time periods with clutter are referred to as the “jamming” periods throughout this discussion. The periods without clutter measurements are designed to allow R-RANSAC to reacquire the targets and establish context for the learner. Figure 6 displays the number of clutter measurements over the entire simulation. The number of clutter measurements during each “jamming” period rises to a higher maximum number of clutter measurements resulting in more difficult tracking as the simulation progresses. Figure 7 shows a snapshot of the simulation environment during a period of clutter measurements.
To make R-RANSAC compatible with this particular simulation, two modifications are necessary. First, tracks’ consensus sets are updated with all of the inlier measurements instead of only with the nearest neighbor measurement. Second, an adaptive $\tau_p$ is used. A baseline value of 0.8 is assumed for $\tau_p$; this baseline value is added to the average number of expected inlier measurements based on the average size of the measurement scans in the measurement history window, the area of the field of view, and the inlier region area. This adaptive $\tau_p$ appears to work well during all stages of the simulation. These two modifications are necessary to distinguish valid tracks from spurious tracks during the “jamming” stages of the simulation.

### Table I: MOT Results - R-RANSAC with the Sequence Model

<table>
<thead>
<tr>
<th>Simulation</th>
<th>MOTP</th>
<th>MOTA</th>
<th>MD</th>
<th>FP</th>
<th>MM</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM/RR - 9</td>
<td>0.4960</td>
<td>0.9793</td>
<td>0.0000</td>
<td>0.0203</td>
<td>0.0004</td>
</tr>
<tr>
<td>RR - 9</td>
<td>0.4452</td>
<td>0.9428</td>
<td>0.0207</td>
<td>0.0281</td>
<td>0.0083</td>
</tr>
<tr>
<td>SM/RR - 13</td>
<td>1.1883</td>
<td>0.9818</td>
<td>0.0000</td>
<td>0.0174</td>
<td>0.0007</td>
</tr>
<tr>
<td>RR - 13</td>
<td>1.7101</td>
<td>0.7896</td>
<td>0.1500</td>
<td>0.0088</td>
<td>0.0515</td>
</tr>
<tr>
<td>SM/RR - 17</td>
<td>11.2009</td>
<td>0.8690</td>
<td>0.0085</td>
<td>0.0911</td>
<td>0.0314</td>
</tr>
<tr>
<td>RR - 17</td>
<td>15.3591</td>
<td>0.5766</td>
<td>0.2718</td>
<td>0.0233</td>
<td>0.1284</td>
</tr>
</tbody>
</table>

### Table II: Average OSPA Scores - R-RANSAC with the Sequence Model

<table>
<thead>
<tr>
<th>Simulation</th>
<th>OSPA</th>
<th>OSPA-T</th>
<th>Std. Dev. (OSPA-T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM/RR - 9</td>
<td>4.1499</td>
<td>4.1786</td>
<td>0.4883</td>
</tr>
<tr>
<td>RR - 9</td>
<td>12.8371</td>
<td>13.0207</td>
<td>1.0472</td>
</tr>
<tr>
<td>SM/RR - 13</td>
<td>4.3613</td>
<td>4.3839</td>
<td>0.5872</td>
</tr>
<tr>
<td>RR - 13</td>
<td>35.8561</td>
<td>36.4852</td>
<td>1.2125</td>
</tr>
<tr>
<td>SM/RR - 17</td>
<td>20.3627</td>
<td>20.5861</td>
<td>0.7797</td>
</tr>
<tr>
<td>RR - 17</td>
<td>60.5101</td>
<td>61.4912</td>
<td>0.3926</td>
</tr>
</tbody>
</table>

### VII. Learning Results

Three sets of simulations were run in order to compare R-RANSAC with the SM/R-RANSAC algorithm. The simulations are differentiated by the length of their time steps: 9, 13, and 17 seconds, respectively. In Tables I and II, the simulations are labeled as “SM/RR - $dt$” and “RR - $dt$” where $dt$ indicates the time step length. Five trials were run with each simulation. Results were only extracted from the post-learning period interval of the simulation (i.e. the last 2200 time steps). The optimal sub-pattern assignment (OSPA) [12], [13] and multiple object tracking (MOT) [14] metrics were used. The R-RANSAC parameters were kept constant across all of the trials, except for the measurement noise covariance which was increased by one order of magnitude for the 17 second time step trials.

For all time step lengths, the SM/R-RANSAC algorithm outperformed R-RANSAC. As expected, the disparity in performance increases as the time step grows larger. This is because the Kalman filter estimate of future target location used by R-RANSAC becomes increasingly less trustworthy with longer time steps, whereas the SM estimate is less affected by longer time steps. One interesting observation is that SM/R-RANSAC’s performance remained relatively constant between the 9 and 13 second simulations. This result is especially relevant to UAVs which often have strict limits on computational power: the same level of tracking performance can be achieved even when receiving measurements...
and updating the model set much less frequently.

Figure 8 plots the average OSPA-T scores at each time step for the five trials of the “SM/RR - 17” and “RR - 17” simulations. During the periods without clutter measurements, R-RANSAC tracks very well and SM-R-RANSAC tracks perfectly. During the periods with clutter measurements, SM/R-RANSAC performs noticeably better than R-RANSAC. Figure 8 also shows that R-RANSAC’s performance degrades as soon as the clutter measurements begin and its performance only improves after the clutter measurements have ended. SM/R-RANSAC, on the other hand, maintains excellent performance through the early stages of the “jamming” periods and strongly recovers before the “jamming” periods are over.

There is a significant time penalty associated with using the SM. R-RANSAC averaged $2.6111 \times 10^{-6}$ seconds per time step whereas the SM/R-RANSAC algorithm averaged $2.3889 \times 10^{-5}$ seconds per time step.

VIII. CONCLUSIONS

The ideas and results presented here are more proof-of-concept than fully developed. The simulation results showed that the SM significantly improved data association in situations with infrequent measurement updates and high amounts of clutter. However, this simulation was very simplistic: the targets were constrained to easily-learned and widely spaced paths. Future research should include simulations with interacting targets that deviate occasionally from their nominal paths. Eventually, experiments should be run on video where the objects of interest do not follow constrained paths. Future work will also need to look at determining the optimal discretization of the environment and the optimal way of combining the SM and R-RANSAC belief models. All of this future work, though, hinges on the continued development of the SM. The SM needs to be able to maintain separate belief models for individual targets for it to be successfully applied to more realistic tracking scenarios.
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