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2-D simulation of flow structures over dunes for flow characteristics estimation 
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Abstract: Rivers have undulated beds, which are called bedforms. Depending on the hydraulic conditions, the bedforms have 
different types that cause resistance in the flow. Despite various research and experiments on bedforms, the topic is still 
debatable and requires further research. The present study is mainly focused on simulating the flow motion numerically on 
dunes in open channels to evaluate the effect of dune geometry on flow structure. Twenty-nine simulations were conducted to 
study the effect of the geometry of five types of dunes with different angles and heights under different hydraulic conditions 
and bed roughnesses. RANS and DES turbulence models were used to simulate small and large-scale dunes, respectively. The 
results of the numerical model were compared with the experimental results of previous researchers to validate the work, 
indicating the appropriate accuracy of the numerical model. Then, an empirical equation was adopted to evaluate the effect 
of dune geometry on flow hydraulics by considering the equations of previous researchers. Finally, sensitivity analyses were 
carried out to determine the dependence of each parameter in this equation.  

Keywords: Bedform, Dune, Numerical simulation, Turbulence models. 

1. Introduction  
Generally, rivers play a crucial impact on their surrounding areas and are considered a crucial water supply source 
for humans. Therefore, any changes in the river flow regime could disturb the social-economic of the riparian 
zone and endanger their lives. In open channel flow with a fixed bed, it is possible to estimate a constant value to 
determine the roughness coefficient (Ahmad et al. 2017, Chow 1981) and use one of the flow resistance formulas 
to calculate the flow rate (Fenton 2010). In natural rivers with alluvial beds, bed deformation may occur with the 
entrainment of particles, which could be followed by bedforms, depending upon the flow conditions. The bed 
deformation could increase the hydraulic flow resistance, which may result in the particles (Strickler 1923, Aberle 
et al. 2008, Ji-Sung, et al. 2010) and bedforms roughness (Engelund and Hansen 1967, Hafez et al. 2001, Venditi 
2007). Although various researchers have used different approaches to estimate the bedforms (Heydari et al. 2014, 
Attar and Li 2012, Karamisheva et al. 2005 and Julien and Klaassen 1995), their results are significantly different. 
This could be owing to the differences in laboratory conditions, lack of uniformity to predict bedform dimensions 
and the shortage of knowledge about the effect of bedform structure on the turbulence of sediment transport 
phenomena. This, in turn, necessitates further research on the complexity of the phenomena. 

Many researchers have noticed the significant effect of the bedforms on the flow structure, by decomposing the 
total roughness into grain and form roughnesses (Cai et al. 2020). The term “dune” was initially introduced by 
Gilbert (1914). Soulsby (1989) suggested that a triangular, asymmetrical cross-sectional area generally forms sand 
waves with a sharp lee-side angle of 28 to 35° and a gentle stoss-side angle of about 5°. Dunes cause a flow 
separation zone at the lee-side, in which eddy flows are formed and dissipate much energy. By measuring the 
velocity in this zone, he observed that the velocity is approximately one-third to half of the average flow velocity 
in the stoss-side direction. 

Giri and Shimizu (2006) presented a two-dimensional morphodynamic model for free surface flows on bedforms. 
The proposed model has a high ability to simulate average flow and turbulence structure. They validated the model 
with laboratory data in a mobile bed channel and compared it with previous works. They also found that the 
nonlinear 𝑘𝑘 − 𝜀𝜀 model showed better results than the linear model, particularly, in turbulent zones. Nabi et al. 
(2012) presented a three-dimensional high-resolution hydrodynamic model for unsteady incompressible flow over 
an evolving bed topography. The model used LES to solve the turbulence; their results were compared with the 
laboratory and experimental models of previous research works and showed reasonable agreement. Reisenbüchler 
et al. (2019) cited that Van Rijn (1984c) developed a diagram, based on a large number of laboratory and field 
data, to determine the bedform in open channels. Niazkar et al. (2019) developed a direct flow-dependent approach 



calculating roughness caused by the grain and bedform. They compared the accuracy of their method with the 
previous works.  

In general, experimental studies to evaluate the effect of bedforms on flow structure is costly and time-consuming. 
At the same time, numerical studies provide additional information and reduce time and cost. Motamedi et al. 
(2012) investigated the length of the separation zone and the interaction of dune geometry on the flow structure. 
They concluded that the length of the flow separation zone could increase directly with the flow rate, dune height 
and bed material size, and decrease inversely with the flow depth. Lefebvre (2019) used Delft3D software to 
simulate 3D flow above natural bedforms. He initially verified the model against Maddux et al. (2003) laboratory 
data. Then, Parsons et al. (2005) data were used to model 3D flow velocities and turbulence above a dunes 
bedform field for Río Paraná (Argentina).  

Although many research works have been undertaken on the resistance of dunes to the flow, the topic is still 
debatable as this signifies the necessity of further research on the dune geometry and its effect on flow structure. 
Furthermore, assessment of an appropriate turbulence model is of great importance to simulate the geometry of 
the bedforms under different hydraulic conditions.  

In this regard, adapting empirical equations to estimate dunes dimensions enables us to gain a better understanding 
of the interaction between bedforms and flow structure. Generally, most previous research works used the 
Reynolds-averaged Navier–Stokes (RANS) turbulence model to simulate the flow structure because of its 
simplicity and low cost (Berrouk 2019). However, on account of its deficiency in computing velocity fluctuations, 
the model fails to detect accurately flow eddies (Spalart and Allmaras 1994 and Spalart et al. 1997) and leads to 
an inappropriate demonstration of flow separation at the dunes lee side. Hence, this study used the detached eddy 
simulation (DES) turbulence model in STAR-CCM+ to simulate flow on large-scale dunes (i. e. dune height to 
water depth ratio of greater than 0.25) with a high lee-side angle (38°), as the effect of the bedforms on the flow 
structure is significant in a shallow-water river. In contrast, the significance of bedform roughness decreases by 
increasing the ratio of water depth to dune height, which may reflect the flow separation formation at the dune 
lee-side (Mustaffa et al. 2016). Since riverbed conditions are one of the factors affecting floods and aquatic life 
cycles, this study attempts to identify the effective parameters on the bedforms to obtain an in-depth understanding 
of the interaction between them and the flow structure to be applied to the river by the engineers and practitioners. 
Besides, further efforts have been made to develop an empirical equation to predict the interaction of riverbed 
geometry and flow characteristics. 

2. Methods 

2.1. Governing equations 

The flow of a viscous incompressible fluid with constant properties is governed by the Navier–Stokes equations 
(Alfonsi 2009): 

𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝜕𝜕

+ 𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

�𝑢𝑢𝑖𝑖𝑢𝑢𝑗𝑗� = − 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

+ 𝜈𝜈 𝜕𝜕2𝑢𝑢𝑖𝑖
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 ,𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

= 0                                                                                         (1) 

The Reynolds equation, which is called RANS, is one of the Navier-Stokes equations, where u = velocity, x = 
location, t = time, i and j = Cartesian indices, P = pressure, and 𝑣𝑣 = kinematic viscosity of water. According to the 
concept of Reynolds decomposition, the dependent variables of equation (1) decomposed into mean and 
fluctuating parts: 

𝑢𝑢𝑖𝑖 = 𝑢𝑢�𝑖𝑖 + 𝑢𝑢𝑖𝑖′,    𝑝𝑝 = 𝑝̅𝑝 + 𝑝𝑝′                                                                                                                             (2) 
Where the sign ( ′  ) = the fluctuating component while the sign ( ) = the time average component (Alfonsi 2009). 
The left-hand side of equation (1) represents the changes in the mean momentum caused by the unsteady flow and 
convective accelerations. It is notable that the term 𝜕𝜕

𝜕𝜕t
is eliminated when the flow is steady. 

2.2. Numerical setup 

Sharifi et al. (2020) suggested that DES and RANS turbulence models give the most appropriate results for large 
and small-scale dunes, respectively. Star-CCM+ was applied as the tool to carry out the simulation. It is a state-
of-the-art commercial code developed by CD-Adapco (Melville, New York, USA) which solves the fully 3-D 
hydrodynamic incompressible Navier–Stokes equations using a finite volume method on unstructured meshes 
(Wu et al. 2019). The realizable two-layer k-ε model was used to perform the RANS simulations. Based on 
previous studies (Shur et al. 1999, Bunge et al. 2007, Spalart et al. 1997), the k-ε model was applied as a principle 
for the RANS model in DES, which the constant is shown is Table 1. The no-slip condition was considered for 
bed and side walls while the layer of air with height equals twice the water depth was added to the computational 



domain to model free surface dynamics using the VOF. Furthermore, the volume of fraction method was applied 
to calculate the free surface. The numerical solution method in this model is implicit unsteady. The VOF method 
has been used for problems involving two or more unmixable fluids and the interface between the two fluids (Park 
et al. 2020). A simple but powerful method is described based on the concept of a fractional volume of fluid 
(VOF). This method is more flexible and efficient than other methods for treating complicated free boundary 
configurations (Hirt et al. 1981). By solving these equations, the number 𝛼𝛼 is obtained to indicate the volumetric 
ratio of the two fluid phases within each of the computational cells. For example, 𝛼𝛼 = 1 indicates that the cell 
volume is full of water, 𝛼𝛼 = 0 shows that the cell volume is full of air, and 0 < 𝛼𝛼 < 1 is the transition zone 
between the two water and air fluids. For an incompressible fluid, the kinematic volume fraction; is: 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 1
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�                                                                                          (3)                               

Where ui = horizontal component of velocity; xi = horizontal vector in the Cartesian coordinate system; VF = 
volume fraction of fluid in each cell; Ai = fractional areas open to flow in the i-coordinate of the Cartesian 
system; 𝜐𝜐𝐹𝐹  = diffusion coefficient and F = the volume of fluid per unit volume (User Guide, STAR-CCM+ 2018).  

Table 1. Constants of k-ε model 

𝐶𝐶𝜇𝜇 𝐶𝐶𝜀𝜀1 𝐶𝐶𝜀𝜀2 𝜎𝜎𝑘𝑘  𝜎𝜎𝜀𝜀  
0.09 1.44 1.9 1 1.2 

2.3. Experimental data 

The laboratory model developed by Motamedi et al. (2012) was used to simulate the flow on dune bedforms. 
They conducted their experiments in a rectangular channel 12 m long, 0.75 m wide and 0.9 m high on fixed dunes 
with different dimensions and lee and stoss-side angles (Nelson et al. 1993, Allen 1985, Nasiri 2010 and 
Davarpanah 2011). The material of dunes was of two types of non-uniform sand with an average diameter of 5.8 
and 13.2 mm, which were referred to as fine and coarse grains, respectively, in this research. The dunes had a 
wavelength of 1 m and heights of 4, 6, and 8 cm, which were divided into sharp and flat-crested classes. The 
former were of type 2 (Figure 1, Table 2) while the latter were of type 1, 3 and 4 (Figure 1, Table 2). Dune type 
3 was a large-scale dune with a height to water depth ratio greater than 0.25 and a lee-side angle of 38°.  However, 
other dunes were of the small-scale type with a height to water depth ratio of less than 0.25 and the lee-side angle 
less than 38°. 

 

Figure 1. Used sharp-crested dune (type 2) and Used broad-crested dune (type 1, 3 and 4) (Motamedi et al. 2012) 

The experiments were carried out with discharge values of 30 and 60 litres per second under depths of 32 and 20 
cm (Motamedi et al. 2012). In addition, Balachandar and Patel (2008) data were also used to simulate the flow on 
the dune bedform; they applied Van Mierlo and de Ruiter (1988) dune geometry (Figure 2, Table 2) and created 
a train of 22 dunes in a laboratory channel with dimensions of 10 m long, 0.61 m wide and 0.61 m high. 
Experiments were conducted under the constant velocity of 0.4 m/s and the flow depth of 0.12 m (Balachandar 
and Patel 2008). They consider three modes of flat bed, the bed covered with a network of 0.72 mm stainless steel 
wires with a distance of 6.35 mm and bed glued with 18 mm sand grains, which was simulated in the present 
study.  



 

 
Figure 2. Experimental model of dune geometry (Balachandar and Patel 2008) 

Table 2. Characteristics of geometry dimensions of  simulated dunes 
Dune type Crest type Lee side angle (Degree) Dune height (cm) Crest length (cm) Stoss side angle 

(Degree) Dune length 

2 Sharp 8 6 0 6 100 
1 Broad 8 4 34 6 100 
3 Broad 38 8 14 6 100 
4 Broad 38 4 57 6 100 

Balachandar Broad 26.5 2 2 5 40 

2.4. Boundary conditions 

The numerical model was designed with input and output boundary conditions in which “Velocity Inlet” option 
with constant velocity was selected in Star-CCM+ for the input boundary condition. For the output boundary 
condition, "Pressure Outlet" option was selected equal to nought, likewise, for the free water surface to address 
the effect of the atmosphere. The walls and bed of the channel were also considered with the “Wall” option; this 
was determined by equivalent roughness 𝑘𝑘𝑠𝑠 to be 2.5𝐷𝐷50and 3.5𝐷𝐷84(Yang et al. 2005 and Motamedi et al. 2012) 
for the fine and coarse materials, respectively (Figure 3). The flow of water was assumed incompressible with a 
density of 1000 𝑘𝑘𝑘𝑘/𝑚𝑚3 and dynamic viscosity of 0.001 𝑘𝑘𝑘𝑘

𝑚𝑚.𝑠𝑠
. 

 
Figure 3. Numerical model boundary conditions in STAR-CCM + software 

2.5. Mesh Generation 

In general, selecting the most optimal mesh size is regarded as one of the most critical steps in numerical 
simulation. As coarse meshing increases, the gradient of variables variations as a result of which inappropriate 
outputs may be gained. Hence, fine meshing should be implemented so that all cases can be examined by 
condensing the mesh points in the zones where the flow variables are under sudden changes. Therefore, it enables 
us to achieve outputs more accurately by studying all the model variables in a computational domain. 
Nevertheless, should fining mesh sizes be performed with caution. This is because it would increase the number 
of computational cells and the extension of computational time, which may not be economical. By this means, 
mesh optimization should initially be implemented in numerical simulation. 

 
Figure 4. Meshing blocks 



 

                    
Figure 5. Profile changes velocity in the vertical direction. a) Couple states and b) odd states relative to the ideal state (6)

  

For example, simulation No. 25 (Dune type 4, 58 mm grain size, 30 l/s flow rate and 317 mm flow depth) was 
chosen arbitrarily for the optimal cell size selection tests. To measure the sensitivity of the numerical model to the 
computational cell size, as well as to optimize the run time and to promote the accuracy of the outputs, changes 
in the meshing size were considered in the form of multiple blocks in the sampling data locations on the dunes 
(Figure 4). Eight simulations were carried out to optimize the time and accuracy of the output results. Based on 
this, the model with the smallest cell size (i. e. mesh generation mode (6) was selected as the most accurate (100%) 
under a long run time of 98 hours. Given, the run time was not cost-effective; however, accuracy was desirable. 
Thus, other modes were validated by this in terms of velocity profile deviation in the vertical direction (Figure 5 
and Table 3). Under these circumstances, mesh generation mode (1) worked out having optimized simulation with 
appropriate accuracy of 85% under a run time of 50 hours. It is worth pointing out that no significant change is 
observed in the accuracy of the model by reducing the mesh sizes. however, the run time increases significantly 
to reach stable time (Section 2-7). Equally, enlarging the mesh sizes could significantly increase the deviation of 
the vertical velocity profile (Figures 5a and b) and, subsequently, the divergence of the streamlines and further 
mixing of the water and air (Figures 6a and b). Hence, the mesh dimensions mode (1) is selected as the appropriate 
option (Figure 7). The average value of GCI is 1.025 approximately. 

Table 3. Mesh generation sensitivity analyses 

Mesh  
Generation 

Mode 

Dimensions 
of grid in  

block 1 (mm) 

Dimensions 
of grid in  

block 2 (mm) 

Dimensions 
of grid in  

block 3 (mm) 

Dimensions 
of grid in  

block 4 (mm) 

Dimensions 
of grid in  

block 5 (mm) 

Dimensions 
of grid in  

block 6 (mm) 

Time required to 
reach 60 sec in 

simulation time 
(hour) 

Percentage 
of flow  

deviation 

1 100 20 10 20 10 5 50 15 
2 100 40 20 20 10 5 40 27 
3 100 20 10 5 10 5 66 13 
4 100 20 10 10 10 1 82 9 
5 100 20 10 10 10 2 74 11 
6 100 20 10 10 5 1 98 8 
7 100 20 10 10 5 5 61  14 
8 100 20 10 10 10 5 55 15 

 

            
Figure 6. Distribution a) Streamlines and b) Mixing the weather in the vicinity of the last telescope with a large meshing of 

10 cm 

b) a) 

b) a) 



 

       
Figure 7. The meshing of numerical model sampling location a) Overview b) Location of blocks 

2.6. Time of equilibrium 

Time of equilibrium or stability time of the numerical model may vary depending upon the dimensions of the 
mesh sizes and the applied turbulence model. The accuracy of the simulation results is directly related to the run 
time of the model which may not be economical for a long run time. When the simulation accuracy reaches about 
80 to 90% of its final value after a certain time, it could be accepted as the final result to save time and money. 

In this way, experiments were carried out finding the optimal run time for numerical simulation. On account of 
the different simulation times for each turbulence model, two experiments were made with two different 
geometries under various hydraulic conditions, one of which with the RANS turbulence model (simulation No. 
24 (Dune type 4, 132 mm grain size, 60 l/s flow rate and 195 mm flow depth)) and the other with the DES 
turbulence model (simulation No. 17 (Dune type 3, 132 mm grain size, 60 l/s flow rate and 317 mm flow depth)). 
Since RANS equations are based on time-averaged approach, these equations have fewer computational processes 
and their run time is shorter than that of the DES model. The model was run for 40, 50, 60, 70, 80, and 90 seconds 
to simulate the RANS model, and the velocity profiles were compared at the boundary between the fifth and sixth 
dunes (Figures 8a and b). The model has achieved acceptable accuracy from the very first seconds, enabling us to 
select the run time of 50 seconds as the stability time to achieve sufficient accuracy in the simulations of the 
RANS.  

The run times of 40, 50, 60, 70, 80, and 90 seconds were made in the numerical model to find the optimal 
simulation time for the DES, and then, the velocity profiles were compared the same as before for the same 
location. Figure (8b) indicates that the velocity profiles differ by less than 7% in 60 and 70 seconds, therefore, the 
DES requires more time to achieve sufficient accuracy, which takes the run time of about 60 seconds.  However, 
for more certainty, the run time of 70 seconds was selected for simulation to ensure that the process was 
appropriately in progress. The times obtained in the process can be considered as the time for the flow to reach 
stability because no significant differences have been noticed in the velocity profiles. 

              
Figure 8. Flow velocity profiles at a distance of 7 meters of upstream at different times 

2.7. Numerical model calibration 

Twenty-nine experiments were simulated to evaluate the model by the measured velocity profiles in the vertical 
direction. The data of 11 experiments from Motamedi et al. (2012) (simulations No. 1, 2, 6, 7, 15, 21, 22, 23, 25, 
26, 27) and one experiment from Balachandar and Patel (2008) (simulation No. 29 (Dune type 5, 18 mm grain 
size, 30 l/s flow rate and 120 mm flow depth)) were available. In all experiments, equation (4) was used to work 

a) b) 

a) b) 



 

out the percentage error of the velocity profile of the numerical model (Num) relative to the measured laboratory 
data (Obs). 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(%) = ∑ (𝑂𝑂𝑂𝑂𝑂𝑂−𝑁𝑁𝑁𝑁𝑁𝑁)𝑛𝑛
𝑖𝑖=1
∑ (𝑂𝑂𝑂𝑂𝑂𝑂)𝑛𝑛
𝑖𝑖=1

× 100                                                                                     

(4) 
Where 𝑂𝑂𝑂𝑂𝑂𝑂 = measured laboratory data and 𝑁𝑁𝑁𝑁𝑁𝑁 = numerical model output. 

 
Figure 9. Comparative graph of flow velocity profiles in Experiment 29 (RANS turbulence model, Balachandar 2008 model 

geometry with a discharge of 36.7 litres per second and a 14 cm depth) 

The results of the numerical model state that the difference between the predicted and measured values of the 
velocity profiles is on average 12.3% with Motamedi et al. (2012) and about 7.4% with Balachandar and Patel 
(2008) data. In total, the minimum and maximum differences are 7.4 and 16.8%, respectively, while the average 
is 11.9%, which highlights the appropriate agreement of the results of the present study with the previous research 
works (Figures 9 and Table 4). 

 

Table 4. The average difference of vertical velocity profiles (%) 

Simulation 
Number 1 2 6 7 15 21 22 23 25 26 27 29 Average 

Observed 
and STAR-

CCM+ 
11.4 9.5 13.2 15.5 14.5 9.4 10.2 16.8 12.2 9.6 12.8 7.4 11.9 

STAR-
CCM+ and 

SSIIM 
21.6 18.9 23.2 26.5 17.3 15.2 14.1 24.5 19.3 13.2 27.7 - 20.1 

 

The results of the STAR-CCM+ were also compared with the SSIIM used by Motamedi et al. (2012) study for 
simulation No. 15 (Dune type 3, 132 mm grain size, 30 l/s flow rate and 317 mm flow depth) (Figure 10). The 
minimum and maximum differences between the results of the predictions by the two models are 13.2 and 27.7%, 
respectively, with an average of about 20.1%. Bearing in mind that there is no information available for 
Balachandar and Patel (2008) data in SSIIM. 

 
Figure 10. Comparative graph of flow velocity profiles in Experiment 15 (DES turbulence model, dune type 3 and 30 litres 

per second discharge and 32 cm depth) 



 

3. Dimensional analysis 

Given the significance of various variables in the formation of the bedform, it is possible to apply dimensional 
analysis to make these variables dimensionless. Generally, numerous variables are involved in developing the 
bedform, which are as follows. 

𝑓𝑓(𝑉𝑉∗,𝐻𝐻,𝑉𝑉,𝑔𝑔, 𝜇𝜇,𝜌𝜌,𝜌𝜌𝑠𝑠, 𝑘𝑘𝑠𝑠, 𝜆𝜆, 𝜃𝜃𝑈𝑈𝑈𝑈,𝜃𝜃𝐷𝐷𝐷𝐷,𝑦𝑦, 𝑆𝑆, 𝑏𝑏,𝑉𝑉𝑐𝑐 ,𝑦𝑦𝑐𝑐) = 0                                                        (5) 
Where 𝑉𝑉∗ = shear velocity, 𝐻𝐻= dune height, 𝐷𝐷50 = median particle size, 𝑉𝑉= mean flow velocity, g = gravity 
acceleration, 𝜇𝜇= dynamic viscosity, 𝜌𝜌= water density, 𝜌𝜌𝑠𝑠= bed particle density, 𝑘𝑘𝑠𝑠= equivalent roughness height, 
𝜆𝜆 = dune length, 𝜃𝜃𝑈𝑈𝑈𝑈 = dune stoss-side angle, 𝜃𝜃𝐷𝐷𝐷𝐷= dune lee-side angle, y = water depth, S = bed slope, 𝜏𝜏0= shear 
stress, b = channel width, 𝑉𝑉𝑐𝑐= critical velocity for particle movement, and 𝑦𝑦𝑐𝑐= critical depth for particle movement.   

Totally, 18 variables are defined to form the dune, among which three repetitive variables are designated (i. e. H 
for the length, 𝑉𝑉for the time and 𝜌𝜌 for the mass).  

Among the 29 available simulations, about 60% of them (i. e. 17 simulations) were used to obtain the coefficients 
of equation (6) while the remainders were for equation validation. The coefficients of the equation were calculated 
regression analyses with the coefficient of determination of𝑅𝑅2 = 0.847. 

𝜆𝜆
𝐻𝐻

= 1.47𝜃𝜃𝑢𝑢𝑢𝑢−0.023𝜃𝜃𝑑𝑑𝑑𝑑−0.089(𝐹𝐹𝑟𝑟2)−0.072 �𝑘𝑘𝑠𝑠
𝑦𝑦
�
0.032

�𝑉𝑉∗
𝑉𝑉
�
−1.188

                                                      (6) 

Furthermore, the rest of the data (i. e. 12 simulations) were used to validate equation (6). The𝜆𝜆
𝐻𝐻

 values obtained by 
Equation (6) have an average percentage error of about 11.25% compared to the observed values (Figure 11). 

   
Figure 11. Comparison of the ratio of length to height 
observed and calculated according to equation (6) 

 
Figure 12. Comparison of λ/H values predicted by this 

study and Julien and Klassen 1995 

Figure (12) provides the diagram of 𝜆𝜆
𝐻𝐻

 values predicted by equation (6) versus those predicted by Julien and 

Klassen (1995). It is observed that the graphs are relatively symmetric for 𝜆𝜆
𝐻𝐻

 values smaller than 20. In contrast, 

Equation (6) underestimates 𝜆𝜆
𝐻𝐻

 values significantly for 𝜆𝜆
𝐻𝐻

> 20 compared to Julien and Klassen (1995) equation with 
the average MND equals to 11.2.  

 

3.1. Sensitivity analysis of the dimensionless numbers 

Some researchers have used different variables to obtain the𝜆𝜆
𝐻𝐻

 ratio (Heydari et al. 2014; Attar and Li 2012; 
Karamisheva et al. 2005 and Julien and Klaassen 1995). This indicates that all dimensionless numbers in equation 
(6) may not necessarily appear in the equations developed by different researchers, as most studies have been 
carried out under controlled experimental conditions (Kwoll et al. 2016; Heydari et al. 2014 and Karamisheva et 
al. 2005). By conducting sensitivity analysis on each dimensionless number in equation (6), it is possible to 
conceive  the significance of the numbers and their effects on estimating the dimensions of bedform and flow 
structure, which enables us to predict and control floods or probably to improve river ecosystem conditions 
(Naqshband and Hoitink 2020). 



 

The sensitivity analysis was undertaken on dimensionless numbers of equation (6) for five different cases, such 
that, in each case, one dimensionless number was removed from the equation and the regression analysis was 
done to the data based on other dimensionless numbers (Table 5). 

Table 5. Dependence of equation (13) dimensionless numbers 
 

Percentage of deviation 
(MNE) 𝑅𝑅2 Formula Deleted 

parameter 

9.6 0.837 𝜆𝜆
𝐻𝐻

= 2.54𝜃𝜃𝑢𝑢𝑢𝑢0.326𝜃𝜃𝑑𝑑𝑑𝑑−0.087(𝐹𝐹𝑟𝑟2)−0.06 �
𝑉𝑉∗
𝑉𝑉
�
−1.168

 
𝑘𝑘𝑠𝑠
𝑦𝑦

 

26.2 0.03 
𝜆𝜆
𝐻𝐻

= 19.22𝜃𝜃𝑢𝑢𝑢𝑢0.98𝜃𝜃𝑑𝑑𝑑𝑑−0.036(𝐹𝐹𝑟𝑟2)−0.016 �
𝑘𝑘𝑠𝑠
𝑦𝑦
�
0.036

 
𝑉𝑉∗
𝑉𝑉

 

11 0.78 
𝜆𝜆
𝐻𝐻

= 3.29𝜃𝜃𝑢𝑢𝑢𝑢0.287𝜃𝜃𝑑𝑑𝑑𝑑−0.095 �
𝑘𝑘𝑠𝑠
𝑦𝑦
�
0.001

�
𝑉𝑉∗
𝑉𝑉
�
−1.118

 𝐹𝐹𝑟𝑟2 

10.8 0.786 
𝜆𝜆
𝐻𝐻

= 2.49𝜃𝜃𝑢𝑢𝑢𝑢0.24(𝐹𝐹𝑟𝑟2)0.0236 �
𝑘𝑘𝑠𝑠
𝑦𝑦
�
−0.076

�
𝑉𝑉∗
𝑉𝑉
�
−1.137

 𝜃𝜃𝐷𝐷𝐷𝐷 

9.4 0.84 
𝜆𝜆
𝐻𝐻

= 1.52𝜃𝜃𝑑𝑑𝑑𝑑0.32(𝐹𝐹𝑟𝑟2)−0.089 �
𝑘𝑘𝑠𝑠
𝑦𝑦
�
−0.072

�
𝑉𝑉∗
𝑉𝑉
�
−1.188

 𝜃𝜃𝑈𝑈𝑈𝑈 

 
Table (5) displays that the ratio 𝑉𝑉∗

𝑉𝑉
 has the most significant effect on equation (6) as a result of which the shear 

velocity and hence shear stress has the highest effect on riverbed formation which is in conformance with Willett 
(2006). 

4. Conclusion 

Generally, the use of computer simulations to model and study flows can reduce cost and time. In this research, 
the numerical model was used to simulate the dune geometry. Then, the experimental results of Motamedi et al. 
(2012) and Balachandar and Patel (2008) were used to validate the model. The comparison of the two vertical 
velocity profiles showed an average difference of 11.9%, which indicates the appropriate accuracy of the 
numerical model. Flow structure was also simulated numerically on five different types of dunes, the results of 
which are as follows: 

-There is a high possibility of flow separation occurrence in sharp-crested dunes. In two dunes with the same 
dimensions, the sharp-crested dunes create more changes in the flow structure. However, shear stress variations 
in flat-crested dunes are more gradual than those of the sharp-crested dunes; therefore, flow separation is less 
likely to occur. 

-The results of flow simulation with the RANS model state that the model works only for small-scale dunes to 
simulate flow separation zone. In contrast, LES and DES models detect flow separation with adequate accuracy 
near large-scale dunes, whereas they cause relatively intensive and irregular turbulences in small-scale dunes. The 
difference between LES and DES models could be noticeable in the generation of irregular vortices by LES in the 
flow layers away from the dunes and the lower DES run time. In other words, RANS and DES are the most 
appropriate turbulence models in simulating small and large-scale dunes, respectively.  

-The results have revealed that the proposed equation (Equation 6) has a reasonable accuracy due to the random 
nature of the bedforms formation, in which the 𝑉𝑉∗

𝑉𝑉
 ratio has the most significant effect. Therefore, changing that 

may allow making changes in the characteristics related to the river bedforms. 
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