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Abstract

Decentralized Coordination of Multiple Autonomous Vehicles

by

Yongcan Cao, Doctor of Philosophy
Utah State University, 2010

Major Professor: Dr. Wei Ren
Department: Electrical and Computer Engineering

This dissertation focuses on the study of decentralized coordination algorithms of multiple autonomous vehicles. Here, the term decentralized coordination is used to refer to the behavior that a group of vehicles reaches the desired group behavior via local interaction. Research is conducted towards designing and analyzing distributed coordination algorithms to achieve desired group behavior in the presence of none, one, and multiple group reference states.

Decentralized coordination in the absence of any group reference state is a very active research topic in the systems and controls society. We first focus on studying decentralized coordination problems for both single-integrator kinematics and double-integrator dynamics in a sampled-data setting because real systems are more appropriate to be modeled in a sampled-data setting rather than a continuous setting. Two sampled-data consensus algorithms are proposed and the conditions to guarantee consensus are presented for both fixed and switching network topologies. Because a number of coordination algorithms can be employed to guarantee coordination, it is important to study the optimal coordination problems. We further study the optimal consensus problems in both continuous-time and discrete-time settings via an linear-quadratic regulator (LQR)-based approach. Noting that fractional-order dynamics can better represent the dynamics of certain systems, especially when the systems evolve under complicated environment, the existing integer-order coordination algorithms are extended to the fractional-order case.
Decentralized coordination in the presence of one group reference state is also called *coordinated tracking*, including both consensus tracking and swarm tracking. Consensus tracking refers to the behavior that the followers track the group reference state. Swarm tracking refers to the behavior that the followers move cohesively with the external leader while avoiding inter-vehicle collisions. In this part, consensus tracking is studied in both discrete-time setting and continuous-time settings while swarm tracking is studied in a continuous-time setting.

Decentralized coordination in the presence of multiple group reference states is also called *containment control*, where the followers will converge to the convex hull, i.e., the minimal geometric space, formed by the group references states via local interaction. In this part, the containment control problem is studied for both single-integrator kinematics and double-integrator dynamics. In addition, experimental results are provided to validate some theoretical results.
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Chapter 1

Introduction

Agent-based system has received more and more research attention because many real-world systems, such as flocks of birds, honey bee swarms, and even human society, can be considered examples of agent-based systems. Agent-based system is studied extensively in biology science, where the behavior of animals is shown to be closely related to the group in which they are involved.

A prominent phenomenon in agent-based system is that each agent’s behavior is based on its local (time-varying) neighbors. For example, in Fig. 1.1, flock of birds fly in a regular formation. Here each bird can be considered an agent. For a large population of birds, it is impossible for them to have a leader which has the capability to control the formation of the whole group by determining the movement of each individual bird. Instead, each bird determines its movement via a local mechanism. That is, each individual bird has to act based on its local neighbors.

Fig. 1.1: Flock of birds. A large population of birds fly in a regular formation. Photo courtesy of Prof. A. Menges, A. Ziliken.
Recently, the collective motions of a group of autonomous vehicles have been investigated by researchers and engineers from various perspectives, where the autonomous vehicles can be considered agents. An emerging topic in the study of collective motions is decentralized coordination, which can be roughly categorized as formation control, rendezvous, flocking, and sensor networks based on the applications. In addition, numerous experiments were also conducted to either validate the proposed coordination schemes or apply the coordination schemes into different scenarios.

In this dissertation, we mainly focus on the mathematical study of coordination algorithms under none, one, and multiple group reference states. We also investigate the optimization problem and extend the study of integer-order dynamics to fractional-order dynamics. The main framework of this dissertation is to first propose the coordination algorithm, then analyze the stability condition, at last present simulation and/or experimental validations.

1.1 Problem Statement

Decentralized coordination among multiple autonomous vehicles, including unmanned aerial vehicles (UAVs), unmanned ground vehicles (UGVs), and unmanned underwater vehicles (UUVs) has received significant research attention in the systems and controls community. Although individual vehicles can be employed to finish various tasks, great benefits, including high adaptability, easy maintenance, and low complexity, can be achieved by having a group of vehicles work cooperatively. The cooperative behavior of a group of autonomous vehicles is called coordination. Coordination of multiple autonomous vehicles has numerous potential applications. Examples include rendezvous [1–3], flocking [4–6], formation control [7, 8], and sensor networks [9–11].

There are mainly two approaches used to achieve coordination of multiple autonomous vehicles: centralized and decentralized approaches. In the centralized approach, it is assumed that there exists a central vehicle which can send and receive the information from all other vehicles. Therefore, the coordination of all vehicles can be achieved if the central vehicle has the capability to process the information and inform each individual vehicle the desired localization or command frequently enough. Although the complexity of the centralized approach is essentially the same as the traditional leader-follower approach, the stringent requirement of the stable communication
among the vehicles is vulnerable because of inevitable disturbances, limited bandwidth, and unreliable communication channels. In addition, the centralized approach is not scalable since a more powerful central station is required with the increasing number of vehicles in the group.

Considering the aforementioned disadvantages of the centralized approach, decentralized approach has been proposed and studied in the past decades. An important problem in decentralized coordination is to study the effect of communication patterns on the system stability. Recently, decentralized coordination of multi-vehicle systems has been investigated under different communication patterns, including undirected/directed fixed, switching, and stochastic networks. Along this direction, we try to solve the following several decentralized coordination problems.

First, we study the decentralized coordination algorithms when there exists no group reference state. We mainly focus on the study of sampled-data coordination algorithms where a group of vehicles with double-integrator dynamics reach a desired geometric formation via local interaction. The main problem involved is to find the conditions on the network topology as well as the control gains such that coordination can be achieved.

Second, we study the decentralized coordination algorithms when there exists one group reference state. We consider two different scenarios: consensus tracking and swarm tracking. In the continuous-time setting, the objective of consensus tracking is to propose control algorithms and study the corresponding conditions such that all followers ultimately track the leaders accurately. In the discrete-time setting, the objective of consensus tracking is to propose control algorithms, show the boundedness of the tracking errors between the followers and the leader using the proposed algorithms, and quantitatively characterize the bound. For swarm tracking problem, the objective is to propose control algorithms and study the corresponding conditions such that the followers move cohesively with the leaders while avoiding collision.

Third, we study decentralized coordination algorithms when there exist multiple group reference states. In this case, the control objective is to guarantee that the vehicles stay within the convex hull, i.e., the minimum geometric space, formed by the leaders. Note that this problem is much more challenging because the desired state is not a unique point, but a set.

Lastly, two other important problems are considered, which are the optimal linear consensus
problem in the presence of global cost functions and the extension from the study of integer-order dynamics to that of fractional-order dynamics. The objective of the optimal linear consensus problem is to either find the optimal Laplacian matrix or the optimal coupling factor under certain global cost functions. The objective of fractional-order coordination algorithms is to guarantee coordination for multiple fractional-order systems.

1.2 Overview of Related Work

Due to the abundance of existing literature on decentralized coordination, we provide here an overview that is incomplete. We summarize the related work according to the following logic. As the first step, we briefly introduce the general approaches used to achieve coordination. Then we focus on introducing those papers which are closely related to the dissertation: coordination without any group reference state, coordination with one group reference state, and coordination with multiple group reference states.

1.2.1 General Coordination Approaches

The main objective of group coordination is to guarantee that a group of autonomous vehicles maintain a geometric configuration. The main application of group coordination is formation control (see [12, 13] and references therein). The objective of formation control is to guarantee that a group of autonomous vehicles can form certain desired (possibly dynamic) geometric behavior. In the absence of any external reference state, the objective of formation control is to design controllers such that certain desired geometric formation can be achieved for a group of autonomous vehicles. Differently, when there exists an external reference state, the objective of formation control is to design controllers for the vehicles such that they can form certain geometric formation and track the external reference state as a group. The approaches used to solve formation control can be roughly categorized as leader-follower [14–18], behavior [7, 19, 20], potential function [4, 5, 21–23], virtual leader/virtual structure [12, 24–30], graph rigidity [31–35], and consensus [36–41]. In the leader-follower approach, the vehicles who are designated as leaders can be designed to track the desired trajectory while the vehicles who are designated as the followers can be designed to track certain state determined by their local neighbors. Note that the leader-follower approach can be
considered a two-level control approach where the top level is responsible for the leaders while the low level is responsible for the followers. In the behavioral approach, the behavior of the vehicles can be categorized into several types, such as obstacle avoidance, formation maintenance, and target tracking. Accordingly, the control input for each vehicle at certain time is determined by the desired behavior of the vehicle at this time. In the potential function approach, the different behaviors used in behavioral approach are implemented via some potential function. In particular, the potential function for each vehicle is defined based on its state and the states of its local neighbors. The virtual leader/virtual structure approach is quite similar to the leader-follower approach except that the leader in the virtual leader/virtual structure approach which is used to represent the desired trajectory does not exist. In the rigidity approach, the formation (or shape) of a group of vehicles is determined by the edges. By changing the edges properly, the desired geometric formation can be guaranteed. In the consensus approach, the group geometric formation is achieved by properly choosing the information states on which consensus is reached.

In addition to the aforementioned approaches, consensus approach was also applied in formation control problems from different perspectives [4–6, 11, 29, 42–49]. We will overview the approach in detail in the following several subsection.

1.2.2 Coordination Without any Group Reference State

When there exists no group reference state, the control objective is to guarantee that the vehicles reach desired inter-vehicle deviation, i.e., formation stabilization. A fundamental approach used in formation stabilization is consensus (also called rendezvous or synchronization in different settings), which means that the vehicles will reach agreement on their final states. Accordingly, group coordination can be easily obtained by introducing the state deviations into the consensus algorithms. Consensus has been investigated extensively from different perspectives. In the following, we will review the existing consensus algorithms.

Consensus has an old history [50–52]. In the literature, consensus means agreement of a group faced with decision making situations. As for a group behavior, sharing information with each other, or consulting more than one expert makes the decision makers more confident [50]. Inspired
by Vicsek et al. [52], it is shown that consensus can be achieved if the undirected communication graph is jointly connected [36]. Consensus is further studied when the communication graph may be unidirectional/directed [37–39, 53]. In particular, average consensus is shown to be achieved if the communication graph is strongly connected and balanced at each time [37], while consensus can be achieved if the communication graph has a directed spanning tree jointly by using the properties of infinity products of stochastic matrices [39]. By using the set-valued Lyapunov function, Moreau [38] provided a similar condition on the communication graph as that in Ren and Beard [39] to guarantee consensus.

Given the aforementioned literature on the study of consensus problem, several directions have also been discussed recently. The first direction is the study of consensus problems over stochastic networks. The motivation here is the unstable communication among the vehicles. Consensus over stochastic networks was first studied where the communication topology is assumed to be undirected and modeled in a probabilistic setting and consensus is shown to be achieved in probability [54]. Consensus was further studied over directed stochastic networks [55–57]. In particular, necessary and sufficient conditions on the stochastic network topology were presented such that consensus can be achieved in probability [57].

The second direction is the study of asynchronous consensus algorithms, which is motivated by the fact that the agents may update their states asynchronously because the embedded clocks are not necessarily synchronized. Asynchronous consensus was studied from different perspectives using different approaches [41, 58, 59]. In particular, Cao et al. [41] used the properties of “compositions” of directed graphs and the concept of “analytic synchronization.” Xiao and Wang [58] used the properties of infinite products of stochastic matrices. Differently, Fang and Antsaklis [59] used the paracontracting theorem. Note that the approaches used in Cao et al. [41] and Xiao and Wang [58] are generally used for linear systems while the approach used in Fang and Antsaklis [59] can be used for nonlinear systems.

The third direction is to study consensus for general systems, including systems with double-integrator dynamics, fractional-order dynamics, etc. For systems with double-integrator dynamics, two consensus algorithms were proposed which can guarantee the convergence of the states with, re-
respectively, (generally) nonzero final velocity and zero final velocity [60,61]. Then the sampled-data case of the consensus algorithms was also studied [62–64]. In particular, Hayakawa et al. [62] focused on the undirected network topology case while Cao and Ren [63,64] focused on, respectively, the fixed and switching directed network topology case. Necessary and sufficient conditions on the network topology and the control gains were presented to guarantee consensus [63]. However, only sufficient conditions on the network topology and the control gains were presented to guarantee consensus because the switching topology case is much more complicated than the fixed topology case [64]. Considering the fact that the system dynamics in reality may be fractional (nonintegral), the existing study of integer-order consensus algorithms was extended to fractional-order consensus algorithms [65]. Two survey papers provide more detailed information [46, 66].

1.2.3 Coordination With a Group Reference State

Coordination with a group reference state is also called coordinated tracking. Here, coordinated tracking refers to both consensus tracking and swarm tracking. The objective of consensus tracking is that a group of followers tracks the group reference state with local interaction. The unique group reference state is also called “leader.” A consensus tracking algorithm was proposed and analyzed under a variable undirected network topology [67, 68]. In particular, the algorithm requires the availability of the leader’s acceleration input to all followers and/or the design of distributed observers. A proportional-and-derivative-like consensus tracking algorithm under a directed network topology was proposed and studied in both continuous-time and discrete-time settings [69–71]. In particular, the algorithm requires either the availability of the leader’s velocity and the followers’ velocities or their estimates, or a small sampling period. A leader-follower consensus tracking problem was further studied in the presence of time-varying delays [72]. In particular, the algorithm requires the velocity measurements of the followers and an estimator to estimate the leader’s velocity.

In addition to the consensus tracking algorithms, various flocking and swarm tracking algorithms were also studied when there exists a leader. The objective of flocking or swarm tracking with a leader is that a group of followers tracks the leader while the followers and the leader main-
tain a desired geometrical configuration. A flocking algorithm was proposed and studied under the assumption that the leader’s velocity is constant and is available to all followers [4]. Su et al. [73] extended the results in two aspects. When the leader has a constant velocity, accurate position and velocity measurements of the leader are required [73]. When the leader has a varying velocity, the leader’s position, velocity, and acceleration should be available to all followers [73]. Flocking of a group of autonomous vehicles with a dynamic leader was solved by using a set of switching control laws [74]. In particular, the algorithm requires the availability of the acceleration of the leader. A swarm tracking algorithm was proposed and studied via a variable structure approach using artificial potentials and the sliding mode control technique [23]. In particular, the algorithm requires the availability of the leader’s position to all followers and an all-to-all communication pattern among all followers. Both consensus tracking and swarm tracking are solved via a variable structure approach under the following three assumptions [75]: 1) The virtual leader is a neighbor of only a subset of a group of followers; 2) There exists only local interaction among all followers; 3) The velocity measurements of the virtual leader and all followers in the case of first-order kinematics or the accelerations of the virtual leader and all followers in the case of second-order dynamics are not required.

1.2.4 Coordination With Multiple Group Reference States

Coordination with multiple group reference states is also called containment control. The objective of containment control is to guarantee that the followers move into the convex hull, i.e., the minimal geometric space, formed by the group references states. Sometimes, the group reference states are also called “leaders.” Multiple leaders were introduced to solve the containment control problem [76], where a team of followers is guided by multiple leaders. In particular, a stop-and-go strategy was proposed to drive a collection of mobile agents to the convex polytope spanned by multiple stationary/moving leaders [76]. Note that Ji et al. [76] focused on the fixed undirected interaction case. Note that the interaction among different agents in physical systems may be directed and/or switching due to heterogeneity, nonuniform communication/sensing powers, unreliable communication/sensing, limited communication/sensing range, and/or sensing with
a limited field of view. Further study was conducted to solve decentralized containment control of a group of mobile autonomous agents with multiple stationary or dynamic leaders under fixed and switching directed network topologies [77].

1.3 Contributions of Dissertation

In this dissertation, we focus on the study of decentralized coordination of multiple autonomous vehicles in the presence of none, one, and multiple group reference states. Some materials from this dissertation have been previously published or accepted for publication in international journals and/or conferences [63–65, 70, 75, 77–82]. Some results have not yet appeared elsewhere.

Decentralized coordination in the absence of any group reference state is a very active research topic in the systems and controls society. This dissertation focuses on studied coordination problems for double-integrator dynamics in a sampled-data setting because the control inputs are generally sampled instead of being continuous. Two sampled-data coordination algorithms are proposed and the conditions to guarantee coordination are presented accordingly. Note that a number of coordination algorithms can be employed to guarantee coordination. Without loss of generality, the optimal linear consensus problems are studied in both continuous-time and discrete-time settings via an linear-quadratic regulator (LQR) based approach. Noting that fractional-order dynamics can better represent the dynamics of certain systems, the existing integer-order coordination algorithms are extended to the fractional-order case.

Decentralized coordination in the presence of one group reference state is also called coordinated tracking, including consensus tracking and swarm tracking. Consensus tracking refers to the behavior that the followers track the external leader ultimately. Swarm tracking refers to the behavior that the followers move cohesively with the external leader while avoiding collisions. Consensus tracking is studied in both discrete-time setting and continuous-time settings. In continuous-time setting, the followers can track the group reference state accurately. In discrete-time setting, the followers can track the group reference state with bounded errors. Swarm tracking is studied in a continuous-time setting.

Decentralized coordination in the presence of multiple group reference states is also called
containment control, where the followers will converge to the convex hull formed by the group reference states via local interaction. Containment control is studied for both single-integrator kinematics and double-integrator dynamics. In addition, experimental results are provided to validate some theoretical results.

1.4 Dissertation Outline

The remainder of the dissertation is organized as follows.

In Chapter 2, we investigate coordination problems for systems with double-integrator dynamics in a sampled-data setting without any group reference state. Two sampled-data coordination algorithms are proposed and the conditions to guarantee coordination are presented accordingly. In addition, the final equilibria are also presented if applicable. In particular, when the network topology is fixed, we present the necessary and sufficient conditions to guarantee coordination. When the network topology is switching, we present sufficient conditions to guarantee coordination.

In Chapter 3, we investigate coordinated tracking problem in both continuous-time and discrete-time setting. In the continuous-time setting, the coordination tracking problem is solved via a variable structure approach. Compared with related work, our approach requires much less state information and the availability of the leader’s states to all followers is not required. Then, we investigate consensus tracking in a discrete-time setting and show the boundedness of the proposed algorithm. In particular, the requirement on the sampling period and the bounds of the tracking errors are provided.

In Chapter 4, we investigate containment control problem under fixed/switching directed network topologies. We present the necessary and/or sufficient conditions to guarantee containment control. In addition, the equilibria are given if applicable. Some experimental results are also presented to show the effectiveness of some results.

In Chapter 5, we investigate optimal linear consensus problems under fixed undirected network topologies. We propose two global cost functions, namely, interaction-free and interaction-related cost functions. With the interaction-free cost function, we derive the optimal Laplacian matrix by using a LQR-based method in both continuous-time and discrete-time settings and shown that the
optimal Laplacian matrix corresponds to a complete directed graph. With the interaction-related cost function, we derive the optimal scaling factor for a prespecified symmetric Laplacian matrix associated with the interaction graph. Both problems are studied in both continuous-time and discrete-time settings.

In Chapter 6, we investigate coordination problems for systems with fractional-order dynamics. We first introduce a general fractional-order coordination model. Then we show sufficient conditions on the interaction graph and the fractional order such that coordination can be achieved using the general model. The coordination equilibrium is also explicitly given when applicable. In addition, we characterize the relationship between the number of agents and the fractional order to ensure coordination. Furthermore, we compare the convergence speed of coordination for fractional-order systems with that for integer-order systems. It is shown that the convergence speed of the fractional-order coordination algorithms can be improved by varying the fractional orders with time. Lastly, we study coordination algorithms for fractional-order dynamics in the presence of damping terms.

In Chapter 7, we conclude the dissertation and discuss the future research directions.

Appendices include two parts: graph theory notions (see Appendix A) and Caputo fractional operator (see Appendix B). Graph theory notions serve as the basis of the dissertation which will be used throughout the dissertation. Caputo fractional operator is used in Chapter 6.
Chapter 2

Decentralized Coordination Algorithms Without a Group Reference State

Decentralized coordination algorithms have been investigated extensively for single-integrator kinematics in both continuous-time and discrete-time settings when there exists no group reference state [46, 66]. Taking into account the fact that equations of motion of a broad class of vehicles require a double-integrator dynamic model, the decentralized coordination algorithms for double-integrator dynamics have been studied recently [60, 61]. Note that decentralized coordination algorithms for double-integrator dynamics are mainly studied in a continuous-time setting. However, the control inputs in really are generally sampled rather than being continuous. In this chapter, we focus on the study of decentralized coordination algorithms for double-integrator dynamics in a sampled-data setting. We first review the existing continuous-time coordination algorithms for double-integrator dynamics and propose two sampled-data coordination algorithms, namely, coordination algorithm with, respectively, absolute damping and relative damping. The main part is to investigate the convergence condition of the two coordination algorithms in both fixed and switching network topologies. Finally, we present several simulation results to validate the theoretical results.

2.1 Continuous-time Coordination Algorithms for Double-integrator Dynamics

Consider vehicles with double-integrator dynamics given by

\[
\dot{r}_i = v_i, \quad \dot{v}_i = u_i, \quad i = 1, \ldots, n,
\]  

(2.1)

where \( r_i \in \mathbb{R}^m \) and \( v_i \in \mathbb{R}^m \) are, respectively, the position and velocity of the \( i \)th vehicle, and \( u_i \in \mathbb{R}^m \) is the control input.
A coordination algorithm for (3.14) is studied as [61, 71]

$$u_i = -\sum_{j=1}^{n} a_{ij}(r_i - \delta_i - r_j + \delta_j) - \alpha v_i, \quad i = 1, \ldots, n,$$

(2.2)

where $\delta_i$, $i = 1, \ldots, n$, are real constants, $a_{ij}$ is the $(i,j)$th entry of weighted adjacency matrix $A$ associated with graph $G$, and $\alpha$ is a positive gain introducing absolute damping. Define $\Delta_{ij} \triangleq \delta_i - \delta_j$. Coordination is reached for (2.2) if for all $r_i(0)$ and $v_i(0)$, $r_i(t) - r_j(t) \to \Delta_{ij}$ and $v_i(t) \to 0$ as $t \to \infty$.

A coordination algorithm for (3.14) is studied as [60]

$$u_i = -\sum_{j=1}^{n} a_{ij}[(r_i - \delta_i - r_j + \delta_j) + \alpha(v_i - v_j)], \quad i = 1, \ldots, n,$$

(2.3)

where $\delta_i$ and $a_{ij}$ are defined as in (2.2) and $\alpha$ is a positive gain introducing relative damping. Coordination is reached for (2.3) if for all $r_i(0)$ and $v_i(0)$, $r_i(t) - r_j(t) \to \Delta_{ij}$ and $v_i(t) \to v_j(t)$ as $t \to \infty$.

### 2.2 Sampled-data Coordination Algorithms for Double-integrator Dynamics

We consider a sampled-data setting where the vehicles have continuous-time dynamics while the measurements are made at discrete sampling times and the control inputs are based on zero-order hold as

$$u_i(t) = u_i[k], \quad kT \leq t < (k + 1)T,$$

(2.4)

where $k$ denotes the discrete-time index, $T$ denotes the sampling period, and $u_i[k]$ is the control input at $t = kT$. By using direct discretization [83], the continuous-time system (3.14) can be discretized as

$$r_i[k + 1] = r_i[k] + Tv_i[k] + \frac{T^2}{2}u_i[k]$$

$$v_i[k + 1] = v_i[k] + Tu_i[k],$$

(2.5)

where $r_i[k]$ and $v_i[k]$ denote, respectively, the position and velocity of the $i$th vehicle at $t = kT$. 
Note that (2.5) is the exact discrete-time dynamics for (3.14) based on zero-order hold in a sampled-data setting.

We study the following two coordination algorithms

\[ u_i[k] = - \sum_{j=1}^{n} a_{ij}(r_i[k] - \delta_i - r_j[k] + \delta_j) - \alpha v_i[k], \]  

(2.6)

which corresponds to continuous-time algorithm (2.2) and

\[ u_i[k] = - \sum_{j=1}^{n} a_{ij}(r_i[k] - \delta_i - r_j[k] + \delta_j) + \alpha(v_i[k] - v_j[k]), \]  

(2.7)

which corresponds to continuous-time algorithm (2.3). It is assumed in (2.7) that the topologies for both relative position and relative velocity are identical and the following analysis also focuses on the case when the topologies for both relative position and relative velocity are identical. Note that Hayakawa et al. [62] shows conditions for (2.7) under an undirected interaction topology through average-energy-like Lyapunov functions. Relying on algebraic graph theory and matrix theory, we will show necessary and sufficient conditions for convergence of both (2.6) and (2.7) under fixed undirected/directed interaction.

In the remainder of the chapter, for simplicity, we suppose that \( r_i \in \mathbb{R}, v_i \in \mathbb{R}, \) and \( u_i \in \mathbb{R}. \) However, all results still hold for \( r_i \in \mathbb{R}^m, v_i \in \mathbb{R}^m, \) and \( u_i \in \mathbb{R}^m \) by use of the properties of the Kronecker product.

2.3 Fixed Interaction Case

In this section, we assume that the network topology is fixed, i.e., \( a_{ij} \) is constant. We use \( G \) and \( A \) to represent, respectively, the communication graph and the corresponding adjacency matrix.

2.3.1 Convergence Analysis of Sampled-data Coordination Algorithm with Absolute Damping

In this section, we analyze algorithm (2.6) under, respectively, an undirected and a directed interaction topology. Before moving on, we need the following lemmas:
Lemma 2.3.1 (Schur’s formula) [84] Let $A, B, C, D \in \mathbb{R}^{n \times n}$. Let $M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}$. Then $\det(M) = \det(AD - BC)$, where $\det(\cdot)$ denotes the determinant of a matrix, if $A$, $B$, $C$, and $D$ commute pairwise.

Lemma 2.3.2 Let $L$ be the nonsymmetric Laplacian matrix (respectively, Laplacian matrix) associated with directed graph $G$ (respectively, undirected graph $G$). Then $L$ has a simple zero eigenvalue and all other eigenvalues have positive real parts (respectively, are positive) if and only if $G$ has a directed spanning tree (respectively, is connected). In addition, there exist $1_n$ satisfying $L1_n = 0$ and $p \in \mathbb{R}^n$ satisfying $p \geq 0$, $p^T L = 0$, and $p^T 1_n = 1$, where $1_n \in \mathbb{R}^n$ is $n \times 1$ column vector of all zeros.\(^1\)


Lemma 2.3.3 [86, Lemma 8.2.7 part(i), p. 498] Let $A \in \mathbb{R}^{n \times n}$ be given, let $\lambda \in \mathbb{C}$ be given, and suppose $x$ and $y$ are vectors such that (i) $Ax = \lambda x$, (ii) $A^T y = \lambda y$, and (iii) $x^T y = 1$. If $|\lambda| = \rho(A) > 0$, where $\rho(A)$ denotes the spectral radius of $A$, and $\lambda$ is the only eigenvalue of $A$ with modulus $\rho(A)$, then $\lim_{m \to \infty} (\lambda^{-1} A)^m \to xy^T$.

Using (2.6), (2.5) can be written in matrix form as

\[
\begin{bmatrix} \tilde{r}[k + 1] \\ v[k + 1] \end{bmatrix} = \begin{bmatrix} I_n - \frac{T^2}{2} L & (T - \frac{\alpha T^2}{2}) I_n \\ -TL & (1 - \alpha T) I_n \end{bmatrix} \begin{bmatrix} \tilde{r}[k] \\ v[k] \end{bmatrix},
\]

(2.8)

where $\tilde{r} = [\tilde{r}_1, \ldots, \tilde{r}_n]^T$, $\tilde{r}_i = r_i - \delta_i$, $v = [v_1, \ldots, v_n]^T$, and $I_n$ denote the $n \times n$ identity matrix. Therefore, coordination is achieved if for any $r_i[0]$ and $v_i[0]$, $\tilde{r}_i[k] \to \tilde{r}_j[k]$ and $v_i[k] \to 0$.

\(^1\)That is, $1_n$ and $p$ are, respectively, the right and left eigenvectors of $L$ associated with the zero eigenvalue.
as \( k \to \infty \). To analyze (2.34), we first study the properties of \( F \). Note that the characteristic polynomial of \( F \), is given by

\[
\det(sI_{2n} - F) = \det \left( \begin{bmatrix} sI_n - (I_n - \frac{T^2}{2})L & -(T - \frac{\alpha T^2}{2})I_n \\ T\mathcal{L} & sI_n - (1 - \alpha T)I_n \end{bmatrix} \right) 
\]

\[
= \det \left( [sI_n - (I_n - \frac{T^2}{2})L][sI_n - (1 - \alpha T)I_n] 
- (T\mathcal{L}[-(T - \frac{\alpha T^2}{2})I_n]) \right) 
\]

\[
= \det \left( s^2 - 2s + \alpha Ts + 1 - \alpha T - \frac{T^2}{2}(1 + s)\mathcal{L} \right) 
\]

where we have used Lemma 2.3.1 to obtain the second to the last equality.

Letting \( \mu_i \) be the \( i \)th eigenvalue of \( -\mathcal{L} \), we get \( \det(sI_n + \mathcal{L}) = \prod_{i=1}^n (s - \mu_i) \). It thus follows that \( \det(sI_{2n} - F) = \prod_{i=1}^n \left( s^2 - 2s + \alpha Ts + 1 - \alpha T - \frac{T^2}{2}(1 + s)\mu_i \right) \). Therefore, the roots of \( \det(sI_{2n} - F) = 0 \), i.e., the eigenvalues of \( F \), satisfy

\[
s^2 + (\alpha T - 2 - \frac{T^2}{2}\mu_i)s + 1 - \alpha T - \frac{T^2}{2}\mu_i = 0. \quad (2.9)
\]

Note that each eigenvalue of \( -\mathcal{L} \), \( \mu_i \), corresponds to two eigenvalues of \( F \), denoted by \( \lambda_{2i-1} \) and \( \lambda_{2i} \).

Without loss of generality, let \( \mu_1 = 0 \). It follows from (2.9) that \( \lambda_1 = 1 \) and \( \lambda_2 = 1 - \alpha T \). Therefore, \( F \) has at least one eigenvalue equal to one. Let \([p^T, q^T]^T\), where \( p, q \in \mathbb{R}^n \), be the right eigenvector of \( F \) associated with eigenvalue \( \lambda_1 = 1 \). It follows that

\[
\begin{bmatrix} I_n - \frac{T^2}{2}\mathcal{L} & (T - \frac{\alpha T^2}{2})I_n \\ -T\mathcal{L} & (1 - \alpha T)I_n \end{bmatrix} \begin{bmatrix} p \\ q \end{bmatrix} = \begin{bmatrix} p \\ q \end{bmatrix}.
\]

After some manipulation, it follows from Lemma 2.3.2 that we can choose \( p = 1_n \) and \( q = 0_{n \times 1} \), where \( 0_{n \times 1} \) is the \( n \times 1 \) column vector of all zeros. For simplicity, we sometimes use \( 0_n \) to replace \( 0_{n \times 1} \) without ambiguity. Similarly, it can be shown that \([p^T, (\frac{1}{\alpha} - \frac{T}{T})p^T]^T\) is a left eigenvector of
$F$ associated with eigenvalue $\lambda_1 = 1$.

**Lemma 2.3.4** Using (2.6) for (2.5), $\tilde{r}_i[k] \rightarrow p^T \tilde{r}[0] + \left(\frac{1}{\alpha} - \frac{T}{2}\right)p^Tv[0]$ and $v_i[k] \rightarrow 0$ as $k \rightarrow \infty$ if and only if one is the unique eigenvalue of $F$ with maximum modulus, where $p$ is defined in Lemma 2.3.2.

**Proof:** (Sufficiency.) Note that $x = [1_n^T, 0_n^T]^T$ and $y = [p^T, \left(\frac{1}{\alpha} - \frac{T}{2}\right)p^T]T$ are, respectively, a right and left eigenvector of $F$ associated with eigenvalue one. Also note that $x^T y = 1$. If one is the unique eigenvalue with maximum modulus, then it follows from Lemma 2.3.3 that $\lim_{k \rightarrow \infty} F^k \rightarrow \begin{bmatrix} 1_n & \left(\frac{1}{\alpha} - \frac{T}{2}\right)p^T \end{bmatrix}$. Therefore, it follows that $\lim_{k \rightarrow \infty} \begin{bmatrix} \tilde{r}[k] \\ v[k] \end{bmatrix} = \lim_{k \rightarrow \infty} F^k \begin{bmatrix} \tilde{r}[0] \\ v[0] \end{bmatrix} = \begin{bmatrix} \tilde{r}[0] + \left(\frac{1}{\alpha} - \frac{T}{2}\right)p^Tv[0] \\ 0_n \end{bmatrix}$.

(Necessity.) Note that $F$ can be written in Jordan canonical form as $F = PJP^{-1}$, where $J$ is the Jordan block matrix. If $\tilde{r}_i[k] \rightarrow p^T \tilde{r}[0] + \left(\frac{1}{\alpha} - \frac{T}{2}\right)p^Tv[0]$ and $v_i[k] \rightarrow 0$ as $k \rightarrow \infty$, it follows that $\lim_{k \rightarrow \infty} F^k \rightarrow \begin{bmatrix} 1_n & \left(\frac{1}{\alpha} - \frac{T}{2}\right)p^T \end{bmatrix}$, which has rank one. It thus follows that $\lim_{k \rightarrow \infty} J^k$ has rank one, which implies that all but one eigenvalue are within the unit circle. Noting that $F$ has at least one eigenvalue equal to one, it follows that one is the unique eigenvalue of $F$ with maximum modulus.

**Undirected Interaction**

In this subsection, we show necessary and sufficient conditions on $\alpha$ and $T$ such that coordination is reached using (2.6) under an undirected interaction topology. Note that all eigenvalues of $\mathcal{L}$ are real for undirected graphs.

**Lemma 2.3.5** The polynomial

$$s^2 + as + b = 0,$$

(2.10)

where $a, b \in \mathbb{C}$, has all roots within the unit circle if and only if all roots of

$$(1 + a + b)t^2 + 2(1 - b)t + b - a + 1 = 0$$

(2.11)
are in the open left half plane (LHP).

**Proof:** By applying bilinear transformation \( s = \frac{t+1}{t-1} \) [87], polynomial (2.10) can be rewritten as

\[
(t + 1)^2 + a(t + 1)(t - 1) + b(t - 1)^2 = 0,
\]

which implies (2.11). Note that the bilinear transformation maps the open LHP one-to-one onto the interior of the unit circle. The lemma follows directly.  

**Lemma 2.3.6** Suppose that the undirected graph \( G \) is connected. All eigenvalues of \( F \), where \( F \) is defined in (2.34), are within the unit circle except one eigenvalue equal to one if and only if \( \alpha \) and \( T \) are chosen from the set

\[
S_r = \left\{(\alpha, T) \mid \frac{T^2}{2} \min_i \mu_i < \alpha T < 2\right\}.
\]

**Proof:** When undirected graph \( G \) is connected, it follows from Lemma 2.3.2 that \( \mu_1 = 0 \) and \( \mu_i < 0 \), \( i = 2, \ldots, n \). Because \( \mu_1 = 0 \), it follows that \( \lambda_1 = 1 \) and \( \lambda_2 = 1 - \alpha T \). To ensure \( |\lambda_2| < 1 \), it is required that \( 0 < \alpha T < 2 \).

Let \( a = \alpha T - 2 - \frac{T^2}{2} \mu_i \) and \( b = 1 - \alpha T - \frac{T^2}{2} \mu_i \). It follows from Lemma 2.3.5 that for \( \mu_i < 0 \), \( i = 2, \ldots, n \), the roots of (2.9) are within the unit circle if and only if all roots of

\[
-T^2 \mu_i t^2 + (T^2 \mu_i + 2\alpha T)t + 4 - 2\alpha T = 0
\]

are in the open LHP. Because \(-T^2 \mu_i > 0\), the roots of (2.13) are always in the open LHP if and only if \( T^2 \mu_i + 2\alpha T > 0 \) and \( 4 - 2\alpha T > 0 \), which implies that \(-T^2 \mu_i < \alpha T < 2 \), \( i = 2, \ldots, n \). Combining the above arguments proves the lemma.

**Theorem 2.3.1** Suppose that undirected graph \( G \) is connected. Let \( p \) be defined in Lemma 2.3.2. Using (2.6) for (2.5), \( \tilde{r}_i[k] \to p^T \tilde{v}[0] + \left( \frac{1}{\alpha} - \frac{T}{\alpha} \right) p^T v[0] \) and \( v_i[k] \to 0 \) as \( k \to \infty \) if and only if \( \alpha \) and \( T \) are chosen from \( S_r \), where \( S_r \) is defined by (2.12).

---

2Note that \( S_r \) is nonempty.
Proof: The statement follows directly from Lemmas 2.3.4 and 2.3.6.

Remark 2.3.2 From Lemma 2.3.6, we can get \( T < \frac{2}{\sqrt{-\mu_i}} \). From the Gershgorin circle theorem, we know that \( |\mu_i| \leq 2 \max_i \ell_{ii} \). Therefore, if \( T < \sqrt{\frac{2}{\max_i \ell_{ii}}} \), then we have \( T < \frac{2}{\sqrt{-\mu_i}} \). Note that \( \max_i \ell_{ii} \) represents the maximal in-degree of a graph. Therefore, the sufficient bound of the sampling period is related to the maximal in-degree of a graph.

Directed Interaction

In this subsection, we first show necessary and sufficient conditions on \( \alpha \) and \( T \) such that coordination is reached using (2.6) under a directed interaction topology. Because it is not easy to find the explicit bounds for \( \alpha \) and \( T \) such that the necessary and sufficient conditions are satisfied, we present sufficient conditions that can be used to compute the explicit bounds for \( \alpha \) and \( T \). Note that the eigenvalues of \( L \) may be complex for directed graphs, which makes the analysis more challenging.

Lemma 2.3.7 Suppose that the directed graph \( G \) has a directed spanning tree. Let \( \text{Re}(\cdot) \) and \( \text{Im}(\cdot) \) denote, respectively, the real and imaginary part of a number. There exist \( \alpha \) and \( T \) such that the following three conditions are satisfied:

1) \( 0 < \alpha T < 2 \);
2) When \( \text{Re}(\mu_i) < 0 \) and \( \text{Im}(\mu_i) = 0 \), \( (\alpha, T) \in S_r \), where \( S_r \) is defined in (2.12);
3) When \( \text{Re}(\mu_i) < 0 \) and \( \text{Im}(\mu_i) \neq 0 \), \( \alpha \) and \( T \) satisfy \( \frac{\alpha}{T} > -\frac{|\mu_i|^2}{2 \text{Re}(\mu_i)} \) and

i) \( T < T_{i1} \) if \( \frac{|\text{Im}(\mu_i)|}{\sqrt{-\text{Re}(\mu_i)}} \leq \alpha \leq -\frac{|\mu_i|}{\sqrt{-\text{Re}(\mu_i)}} \), where

\[
T_{i1} = \frac{-2\alpha[\text{Re}(\mu_i)]^2 - 2\sqrt{-\text{Re}(\mu_i)}|\text{Im}(\mu_i)|^2}[\alpha^2 \text{Re}(\mu_i) + |\mu_i|^2].
\]

ii) \( T < T_{i2} \) if \( \alpha < \frac{|\text{Im}(\mu_i)|}{\sqrt{-\text{Re}(\mu_i)}} \), where

\[
T_{i2} = \frac{-2\alpha[\text{Re}(\mu_i)]^2 + 2\sqrt{-\text{Re}(\mu_i)}|\text{Im}(\mu_i)|^2}[\alpha^2 \text{Re}(\mu_i) + |\mu_i|^2].
\]
In addition, all eigenvalues of $F$, where $F$ is defined in (2.34), are within the unit circle except one eigenvalue equal to one if and only if the previous three conditions are satisfied.

Proof: For the first statement, when $T$ is sufficiently small, there always exists $\alpha$ such that conditions 1), 2), and 3) are satisfied.

For the second statement, when $\mu_1 = 0$, it follows that $\lambda_1 = 1$ and $\lambda_2 = 1 - \alpha T$. Therefore, condition 1) guarantees that $\lambda_2$ is within the unit circle. When $\text{Re}(\mu_i) < 0$ and $\text{Im}(\mu_i) = 0$, it follows from Lemma 2.3.6 that all roots of $F$ corresponding to $\mu_i$ are within the unit circle if and only if condition 2) is satisfied.

We next consider the case when $\text{Re}(\mu_i) < 0$ and $\text{Im}(\mu_i) \neq 0$. Letting $t_1$ and $t_2$ be the two roots of (2.13), it follows that $\text{Re}(t_1) + \text{Re}(t_2) = 1 + 2\alpha \frac{\text{Re}(\mu_i)}{|\mu_i|^2}$. Therefore, both $t_1$ and $t_2$ are in the open LHP only if $1 + 2\alpha \frac{\text{Re}(\mu_i)}{|\mu_i|^2} < 0$, i.e., $\frac{1}{\alpha} > -\frac{|\mu_i|^2}{2\text{Re}(\mu_i)}$. To find the bound on $T$, we assume that one root of (2.13) is on the imaginary axis. Without loss of generality, let $t_1 = \chi j$, where $\chi$ is a real constant and $j$ is the imaginary unit. Substituting $t_1 = \chi j$ into (2.13) and separating the corresponding real and imaginary parts give that

\[
T^2 \text{Re}(\mu_i) \chi^2 - T^2 \text{Im}(\mu_i) \chi + 4 - 2\alpha T = 0 \tag{2.16}
\]
\[
T^2 \text{Im}(\mu_i) \chi^2 + [T^2 \text{Re}(\mu_i) + 2\alpha T] \chi = 0. \tag{2.17}
\]

It follows from (2.17) that

\[
\chi = -\frac{T \text{Re}(\mu_i) + 2\alpha}{T \text{Im}(\mu_i)} \tag{2.18}
\]

By substituting (2.18) into (2.16) gives that

\[
\frac{\text{Re}(\mu_i)[T \text{Re}(\mu_i) + 2\alpha]^2}{[\text{Im}(\mu_i)]^2} + T[T \text{Re}(\mu_i) + 2\alpha] + 4 \alpha T = 0.
\]

After some simplifications, we get that

\[
\text{Re}(\mu_i)[\mu_i]^2 T^2 + 4\alpha[\text{Re}(\mu_i)]^2 T + 4\alpha^2 \text{Re}(\mu_i) + 4[\text{Im}(\mu_i)]^2 = 0. \tag{2.19}
\]
When $\alpha > \frac{|\mu_i|}{\sqrt{-\text{Re}(\mu_i)}}$, it can be computed that

\[
\{4\alpha[\text{Re}(\mu_i)]^2\}^2 - 4\text{Re}(\mu_i)|\mu_i|^2(4\alpha^2\text{Re}(\mu_i) + 4|\text{Im}(\mu_i)|^2) = -16 \{\alpha^2[\text{Re}(\mu_i)]^2|\text{Im}(\mu_i)|^2 + \text{Re}(\mu_i)|\mu_i|^2|\text{Im}(\mu_i)|^2\} = -16\text{Re}(\mu_i)|\text{Im}(\mu_i)|^2[\alpha^2\text{Re}(\mu_i) + |\mu_i|^2] < 0.
\]

Therefore, there does not exist positive $T$ such that $t_1$ (respectively, $t_2$) is on the imaginary axis, which implies that $t_1$ (respectively, $t_2$) is always on the left or right hand side. When $\frac{|\text{Im}(\mu_i)|}{\sqrt{-\text{Re}(\mu_i)}} \leq \alpha \leq \frac{|\mu_i|}{\sqrt{-\text{Re}(\mu_i)}}$, it follows that $4\alpha^2\text{Re}(\mu_i) + 4|\text{Im}(\mu_i)|^2 \geq 0$. Noting that $\text{Re}(\mu_i)|\mu_i|^2 < 0$, it follows that there exists a unique positive $T_{i1}$ such that (2.19) holds when $T = T_{i1}$, where $T_{i1}$ is given by (2.14). Similarly, when $\alpha < \frac{|\text{Im}(\mu_i)|}{\sqrt{-\text{Re}(\mu_i)}}$, it follows that $4\alpha^2\text{Re}(\mu_i) + 4|\text{Im}(\mu_i)|^2 < 0$. Noting also that $\text{Re}(\mu_i)|\mu_i|^2 < 0$, it follows that there are two positive solutions with the smaller one given by $T_{i2}$. This completes the proof.

Combining the previous arguments completes the proof.

**Theorem 2.3.3** Suppose that directed graph $G$ has a directed spanning tree. Let $p$ be defined in Lemma 2.3.2. Using (2.6) for (2.5), $\tilde{r}_i[k] \rightarrow p^T\tilde{r}[0] + \left(\frac{1}{\alpha} - \frac{T}{2}\right)p^Tv[0]$ and $v_i[k] \rightarrow 0$ as $k \rightarrow \infty$ if and only if $\alpha$ and $T$ are chosen satisfying the conditions in Lemma 2.3.7.

**Proof:** The statement follows directly from Lemma 2.3.4 and Lemma 2.3.7.

From Lemma 2.3.7, it is not easy to find $\alpha$ and $T$ explicitly such that the conditions in Lemma 2.3.7 are satisfied. We next present a sufficient condition in which $\alpha$ and $T$ can be easily determined. Before moving on, we need the following lemmas.

**Lemma 2.3.8** [88, 89] All the zeros of the complex polynomial

\[ P(z) = z^n + \alpha_1 z^{n-1} + \ldots + \alpha_{n-1} z + \alpha_n \]
satisfy \( |z| \leq r_0 \), where \( r_0 \) is the unique nonnegative solution of the equation

\[
r^n - |\alpha_1|r^{n-1} - \ldots - |\alpha_{n-1}|r - |\alpha_n| = 0.
\]

The bound \( r_0 \) is attained if \( \alpha_i = -|\alpha_i| \).

**Corollary 2.3.4** All roots of polynomial (2.10) are within the unit circle if \( |a| + |b| < 1 \). Moreover, if \( |a + b| + |a - b| < 1 \), all roots of (2.10) are still within the unit circle.

**Proof:** According to Lemma 2.3.8, the roots of (2.10) are within the unit circle if the unique non-negative solution \( s_0 \) of \( s^2 - |a|s - |b| = 0 \) satisfies \( s_0 < 1 \). It is straightforward to show that

\[
s_0 = \frac{|a| + \sqrt{|a|^2 + 4|b|}}{2}.
\]

Therefore, the roots of (2.10) are within the unit circle if

\[
|a| + \sqrt{|a|^2 + 4|b|} < 2. \tag{2.20}
\]

We next discuss the condition under which (2.20) holds. If \( b = 0 \), then the statements of the corollary hold trivially. If \( |b| \neq 0 \), we have

\[
\frac{(|a| + \sqrt{|a|^2 + 4|b|})(-|a| + \sqrt{|a|^2 + 4|b|})}{-|a| + \sqrt{|a|^2 + 4|b|}} < 2.
\]

After some computation, it follows that condition (2.20) is equivalent to \( |a| + |b| < 1 \). Therefore, the first statement of the corollary holds. For the second statement, because \( |a| + |b| \leq |a + b| + |a - b| \), if \( |a + b| + |a - b| < 1 \), then \( |a| + |b| < 1 \), which implies that the second statement of the corollary also holds.

**Lemma 2.3.9** Suppose that directed graph \( G \) has a directed spanning tree. There exist positive \( \alpha \) and \( T \) such that \( S_c \cap S_r \) is nonempty, where

\[
S_c = \bigcap_{\forall \text{Re}(\mu_i) < 0 \text{ and } \text{Im}(\mu_i) \neq 0} \{(\alpha, T)| |1 + T^2\mu_i| + |3 - 2\alpha T| < 1\}, \tag{2.21}
\]

and \( S_r \) is defined by (2.12). If \( \alpha \) and \( T \) are chosen from \( S_c \cap S_r \), then all eigenvalues of \( F \) are within the unit circle except one eigenvalue equal to one.
Proof: For the first statement, we let $\alpha T = \frac{3}{2}$. When $\text{Re}(\mu_i) < 0$ and $\text{Im}(\mu_i) \neq 0$, $|1 + T^2\mu_i| + |3 - 2\alpha T| < 1$ implies $|1 + T^2\mu_i| < 1$ because $\alpha T = \frac{3}{2}$. It thus follows that $0 < T < \sqrt{-2\text{Re}(\mu_i)}$, $\forall \text{Re}(\mu_i) < 0$ and $\text{Im}(\mu_i) \neq 0$. When $\mu_i \leq 0$, $-\frac{T^2}{2}\mu_i < \alpha T < 2$ can be simplified as $-T^2\mu_i < \frac{3}{2}$ because $\alpha T = \frac{3}{2}$. It thus follows that $0 < T < \sqrt{\frac{3}{\mu_i}}$, $\forall \mu_i \leq 0$. Let $T_c = \bigcap_{\forall \text{Re}(\mu_i)<0 \text{ and } \text{Im}(\mu_i)\neq0} \left\{ T \mid 0 < T < \sqrt{\frac{-2\text{Re}(\mu_i)}{|\mu_i|}} \right\}$ and $T_r = \bigcap_{\forall \mu_i\leq0} \left\{ T \mid 0 < T < \sqrt{\frac{3}{\mu_i}} \right\}$. It is straightforward to see that $T_c \cap T_r$ is nonempty. Recalling that $\alpha T = \frac{3}{2}$, it follows that $S_c \cap S_r$ is nonempty as well.

For the second statement, note that if directed graph $G$ has a directed spanning tree, then it follows from Lemma 2.3.2 that $\mu_1 = 0$ and $\text{Re}(\mu_i) < 0$, $i = 2, \ldots, n$. Note that $\mu_1 = 0$ implies that $\lambda_1 = 1$ and $\lambda_2 = 1 - \alpha T$. To ensure that $|\lambda_2| < 1$, it is required that $0 < \alpha T < 2$. When $\text{Re}(\mu_i) < 0$ and $\text{Im}(\mu_i) \neq 0$, it follows from Corollary 2.3.4 that the roots of (2.9) are within the unit circle if $|1 + T^2\mu_i| + |3 - 2\alpha T| < 1$, where we have used the second statement of Corollary 2.3.4 by letting $a = \alpha T - 2 - \frac{T^2}{2}\mu_i$ and $b = 1 - \frac{T^2}{2}\mu_i - \alpha T$. When $\mu_i < 0$, it follows from the proof of Lemma 2.3.6 that the roots of (2.9) are within the unit circle if $-\frac{T^2}{2}\mu_i < \alpha T < 2$. Combining the above arguments proves the second statement.

Remark 2.3.5 According to Lemmas 2.3.4 and 2.3.9, if $\alpha$ and $T$ are chosen from $S_c \cap S_r$ and directed graph $G$ has a directed spanning tree, coordination can be achieved ultimately. An easy way to choose $\alpha$ and $T$ is to let $\alpha T = \frac{3}{2}$. It then follows that $T$ can be chosen satisfying $T < \min_{\forall \text{Re}(\mu_i)<0 \text{ and } \text{Im}(\mu_i)\neq0} \frac{|\mu_i|}{\sqrt{-\text{Re}(\mu_i)}}$ and $T < \min_{\forall \text{Re}(\mu_i)<0 \text{ and } \text{Im}(\mu_i)=0} \sqrt{\frac{3}{\mu_i}}$.

2.3.2 Convergence Analysis of Sampled-data Coordination Algorithm with Relative Damping

In this section, we analyze algorithm (2.7) under, respectively, an undirected and an directed interaction topology.

---

When $\mu_i = 0$, $T > 0$ can be chosen arbitrarily.
Using (2.7), (2.5) can be written in matrix form as
\[
\begin{pmatrix}
\tilde{r}[k + 1] \\
v[k + 1]
\end{pmatrix} =
\begin{pmatrix}
I_n - \frac{T^2 \mu}{2} \mathcal{L} & TI_n - \frac{T^2 \mu}{2} \mathcal{L} \\
-T \mathcal{L} & I_n - \alpha T \mathcal{L}
\end{pmatrix}
\begin{pmatrix}
\tilde{r}[k] \\
v[k]
\end{pmatrix}.
\] (2.22)

Coordination is achieved if for any \( r_i[0] \) and \( v_i[0] \), \( \tilde{r}_i[k] \rightarrow \tilde{r}_j[k] \) and \( v_i[k] \rightarrow v_j[k] \) as \( k \rightarrow \infty \).

A similar analysis to that for (2.34) shows that the roots of \( \det(sI_{2n} - G) = 0 \), i.e., the eigenvalues of \( G \), satisfy
\[
s^2 - (2 + \alpha T \mu_i + \frac{1}{2} T^2 \mu_i)s + 1 + \alpha T \mu_i - \frac{1}{2} T^2 \mu_i = 0.
\] (2.23)

Similarly, each eigenvalue of \( -\mathcal{L}, \mu_i \), corresponds to two eigenvalues of \( G \), denoted by \( \rho_{2i-1} \) and \( \rho_{2i} \). Without loss of generality, let \( \mu_1 = 0 \), which implies that \( \rho_1 = \rho_2 = 1 \). Therefore, \( G \) has at least two eigenvalues equal to one.

**Lemma 2.3.10** Using (2.7) for (2.5), \( \tilde{r}_i[k] \rightarrow p^T \tilde{r}[0] + kT \tilde{p}^T v[0] \) and \( v_i[k] \rightarrow \tilde{p}^T v[0] \) for large \( k \) if and only if \( G \) has exactly two eigenvalues equal to one and all other eigenvalues have modulus smaller than one.

**Proof:** (Sufficiency.) Note from (2.23) that if \( G \) has exactly two eigenvalues equal to one, i.e., \( \rho_1 = \rho_2 = 1 \), then \( -\mathcal{L} \) has exactly one eigenvalue equal to zero. Let \([p^T, q^T]^T\), where \( p, q \in \mathbb{R}^n \), be the right eigenvector of \( G \) associated with eigenvalue one. It follows that
\[
\begin{pmatrix}
I_n - \frac{T^2 \mu}{2} \mathcal{L} & TI_n - \frac{T^2 \mu}{2} \mathcal{L} \\
-T \mathcal{L} & I_n - \alpha T \mathcal{L}
\end{pmatrix}
\begin{pmatrix}
p \\
q
\end{pmatrix} =
\begin{pmatrix}
p \\
q
\end{pmatrix}.
\]

After some computation, it follows that eigenvalue one has geometric multiplicity equal to one even if it has algebraic multiplicity equal to two. It also follows from Lemma 2.3.2 that we can choose \( p = 1_n \) and \( q = 0_n \). In addition, a generalized right eigenvector associated with eigenvalue one can be chosen as \([0_n^T, p^T]^T\). Similarly, it can be shown that \([0_n^T, Tp_n^T]^T\) and \([p^T, 0_n^T]^T\) are, respectively, a left eigenvector and generalized left eigenvector associated with eigenvalue one.
Note that $G$ can be written in Jordan canonical form as $G = PJP^{-1}$, where the columns of $P$, denoted by $p_k$, $k = 1, \ldots, 2n$, can be chosen to be the right eigenvectors or generalized right eigenvectors of $G$, the rows of $P^{-1}$, denoted by $q_k^T$, $k = 1, \ldots, 2n$, can be chosen to be the left eigenvectors or generalized left eigenvectors of $G$ such that $p_k^Tq_k = 1$ and $p_k^Tq_\ell = 0$, $k \neq \ell$, and $J$ is the Jordan block diagonal matrix with the eigenvalues of $G$ being the diagonal entries. Note that $\rho_1 = \rho_2 = 1$ and $\Re(\rho_k) < 0$, $k = 3, \ldots, 2n$. Also note that we can choose $p_1 = \begin{bmatrix} 1_n^T \ 0_n^T \end{bmatrix}$, $p_2 = \begin{bmatrix} 0_n^T \ 1_n^T \end{bmatrix}$, $q_1 = \begin{bmatrix} p^T \ 0_n^T \end{bmatrix}$, and $q_2 = \begin{bmatrix} 0_n^T \ Tp_n^T \end{bmatrix}$. It follows that $G^k \to PJ^kP^{-1} \to \begin{bmatrix} 1_n^T & kT1_n^T \ \ 0_n^T & Tp_n^T \end{bmatrix}$.

Therefore, it follows that $\tilde{r}_i[k] \to p^T\tilde{r}[0] + kT(p^Tv)[0]$ and $v_i[k] \to p^Tv[0]$ for large $k$.

(Necessity.) Note that $G$ has at least two eigenvalues equal to one. If $\tilde{r}_i[k] \to p^T\tilde{r}[0] + kT(p^Tv)[0]$ and $v_i[k] \to p^Tv[0]$ for large $k$, it follows that $F^k$ has rank two for large $t$, which in turn implies that $J^k$ has rank two for large $k$. It follows that $G$ has exactly two eigenvalues equal to one and all other eigenvalues have modulus smaller than one.

Undirected Interaction

In this subsection, we show necessary and sufficient conditions on $\alpha$ and $T$ such that coordination is reached using (2.7) under an undirected interaction topology.

**Lemma 2.3.11** Suppose that undirected graph $G$ is connected. All eigenvalues of $G$ are within the unit circle except two eigenvalues equal to one if and only if $\alpha$ and $T$ are chosen from the set

$$Q_r = \{(\alpha, T) \mid \frac{T^2}{2} < \alpha T < -\frac{2}{\min_i \mu_i}\}.$$  \hspace{1cm} (2.24)

**Proof:** Because undirected graph $G$ is connected, it follows that $\mu_1 = 0$ and $\mu_i < 0$, $i = 2, \cdots, n$. Note that $\rho_1 = \rho_2 = 1$ because $\mu_1 = 0$. Let $a = -(2 + \alpha T \mu_i + \frac{1}{2} T^2 \mu_i)$ and $b = 1 + \alpha T \mu_i - \frac{1}{2} T^2 \mu_i$.

It follows from Lemma 2.3.5 that for $\mu_i < 0$, $i = 2, \ldots, n$, the roots of (2.23) are within the unit

\[^{4}\text{Note that } Q_r \text{ is nonempty.}\]
circle if and only if all roots of

\[-T^2 \mu_i t^2 + (T^2 \mu_i - 2\alpha T \mu_i) t + 4 + 2\alpha T \mu_i = 0,\]  
(2.25)

are in the open LHP. Because \(-T^2 \mu_i > 0\), the roots of (2.25) are always in the open LHP if and only if \(4 + 2\alpha T \mu_i > 0\) and \(T^2 \mu_i - 2\alpha T \mu_i > 0\), which implies that \(\frac{T^2}{2} < \alpha T < -\frac{2}{\mu_i}, i = 2, \ldots, n\).

Combining the above arguments proves the lemma.

**Theorem 2.3.6** Suppose that undirected graph \(G\) is connected. Let \(p\) be defined in Lemma 2.3.2. Using (2.7), \(\tilde{r}_i[k] \rightarrow p^T \tilde{r}[0] + kT p^T v[0]\) and \(v_i[k] \rightarrow p^T v[0]\) for large \(k\) if and only if \(\alpha\) and \(T\) are chosen from \(Q_r\), where \(Q_r\) is defined by (2.24).

**Proof:** The statement follows directly from Lemmas 2.3.10 and 2.3.11.

**Directed Interaction**

In this subsection, we show necessary and sufficient conditions on \(\alpha\) and \(T\) such that coordination is reached using (2.7) under a directed interaction topology. Note again that the eigenvalues of \(L\) may be complex for directed graphs, which makes the analysis more challenging.

**Lemma 2.3.12** Suppose that \(\text{Re}(\mu_i) < 0\) and \(\text{Im}(\mu_i) \neq 0\). All roots of (2.23) are within the unit circle if and only if \(\frac{\alpha}{T} > \frac{1}{2}\) and \(B_i < 0\), where

\[B_i \triangleq \left(\frac{4\text{Re}(\mu_i)}{|\mu_i|^2 T^2} + 2\frac{\alpha}{T}\right)(1 - 2\frac{\alpha}{T})^2 + \frac{16\text{Im}(\mu_i)^2}{|\mu_i|^4 T^4}.\]  
(2.26)

**Proof:** As in the proof of Lemma 2.3.11, all roots of (2.23) are within the unit circle if and only if all roots of (2.25) are in the open LHP. Letting \(s_1\) and \(s_2\) denote the roots of (2.25), it follows that

\[s_1 + s_2 = 1 - 2\frac{\alpha}{T}\]  
(2.27)

and

\[s_1 s_2 = -\frac{4}{\mu_i T^2} - 2\frac{\alpha}{T}.\]  
(2.28)
Noting that (2.27) implies that \( \text{Im}(s_1) + \text{Im}(s_2) = 0 \), we define \( s_1 = a_1 + jb \) and \( s_2 = a_2 - jb \), where \( j \) is the imaginary unit. Note that \( s_1 \) and \( s_2 \) have negative real parts if and only if \( a_1 + a_2 < 0 \) and \( a_1a_2 > 0 \). Note from (2.27) that \( a_1 + a_2 < 0 \) is equivalent to \( \frac{\alpha}{T} > \frac{1}{2} \). We next show conditions on \( \alpha \) and \( T \) such that \( a_1a_2 > 0 \) holds. Substituting the definitions of \( s_1 \) and \( s_2 \) into (2.28), gives

\[
(a_1 - a_2)^2 + 4(2 - \frac{\alpha^2}{T^2}) = 0.
\]

It follows from (3.51) that \( b = \frac{4\text{Im}(\mu_i)}{|\mu_i|^2T^2(a_2-a_1)} \). Consider also the fact that \( (a_2 - a_1)^2 = (a_2 + a_1)^2 - 4a_1a_2 = (1 - 2\frac{\alpha}{T})^2 - 4a_1a_2 \). After some manipulation, (3.52) can be written as

\[
4(a_1a_2)^2 + A_1a_1a_2 - B_i = 0,
\]

where \( A_i \triangleq 4(\frac{4\text{Re}(\mu_i)}{|\mu_i|^2T^2} + 2\frac{\alpha}{T}) - (1 - 2\frac{\alpha}{T})^2 \) and \( B_i \) is defined in (2.26). It follows that \( A_i^2 + 16B_i = 4(\frac{4\text{Re}(\mu_i)}{|\mu_i|^2T^2} + 2\frac{\alpha}{T}) + (1 - 2\frac{\alpha}{T})^2 + \frac{16\text{Im}(\mu_i)^2}{|\mu_i|^2T^2} \geq 0 \), which implies that (2.31) has two real roots. Therefore, necessary and sufficient conditions for \( a_1a_2 > 0 \) are \( B_i < 0 \) and \( A_i < 0 \). Because \( \frac{16\text{Im}(\mu_i)^2}{|\mu_i|^2T^2} > 0 \), if \( B_i < 0 \), then \( 4(\frac{4\text{Re}(\mu_i)}{|\mu_i|^2T^2} + 2\frac{\alpha}{T}) < 0 \), which implies \( A_i < 0 \) as well. Combining the previous arguments proves the lemma.

**Lemma 2.3.13** Suppose that directed graph \( G \) has a directed spanning tree. There exist positive \( \alpha \) and \( T \) such that \( Q_c \cap Q_r \) is nonempty, where

\[
Q_c = \bigcap_{\forall \text{Re}(\mu_i) < 0 \text{ and } \text{Im}(\mu_i) \neq 0} \left\{ (\alpha, T) \bigg| \frac{1}{2} < \frac{\alpha}{T}, B_i < 0 \right\},
\]

where \( B_i \) is defined by (2.26) and \( Q_r \) is defined by (2.24). All eigenvalues of \( G \) are within the unit circle except two eigenvalues equal to one if and only if \( \alpha \) and \( T \) are chosen from \( Q_r \cap Q_c \).

**Proof:** For the first statement, we let \( \alpha > T > 0 \). When \( \text{Re}(\mu_i) < 0 \) and \( \text{Im}(\mu_i) \neq 0 \), it follows that \( \frac{\alpha}{T} > \frac{1}{2} \) holds apparently. Note that \( \alpha > T \) implies \( (T - 2\alpha)^2 > \alpha^2 \). Therefore, a sufficient
condition for $B_i < 0$ is
\[ \alpha T < -\frac{8\text{Im}(\mu_i)^2}{|\mu_i|^2\alpha^2} - \frac{2\text{Re}(\mu_i)}{|\mu_i|^2}. \] (2.33)

To ensure that there are feasible $\alpha > 0$ and $T > 0$ satisfying (2.33), we first need to ensure that the right side of (2.33) is positive, which requires $\alpha > \frac{2\text{Im}(\mu_i)}{|\mu_i|\sqrt{-\text{Re}(\mu_i)}}$. It also follows from (2.33) that $T < -\frac{8\text{Im}(\mu_i)^2}{|\mu_i|^2\alpha^2} - \frac{2\text{Re}(\mu_i)}{|\mu_i|^2\alpha}$, $\forall \text{Re}(\mu_i) < 0$ and $\text{Im}(\mu_i) \neq 0$. Therefore, (2.32) is ensured to be nonempty if $\alpha$ and $T$ are chosen from, respectively, $\alpha_c = \bigcap_{\forall \text{Re}(\mu_i) < 0 \text{ and } \text{Im}(\mu_i) \neq 0} \{ \alpha | \alpha > \frac{2\text{Im}(\mu_i)}{|\mu_i|\sqrt{-\text{Re}(\mu_i)}} \}$ and $T_c = \bigcap_{\forall \text{Re}(\mu_i) < 0 \text{ and } \text{Im}(\mu_i) \neq 0} \{ T | T < -\frac{8\text{Im}(\mu_i)^2}{|\mu_i|^2\alpha^2} - \frac{2\text{Re}(\mu_i)}{|\mu_i|^2\alpha^2} \text{ and } 0 < T < \alpha \}$. Note that (2.24) is ensured to be nonempty if $\alpha$ and $T$ are chosen from, respectively, $\alpha_r = \{ \alpha | \alpha > 0 \}$ and $T_r = \bigcap_{\forall \mu_i < 0} \{ T | 0 < T < 2\alpha \text{ and } T < -\frac{2}{\mu_i\alpha} \}$. It is straightforward to see that both $\alpha_c \cap \alpha_r$ and $T_c \cap T_r$ are nonempty. Combining the above arguments shows that $Q_c \cap Q_r$ is nonempty.

For the second statement, note that if directed graph $G$ has a directed spanning tree, it follows from Lemma 2.3.2 that $\mu_1 = 0$ and $\text{Re}(\mu_i) < 0$, $i = 2, \ldots, n$. Note that $\mu_1 = 0$ implies that $\rho_1 = 1$ and $\rho_2 = 1$. When $\text{Re}(\mu_i) < 0$ and $\text{Im}(\mu_i) \neq 0$, it follows from Lemma 2.3.12 that the roots of (2.23) are within unit circle if and only if $\frac{\alpha}{T} > \frac{1}{2}$ and $B_i < 0$. When $\mu_i < 0$, it follows from Lemma 2.3.11 that the roots of (2.23) are within unit circle if and only if $\frac{T^2}{\alpha} < \alpha T < -\frac{2}{\mu_i \alpha}$. Combining the above arguments shows that all eigenvalues of $G$ are within the unit circle except two eigenvalues equal to one if and only if $\alpha$ and $T$ are chosen from $Q_c \cap Q_r$. \hfill \blacksquare

Remark 2.3.7 From the proof of the first statement of Lemma 2.3.13, an easy way to choose $\alpha$ and $T$ is to let $\alpha > T$. Then $\alpha$ is chosen from $\alpha_c$ and $T$ is chosen from $T_c \cap T_r$, where $\alpha_c$, $T_c$, and $T_r$ are defined in the proof of Lemma 2.3.13.

Theorem 2.3.8 Suppose that directed graph $G$ has a directed spanning tree. Using (2.7), $\bar{v}_i[k] \rightarrow p^T \bar{r}[0] + k T p^T v[0]$ and $v_i[k] \rightarrow p^T v[0]$ for large $k$ if and only if $\alpha$ and $T$ are chosen from $Q_c \cap Q_r$, where $Q_c$ and $Q_r$ are defined in (2.32) and (2.24), respectively.

Proof: The proof follows directly from Lemma 2.3.11 and Theorem 2.3.13. \hfill \blacksquare

Remark 2.3.9 Note that it is required in Theorems 2.3.3 and 2.4.3 that the communication graph has a directed spanning tree in order to guarantee coordination. The connectivity requirement in
Theorems 2.3.3 and 2.4.3 can be interpreted as follows. For a group of vehicles, if the communication graph does not have a directed spanning tree, then the group of vehicles can be divided into at least two disconnected subgroups. Because there is no communication among these subgroups, the final states of the subgroups in general cannot reach coordination.

2.3.3 Simulation

In this section, we present simulation results to validate the theoretical results derived in Sections 2.4.1 and 2.4.2. We consider a team of four vehicles with directed graph $G$ shown by Fig. 2.1. Note that $G$ has a directed spanning tree. The nonsymmetric Laplacian matrix associated with $G$ is chosen as

$$
L = \begin{bmatrix}
1 & -1 & 0 & 0 \\
0 & 1.5 & -1.5 & 0 \\
-2 & 0 & 2 & 0 \\
-2.5 & 0 & 0 & 2.5
\end{bmatrix}.
$$

It can be computed that for $L$, $p = [0.4615, 0.3077, 0.2308, 0]^T$. Here for simplicity, we have chosen $\delta_i = 0$, $i = 1, \cdots, 4$.

For coordination algorithm (2.6), let $r[0] = [0.5, 1, 1.5, 2]^T$ and $v[0] = [-0.1, 0, 0.1, 0]^T$. Fig. 2.2(a) shows the convergence result using (2.6) with $\alpha = 4$ and $T = 0.4$ sec. Note that the conditions in Theorem 2.3.3 are satisfied. It can be seen that coordination is reached with the final equilibrium for $r_i[k]$ being 0.8835, which is equal to $p^T\tilde{r}[0] + (\frac{1}{\alpha} - \frac{T}{2})p^Tv[0]$ as argued in Theorem 2.3.3. Figure 2.2(b) shows the convergence result using (2.6) with $\alpha = 1.2$ and $T = 0.5$ sec. Note that coordination is not reached in this case.

For coordination algorithm (2.7), let $r[0] = [0, 1, 2, 3]^T$ and $v[0] = [0, 0.2, 0.4, 0.6]^T$. Figure 2.2(c) shows the convergence result using (2.7) with $\alpha = 0.6$ and $T = 0.02$ sec. Note that the conditions in Theorem 2.4.3 are satisfied. It can be seen that coordination is reached with the final equilibrium for $v_i[k]$ being 0.1538, which is equal to $p^Tv[0]$ as argued in Theorem 2.4.3. Figure 2.2(d) shows the convergence result using (2.7) with $\alpha = 0.6$ and $T = 0.5$ sec. Note that coordination is not reached in this case.
Fig. 2.1: Directed graph $G$ for four vehicles. An arrow from $j$ to $i$ denotes that vehicle $i$ can receive information from vehicle $j$.

2.4 Dynamic Interaction Case

In this section, we assume that the network topology switches at each sampling point and remains constant at each sampling period. Let directed graph $G_k$ denote the interaction graph for the $n$ vehicles for $t \in [kT; (k + 1)T), k = 0, 1, \ldots$. We use $A_k$ to represent the corresponding
adjacency matrix associated with \( G_k \).

### 2.4.1 Convergence Analysis of Sampled-data Algorithm with Absolute Damping under Dynamic Directed Interaction

In this section, we show sufficient conditions on \( \alpha, T \), and directed graph \( G_k \) such that coordination is achieved using (2.6) under dynamic directed interaction.

Using (2.6), (2.5) can be written in matrix form as

\[
\begin{bmatrix}
\tilde{r}[k+1] \\
v[k+1]
\end{bmatrix} = 
\begin{bmatrix}
I_n - \frac{T^2}{2} \mathcal{L}_k & (T - \frac{\alpha T^2}{2}) I_n \\
-T \mathcal{L}_k & (1 - \alpha T) I_n
\end{bmatrix}
\begin{bmatrix}
\tilde{r}[k] \\
v[k]
\end{bmatrix},
\tag{2.34}
\]

where \( \tilde{r} = [\tilde{r}_1, \ldots, \tilde{r}_n]^T \) with \( \tilde{r}_i = r_i - \delta_i \), \( v = [v_1, \ldots, v_n]^T \), and \( \mathcal{L}_k \) is the (nonsymmetric) Laplacian matrix associated with \( \mathcal{A}_k \) for \( t \in [kT, (k+1)T) \). Note that the solution of (2.34) can be written as

\[
\begin{bmatrix}
\tilde{r}[k+1] \\
v[k+1]
\end{bmatrix} = 
\begin{bmatrix}
B_k & C_k \\
D_k & E_k
\end{bmatrix}
\begin{bmatrix}
\tilde{r}[0] \\
v[0]
\end{bmatrix},
\tag{2.35}
\]

where

\[
\begin{bmatrix}
B_k & C_k \\
D_k & E_k
\end{bmatrix} = F_k F_{k-1} \cdots F_0.
\]

Therefore, \( B_k, C_k, D_k, \) and \( E_k \) satisfy

\[
\begin{bmatrix}
B_k \\
D_k
\end{bmatrix} = 
\begin{bmatrix}
I_n - \frac{T^2}{2} \mathcal{L}_k & (T - \frac{\alpha T^2}{2}) I_n \\
-T \mathcal{L}_k & (1 - \alpha T) I_n
\end{bmatrix}
\begin{bmatrix}
B_{k-1} \\
D_{k-1}
\end{bmatrix},
\tag{2.36}
\]

and

\[
\begin{bmatrix}
C_k \\
E_k
\end{bmatrix} = 
\begin{bmatrix}
I_n - \frac{T^2}{2} \mathcal{L}_k & (T - \frac{\alpha T^2}{2}) I_n \\
-T \mathcal{L}_k & (1 - \alpha T) I_n
\end{bmatrix}
\begin{bmatrix}
C_{k-1} \\
E_{k-1}
\end{bmatrix}.
\tag{2.37}
\]

**Lemma 2.4.1** Assume that \( \alpha T \neq 2 \). Using (2.6) for (2.5), \( r_i[k] - r_j[k] \to \Delta_{ij} \) and \( v_i[k] \to 0 \) as \( k \to \infty \) if \( \lim_{k \to \infty} B_k \) exists and all rows of \( \lim_{k \to \infty} B_k \) are the same for any initial matrices \( B_0 \) and \( D_0 \).
Proof: When \( \lim_{k \to \infty} B_k \) exists and all rows of \( \lim_{k \to \infty} B_k \) are the same for any initial matrices \( B_0 \) and \( D_0 \), it follows that \( \lim_{k \to \infty} C_k \) exists and all rows of \( \lim_{k \to \infty} C_k \) are the same for any initial matrices \( C_0 \) and \( E_0 \) as well because (2.36) and (2.37) have the same structure. It then follows from (2.36) that

\[
B_k = B_{k-1} - \frac{T^2}{2} L_k B_{k-1} + (T - \frac{\alpha T^2}{2}) D_{k-1}.
\]

Because \( L_k 1_n = 0_{n \times 1} \) and all rows of \( \lim_{k \to \infty} B_{k-1} \) are the same, it follows that \( \lim_{k \to \infty} L_k B_{k-1} = 0_{n \times n} \). It thus follows that

\[
\lim_{k \to \infty} (T - \frac{\alpha T^2}{2}) D_{k-1} = \lim_{k \to \infty} (B_k - B_{k-1}) = 0_{n \times n}.
\]

Because \( \alpha T \neq 2 \), i.e., \( T - \frac{\alpha T^2}{2} \neq 0 \), it follows that \( \lim_{k \to \infty} D_k = 0_{n \times n} \) for any initial matrices \( B_0 \) and \( D_0 \). Similarly, it follows that \( \lim_{k \to \infty} E_k = 0_{n \times n} \) for any initial matrices \( C_0 \) and \( E_0 \) because (2.36) and (2.37) have the same structure. Combining the previous arguments with (2.35) shows that \( \tilde{r}_i[k] \to \tilde{r}_j[k] \) and \( v_i[k] \to 0 \) as \( k \to \infty \), which implies that \( r_i[k] - r_j[k] \to \Delta_{ij} \) and \( v_i[k] \to 0 \) as \( k \to \infty \).

We next study the conditions on \( \alpha, T \), and the directed graph \( G_k \) such that all rows of \( \lim_{k \to \infty} B_k \) are the same for any initial matrices \( B_0 \) and \( D_0 \). Before moving on, we need the following lemmas and corollary.

**Lemma 2.4.2** [36] Let \( m \geq 2 \) be a positive integer and let \( P_1, P_2, \ldots, P_m \) be nonnegative \( n \times n \) matrices with positive diagonal entries, then \( P_1 P_2 \cdots P_m \geq \gamma (P_1 + P_2 + \cdots + P_m) \), where \( \gamma > 0 \) can be specified from matrices \( P_i, i = 1, \ldots, m \).

**Lemma 2.4.3** Assume that the directed graph of a row stochastic matrix \( A \in \mathbb{R}^{n \times n} \) has a directed spanning tree. Then the directed graph of \( \begin{bmatrix} A & A \\ A & A \end{bmatrix} \) also has a directed spanning tree.
Proof: Note that \( \frac{1}{2} \begin{bmatrix} A & A \\ A & A \end{bmatrix} \) can be written as

\[
\frac{1}{2} \begin{bmatrix} A & A \\ A & A \end{bmatrix} = \left[ \begin{array}{cc} \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} \end{array} \right] \otimes A,
\]

where \( \otimes \) denotes the Kronecker product. It can be computed that the eigenvalues of \( \left[ \begin{array}{cc} \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} \end{array} \right] \) are 0 and 1. Assume that the eigenvalues of \( A \) are \( \lambda_1, \ldots, \lambda_n \). It follows that the eigenvalues of \( \frac{1}{2} \begin{bmatrix} A & A \\ A & A \end{bmatrix} \) are 0, \( \lambda_1, \ldots, 0, \lambda_n \) by using the properties of the Kronecker product. Because the directed graph of \( A \) has a directed spanning tree, it follows from Corollary 3.5 [39] that \( A \) has one simple eigenvalue equal to one, which implies that \( \frac{1}{2} \begin{bmatrix} A & A \\ A & A \end{bmatrix} \) also has one simple eigenvalue equal to one. Because \( \frac{1}{2} \begin{bmatrix} A & A \\ A & A \end{bmatrix} \) is a row stochastic matrix, it then follows from Corollary 3.5 [39] that the directed graph of \( \frac{1}{2} \begin{bmatrix} A & A \\ A & A \end{bmatrix} \) has a directed spanning tree, which in turn implies that the directed graph of \( \begin{bmatrix} A & A \\ A & A \end{bmatrix} \) also has a directed spanning tree.

Corollary 2.4.1 Assume that every row of a nonnegative matrix \( A \in \mathbb{R}^{n \times n} \) has the same sum. If the directed graph of \( A \) has a directed spanning tree, the directed graph of \( \begin{bmatrix} A & A \\ A & A \end{bmatrix} \) also has a directed spanning tree.

Lemma 2.4.4 Suppose that \( A \in \mathbb{R}^{n \times n} \) is a row stochastic matrix with positive diagonal entries. If the directed graph of \( A \) has a directed spanning tree, then \( A \) is SIA.

Proof: See Corollary 3.5 and Lemma 3.7 [39].
Lemma 2.4.5  [90] Let $S_1, S_2, \ldots, S_k \in \mathbb{R}^{n \times n}$ be a finite set of SIA matrices with the property that for each sequence $S_{i_1}, S_{i_2}, \cdots, S_{i_j}$ of positive length, the matrix product $S_{i_j}S_{i_{j-1}} \cdots S_{i_1}$ is SIA. Then, for each infinite sequence $S_{i_1}, S_{i_2}, \cdots$, there exists a column vector $y$ such that

$$\lim_{j \to \infty} S_{i_j}S_{i_{j-1}} \cdots S_{i_1} = 1_n y^T.$$  

Based on the previous lemmas and corollary, we have the following lemma regarding the conditions on $\alpha, T$ and the directed graph $G_k$ such that all rows of $\lim_{k \to \infty} B_k$ are the same.

Lemma 2.4.6  Let $\Phi_{k1} = (2 - \alpha T)I_n - \frac{T^2}{2} L_k$ and $\Phi_{k2} = (\alpha T - 1)I_n - \frac{T^2}{2} L_{k-1}$, where $L_k, k = 0, 1, \cdots$, are the (nonsymmetric) Laplacian matrices associated with $A_k$ for $t \in [kT, (k+1)T]$. There exist positive $\alpha$ and $T$ such that both $\Phi_{k1}$ and $\Phi_{k2}$ are nonnegative matrices with positive diagonal entries. If positive $\alpha$ and $T$ are chosen such that both $\Phi_{k1}$ and $\Phi_{k2}$ are nonnegative with positive diagonal entries, and there exists a positive integer $\kappa$ such that for any nonnegative integer $k_0$, the union of $G_k$ across $k \in [k_0, k_0 + \kappa]$ has a directed spanning tree, the iteration

$$B_k = \Phi_{k1}B_{k-1} + \Phi_{k2}B_{k-2} \quad (2.38)$$

is stable for any initial matrices $B_0$ and $B_1$ and all rows of $\lim_{k \to \infty} B_k$ are the same.

Proof: For the first statement, consider $\alpha T = \frac{2}{2}$. It follows that if $T^2 < \min_i \frac{1}{\ell_{ii}[k]}, k = 0, 1, \cdots$, where $\ell_{ii}[k]$ is the $i$th diagonal entry of $L_k$, then both $\Phi_{k1}$ and $\Phi_{k2}$ are nonnegative matrices with positive diagonal entries.

For the second statement, rewrite (2.38) as

$$\begin{bmatrix} B_k \\ B_{k-1} \end{bmatrix} = \begin{bmatrix} \Phi_{k1} & \Phi_{k2} \\ I_n & 0_{n \times n} \end{bmatrix} \begin{bmatrix} B_{k-1} \\ B_{k-2} \end{bmatrix}. \quad (2.39)$$

When positive $\alpha$ and $T$ are chosen such that both $\Phi_{k1}$ and $\Phi_{k2}$ are nonnegative matrices with positive diagonal entries, it follows that $H_k$ is a row stochastic matrix. It then follows that $H_{k+1}H_k =$
\[
\begin{bmatrix}
\Phi_{(k+1)1} \Phi_{k1} + \Phi_{(k+1)2} & \Phi_{(k+1)1} \Phi_{k2} \\
\Phi_{k1} & \Phi_{k2}
\end{bmatrix}
\] is also a row stochastic matrix because the product of row stochastic matrices is also a row stochastic matrix. In addition, the diagonal entries of \(H_{k+1}^2 H_k\) are positive because both \(\Phi_{k1}\) and \(\Phi_{k2}\) are nonnegative matrices with positive diagonal entries. Similarly, for any positive integer \(m\) and nonnegative integer \(\ell_0\), matrix product \(H_{m+\ell_0} \cdots H_{\ell_0}\) is also a row stochastic matrix with positive diagonal entries. From Lemma 2.4.2, we have that

\[
H_{k+1}^2 H_k \geq \begin{bmatrix}
\gamma_1(\Phi_{(k+1)1} + \Phi_{k1}) + \Phi_{(k+1)2} & \gamma_2(\Phi_{(k+1)1} + \Phi_{k2}) \\
\Phi_{k1} & \Phi_{k2}
\end{bmatrix}
\]

for some positive \(\gamma\) that is determined by \(\gamma_1, \gamma_2, \Phi_{k1}, \Phi_{k2}, \Phi_{(k+1)1}\), and \(\Phi_{(k+1)2}\), where \(\gamma_1\) is determined by \(\Phi_{(k+1)1}\) and \(\Phi_{k1}\), and \(\gamma_2\) is determined by \(\Phi_{(k+1)1}\) and \(\Phi_{k2}\). Note also that the directed graph of \(\Phi_{k1}\) is the same as that of \(\Phi_{(k+1)2}\). We can thus replace \(\Phi_{k1}\) with \(\Phi_{(k+1)2}\) without changing the directed graph of \(H_{k+1}\) and vice versa. Therefore, it follows that

\[
H_{k+1}^2 H_k \geq \hat{\gamma} \begin{bmatrix}
\Phi_{(k+1)1} + \Phi_{k1} & \Phi_{(k+1)1} + \Phi_{(k-1)1} \\
\Phi_{k1} & \Phi_{(k-1)1}
\end{bmatrix}
\]

for some positive \(\hat{\gamma}\) that is determined by \(\Phi_{k1}, \Phi_{k2}, \Phi_{(k+1)1}, \Phi_{(k+1)2}\), and \(\gamma\). Similarly, \(H_{m+\ell_0} \cdots H_{\ell_0}\) can also be written as

\[
H_{\ell_0+m} \cdots H_{\ell_0} \geq \hat{\gamma} \begin{bmatrix}
\sum_{i=\ell_0}^{\ell_0+m} \Phi_{i1} & \sum_{i=\ell_0+1}^{\ell_0+m} \Phi_{i1} + \Phi_{(\ell_0-1)1} \\
\sum_{i=\ell_0}^{\ell_0+m-1} \Phi_{i1} & \sum_{i=\ell_0+1}^{\ell_0+m-1} \Phi_{i1} + \Phi_{(\ell_0-1)1}
\end{bmatrix}
\]

for some positive \(\hat{\gamma}\).

Because there exists a positive integer \(\kappa\) such that for any nonnegative integer \(k_0\), the union of \(\mathcal{G}_{k}\) across \(k \in [k_0, k_0 + \kappa]\) has a directed spanning tree, it follows that the directed graph of
\[ \sum_{i=k_0}^{k_0+\kappa} \Phi_{i1} \text{ also has a directed spanning tree. It thus follows from (2.40) and Corollary 2.4.1 that the} \]
\[ \text{directed graph of } H_{k_0+\kappa+1} \cdots H_{k_0-1} \text{ also has a directed spanning} \]
\[ \text{tree because } H_{k_0+\kappa+1} \cdots H_{k_0-1} \geq \]
\[ \sum_{i=k_0}^{k_0+\kappa} \Phi_{i1} \sum_{i=k_0}^{k_0+\kappa} \Phi_{i1} \]. Because \( H_{k_0+\kappa+1} \cdots H_{k_0-1} \) is a row stochastic matrix with positive
diagonal entries and the directed graph of \( H_{k_0+\kappa+1} \cdots H_{k_0-1} \) has a directed spanning tree, it fol-
lows from Lemma 2.4.4 that \( H_{k_0+\kappa+1} \cdots H_{k_0-1} \) is SIA. It then follows from Lemma 2.4.5 that
\[ \lim_{k \to \infty} H_{k_0} \cdots H_0 = \frac{1}{2} n y^T \text{ for some column vector } y \in \mathbb{R}^{2n}. \] Therefore, it follows from (2.39) that
\[ \lim_{k \to \infty} B_k \text{ exists and all rows of } \lim_{k \to \infty} B_k \text{ are the same.} \]

**Theorem 2.4.2** Assume that there exists a positive integer \( \kappa \) such that for any nonnegative integer \( k_0 \), the union of \( G_k \) across \( k \in [k_0, k_0 + \kappa] \) has a directed spanning tree. Let \( \Phi_{k1} = (2 - \alpha T)I_n - \frac{T^2}{2} \mathcal{L}_k \) and \( \Phi_{k2} = (\alpha T - 1)I_n - \frac{T^2}{2} \mathcal{L}_{k-1} \), where \( \mathcal{L}_k, k = 0, 1, \cdots, \) are (nonsymmetric) Laplacian
matrices associated with \( \mathcal{A}_k \) for \( t \in \lbrack kT, (k + 1)T \rbrack \). If positive \( \alpha \) and \( T \) are chosen such that both
\( \Phi_{k1} \) and \( \Phi_{k2} \) are nonnegative with positive diagonal entries, \( r_i[k] - r_j[k] \to \Delta_{ij} \) and \( v_i[k] \to 0 \) as
\( k \to \infty. \)

**Proof:** It follows from (2.36) that
\[ B_k = (I_n - \frac{T^2}{2} \mathcal{L}_k) B_{k-1} + (T - \frac{\alpha T^2}{2}) D_{k-1}, \quad (2.41) \]
\[ B_{k-1} = (I_n - \frac{T^2}{2} \mathcal{L}_{k-1}) B_{k-2} + (T - \frac{\alpha T^2}{2}) D_{k-2}, \quad (2.42) \]
and
\[ D_{k-1} = -T \mathcal{L}_{k-1} B_{k-2} + (1 - \alpha T) D_{k-2}. \quad (2.43) \]

Therefore, it follows from (2.41) and (2.42) that
\[ B_k - (1 - \alpha T) B_{k-1} \]
\[ = (I_n - \frac{T^2}{2} \mathcal{L}_k) B_{k-1} - (1 - \alpha T)(I_n - \frac{T^2}{2} \mathcal{L}_{k-1}) B_{k-2} \]
\[ + (T - \frac{\alpha T^2}{2}) [D_{k-1} - (1 - \alpha T) D_{k-2}]. \quad (2.44) \]
By substituting (2.43) into (2.44), (2.44) can be simplified as (5.26). It then follows from Lemma 2.4.6 that \( \lim_{k \to \infty} B_k \) exists and all rows of \( \lim_{k \to \infty} B_k \) are the same under the condition of the theorem. Because \( \Phi_{k1} \) is nonnegative with positive diagonal entries, it follows that \( \alpha T < 2 \). It then follows from Lemma 2.4.1 that \( r_i[k] - r_j[k] \to \Delta_{ij} \) and \( v_i[k] \to 0 \) as \( k \to \infty \) under the condition of the theorem.

2.4.2 Convergence Analysis of Sampled-data Algorithm with Relative Damping under Dynamic Directed Interaction

In this section, we show sufficient conditions on \( \alpha, T \), and directed graph \( G_k \) such that coordination is achieved using (2.7) under dynamic directed interaction.

Using (2.7), (2.5) can be written in matrix form as

\[
\begin{bmatrix}
\tilde{r}[k+1] \\
v[k+1]
\end{bmatrix} =
\begin{bmatrix}
I_n - \frac{T^2}{2} L_k & TI_n - \frac{T^2}{2} L_k \\
-T L_k & I_n - \alpha TL_k
\end{bmatrix}
G_k
\begin{bmatrix}
\tilde{r}[k] \\
v[k]
\end{bmatrix},
\tag{2.45}
\]

where \( \tilde{r}, v, \) and \( L_k \) are defined as in (2.34). Note that \( G_k \) can be written as

\[
G_k = \begin{bmatrix}
(1 - T)I_n - \frac{T^2}{2} L_k & TI_n - \frac{T^2}{2} L_k \\
\sqrt{T}I_n - TL_k & (1 - \sqrt{T})I_n - \alpha TL_k
\end{bmatrix}
R_k
+ \begin{bmatrix}
TI_n & 0_{n \times n} \\
-\sqrt{T}I_n & \sqrt{T}I_n
\end{bmatrix}
S
\tag{2.46}
\]

In the following, we study the property of matrix product \( G_k \cdots G_0 \) defined as

\[
G_k \cdots G_0 \triangleq \begin{bmatrix}
\tilde{G}_{k1} & \tilde{G}_{k2} \\
\tilde{G}_{k3} & \tilde{G}_{k4}
\end{bmatrix},
\tag{2.47}
\]

where \( \tilde{G}_{ki} \in \mathbb{R}^{n \times n}, i = 1, 2, 3, 4 \).
Lemma 2.4.7 Assume that directed graph $G_k$, $k = 0, 1, \cdots$, has a directed spanning tree. There exist positive $\alpha$ and $T$ such that the following two conditions are satisfied:

1) $(1-T)I_n - \frac{T^2}{2}L_k$ and $(1-\sqrt{T})I_n - \alpha TL_k$, $k = 0, 1, \cdots$, are nonnegative matrices with positive diagonal entries, and $TI_n - \frac{T^2}{2}L_k$ and $\sqrt{T}I_n - T L_k$, $k = 0, 1, \cdots$, are nonnegative matrices.

2) $\|S\|_{\infty} < 1$, where $S$ is defined in (2.46).

In addition, if $\alpha$ and $T$ are chosen such that conditions 1) and 2) are satisfied, matrix product $G_k \cdots G_0$ has the property that all rows of each $\tilde{G}_k$, $i = 1, 2, 3, 4$, are the same as $k \to \infty$, where $\tilde{G}_k$, $i = 1, 2, 3, 4$ are defined in (2.47).

Proof: For the first statement, it can be noted that when $T$ is sufficiently small, condition 1) is satisfied. Similarly, when $T < \frac{1}{4}$, it follows that $\|S\| < 1$. Therefore, there exist positive $\alpha$ and $T$ such that conditions 1) and 2) are satisfied.

For the second statement, it is assumed that $\alpha$ and $T$ are chosen such that conditions 1) and 2) are satisfied. It can be computed that $R_k$, $k = 0, 1, \cdots$, are row stochastic matrices with positive diagonal entries when condition 1) is satisfied. Note that product $G_k \cdots G_0$ can be written as

$$G_k \cdots G_0 = (R_k + S) \cdots (R_0 + S).$$

(2.48)

It follows from the binomial expansion that $G_k \cdots G_0 = \sum_{j=1}^{2k+1} \tilde{G}_j$, where $\tilde{G}_j$ is the product of $k+1$ matrices by choosing either $R_i$ or $S$ in $(R_i + S)$ for $i = 0, \cdots, k$. As $k \to \infty$, $\tilde{G}_j$ takes the form of the following three cases:

Case I: $\tilde{G}_j$ is constructed from an infinite number of $S$ and a finite number of $R_i$ as $k \to \infty$. In this case, it follows that as $k \to \infty$, $\|\tilde{G}_j\|_{\infty} \leq \|R_{k_0}\|_{\infty} \|R_{k_1}\|_{\infty} \cdots \|S\|_{\infty} = \|S\|_{\infty} = 0$, where we have used the fact that $\|R_i\|_{\infty} = 1$ because $R_i$ is a row stochastic matrix and $\|S\|_{\infty} < 1$ as shown in condition 2). Therefore $\tilde{G}_j$ approaches $0_{2n \times 2n}$ as $k \to \infty$.

Case II: $\tilde{G}_j$ is constructed from an infinite number of $S$ and an infinite number of $R_i$ as $k \to \infty$. A similar analysis to that in Case I shows that $\tilde{G}_j$ approaches $0_{2n \times 2n}$ as $k \to \infty$.

Case III: $\tilde{G}_j$ is constructed from a finite number of $S$ and an infinite number of $R_i$ as $k \to \infty$. In
this case, as \( k \to \infty \), \( \hat{G}_j \) can be written as

\[
\hat{G}_j = M \prod_{j} R_{kj} N,
\]

where both \( M \) and \( N \) are the product of a finite number of matrices by choosing either \( R_i, i \neq j; j = 0, 1, \ldots \), or \( S \) from \((R_i + S)\) and \( J \) is the product of an infinite number of \( R_{kj} \). Note that the directed graph of \( R_k \) is the same as that of \( G_k \), because the directed graphs of all four matrices in condition 1) are the same. It then follows from Corollary 2.4.1 that \( \left[ \begin{array}{cc}
(1 - T)I_n - \frac{T^2}{2} \mathcal{L}_k & (1 - T)I_n - \frac{T^2}{2} \mathcal{L}_k \\
(1 - T)I_n - \frac{T^2}{2} \mathcal{L}_k & (1 - T)I_n - \frac{T^2}{2} \mathcal{L}_k
\end{array} \right] \) has a directed spanning tree if the directed graph of \( (1 - T)I_n - \frac{T^2}{2} \mathcal{L}_k \), i.e., directed graph \( G_k \), has a directed spanning tree. Therefore, the directed graph of \( R_k \) also has a directed spanning tree. Also note that \( R_k, k = 0, 1, \ldots \), are row stochastic matrices with positive diagonal entries. It then follows from Lemma 2.4.4 that \( R_{kj} \) is SIA. Therefore, it follows from Lemma 2.4.5 that all rows of \( J \) are the same as \( k \to \infty \). By writing

\[
J = \begin{bmatrix}
J_1 & J_2 \\
J_3 & J_4
\end{bmatrix},
\]

(2.49)

where \( J_i \in \mathbb{R}^{n \times n}, i = 1, 2, 3, 4 \), it follows from the fact that all rows of \( J \) are the same that all rows of \( J_i, i = 1, 2, 3, 4 \), are also the same. It then follows that

\[
R_i J = \begin{bmatrix}
(1 - T)I_n - \frac{T^2}{2} \mathcal{L}_i & TI_n - \frac{T^2}{2} \mathcal{L}_i \\
\sqrt{T}I_n - T \mathcal{L}_i & (1 - \sqrt{T})I_n - \alpha T \mathcal{L}_i
\end{bmatrix} J

= \begin{bmatrix}
(1 - T)I_n & TI_n \\
\sqrt{T}I_n & (1 - \sqrt{T})I_n
\end{bmatrix} J_i,
\]

where we have used the fact that \( \mathcal{L}_i J_i = 0_{n \times n}, i = 1, 2, 3, 4 \). By separating \( R_i J \) into four \( n \times n \) submatrices as that of \( J \) in (2.49), all rows of every one of the four \( n \times n \) submatrices are the same.

\[\text{Here } M \text{ and } N \text{ are } I_{2n} \text{ if neither } R_i \text{ nor } S \text{ is chosen.}\]
The same property also applies to matrix products $JR_i$, $SJ$, and $JS$. A similar analysis shows that the same property also holds for matrix product formed by pre-multiplying or post-multiplying $J$ by a finite number of $R_i$ and/or $S$. Therefore, by separating $\hat{G}_j$ into four $n \times n$ submatrices as that of $J$ in (2.49), it follows that all rows of every one of the four $n \times n$ submatrices are the same. Combining the previous arguments shows that as $k \to \infty$, all rows of $\tilde{G}_{ki}, i = 1, 2, 3, 4$, are the same.

\textbf{Theorem 2.4.3} Suppose that directed graph $G_k, k = 0, 1, \cdots$, has a directed spanning tree. Using (2.7) for (2.5), $r_i[k] - r_j[k] \to \Delta_{ij}[k]$ and $v_i[k] \to v_j[k]$ as $k \to \infty$ when positive $\alpha$ and $T$ are chosen such that conditions 1) and 2) in Lemma 2.4.7 are satisfied.

\textit{Proof:} Note that the solution of (2.45) can be written as

$$
\begin{bmatrix}
\tilde{r}[k+1] \\
v[k+1]
\end{bmatrix} = G_k \cdots G_0 \begin{bmatrix}
\tilde{r}[0] \\
v[0]
\end{bmatrix}.
$$

(2.50)

When directed graph $G_k, k = 0, 1, \cdots$, has a directed spanning tree, and conditions 1) and 2) in Lemma 2.4.7 are satisfied, it follows that all rows of $\tilde{G}_{ki}, i = 1, 2, 3, 4$, are the same as $k \to \infty$, where $\tilde{G}_{ki}, i = 1, 2, 3, 4$, are defined in (2.47). Combining with (2.50) shows that $\tilde{r}_i[k] \to \tilde{r}_j[k]$ and $v_i[k] \to v_j[k]$ as $k \to \infty$, which implies that $r_i[k] - r_j[k] \to \Delta_{ij}$ and $v_i[k] \to v_j[k]$ as $k \to \infty$.

\textbf{Remark 2.4.4} Note that Theorem 2.4.2 requires that the communication graph has a directed spanning tree jointly to guarantee coordination while Theorem 2.4.3 requires that the communication graph has a directed spanning tree at each time interval to guarantee coordination. The different connectivity requirement for Theorems 2.4.2 and 2.4.3 is caused by different damping terms. For the coordination algorithm with an absolute damping term, when the damping gain and the sampling period are chosen properly, all vehicles always have a zero final velocity disregard of the communication graph. However, for the coordination algorithm with a relative damping term, the vehicles in general do not have a zero final velocity. From this point of view, it is not surprising to see that the connectivity requirement in Theorem 2.4.3 corresponding to the relative damping case is more stringent than that in Theorem 2.4.2 corresponding to the absolute damping case.
Remark 2.4.5 In Theorem 2.4.2 (respectively, Theorem 2.4.3), it is assumed that the sampling period is uniform. When the sampling periods are nonuniform, we can always find corresponding damping gains such that the conditions in Theorem 2.4.2 (respectively, Theorem 2.4.3) are satisfied. Therefore, similar results can be obtained in the presence of nonuniform sampling periods if the conditions in Theorem 2.4.2 (respectively, Theorem 2.4.3) are satisfied.

2.4.3 Simulation

In this section, we present simulation results to illustrate the theoretical results derived in Sections 2.4.1 and 2.4.2. For both coordination algorithms (2.6) and (2.7), we consider a team of four vehicles. Here for simplicity, we have chosen $\delta_i = 0, i = 1, \cdots, 4$.

For coordination algorithm (2.6), let $r[0] = [0.5, 1, 1.5, 2]^T$ and $v[0] = [-1, 0, 1, 0]^T$. The interaction graph switches from a set $\{G_{(1)}, G_{(2)}, G_{(3)}\}$ as shown in Fig. 2.3 with the corresponding (nonsymmetric) Laplacian matrices chosen as

$$L_{(1)} = \begin{bmatrix} 1 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$L_{(2)} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

and

$$L_{(3)} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ -1 & 0 & 0 & 1 \end{bmatrix}.$$

From subfigure (d) in Fig 2.3, it can be noted that the union of $G_{(1)}, G_{(2)},$ and $G_{(3)}$ has a directed
spanning tree. We choose sampling period \( T = 0.2 \) sec and \( \alpha = 6 \). It can be computed that the condition in Theorem 2.4.2 is satisfied. Figs. 2.4(a) and 2.4(b) show, respectively, the positions and velocities of the four vehicles using (2.6) when the interaction graph switches from \( G_{(1)} \) to \( G_{(2)} \) and then to \( G_{(3)} \) every \( T \) sec. The same process then repeats. It can be seen that coordination is achieved on positions with a zero final velocity as urged in Theorem 2.4.2. Note that the velocities of the four vehicles demonstrate large oscillation as shown in Fig. 2.4(b) because the interaction graph does not have a directed spanning tree at each time interval and switches very fast.

For coordination algorithm (2.7), let \( r[0] = [0.5, 1, 1.5, 2]^T \) and \( v[0] = [-1, 0, 1, 0]^T \). The interaction graph switches from a set \( \{G_{(4)}, G_{(5)}, G_{(6)}\} \) as shown in Fig. 2.5 with the corresponding (nonsymmetric) Laplacian matrices chosen as

\[
L_{(4)} = \begin{bmatrix}
1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & -1 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{bmatrix},
\]

\[
L_{(5)} = \begin{bmatrix}
2 & -1 & -1 & 0 \\
-1 & 1 & 0 & 0 \\
-1 & 0 & 2 & -1 \\
-1 & -1 & 0 & 2
\end{bmatrix},
\]

Fig. 2.3: Interaction graphs for four vehicles. An arrow from \( j \) to \( i \) denotes that vehicle \( i \) can receive information from vehicle \( j \).
Fig. 2.4: Convergence results using (2.6) with a switching interaction.

\[
\mathcal{L}_{(6)} = \begin{bmatrix}
1 & -1 & 0 & 0 \\
-1 & 2 & -1 & 0 \\
0 & 0 & 1 & -1 \\
0 & -1 & 0 & 1
\end{bmatrix}.
\]

Note that directed graphs \( \mathcal{G}_{(i)}, i = 4, 5, 6 \), all have a directed spanning tree. We choose sampling period \( T = 0.1 \) sec and \( \alpha = 1 \). It can be computed that the condition in Theorem 2.4.3 is satisfied.

Figs. 2.6(a) and 2.6(b) show, respectively, the positions and velocities of the four vehicles using (2.7) when the interaction graph switches from \( \mathcal{G}_{(4)} \) to \( \mathcal{G}_{(5)} \) and then to \( \mathcal{G}_{(6)} \) every \( T \) sec. The same process then repeats. It can be seen that coordination is achieved on positions with a constant final velocity as urged in Theorem 2.4.3.

We also show an example to illustrate that using (2.7) for (2.5), coordination is not necessarily achieved even if the interaction graph has a directed spanning tree jointly, and \( \alpha \) and \( T \) satisfy

Fig. 2.5: Interaction graphs for four vehicles. An arrow from \( j \) to \( i \) denotes that vehicle \( i \) can receive information from vehicle \( j \).
Fig. 2.6: Convergence results using (2.7) with $\alpha = 1$, $T = 0.1$ sec, and the interaction graph switches from a set $\{G_{(4)}, G_{(5)}, G_{(6)}\}$.

conditions 1) and 2) in Lemma 2.4.7. The initial positions and velocities, $\alpha$, and $T$ are chosen to be the same as those for Figs. 2.6(a) and 2.6(b). Figs. 2.7(a) and 2.7(b) show, respectively, the positions and velocities of the four vehicles using (2.7) when the interaction graph switches from $G_{(1)}$ to $G_{(2)}$ then to $G_{(3)}$ every $T$ sec. The same process then repeats. It can be seen that coordination is not achieved even when the interaction graph has a directed spanning tree jointly and $\alpha$ and $T$ satisfy conditions 1) and 2) in Lemma 2.4.7.

Fig. 2.7: Convergence results using (2.7) with $\alpha = 1$, $T = 0.1$ sec, and the interaction graph switches from a set $\{G_{(1)}, G_{(2)}, G_{(3)}\}$. 
Chapter 3

Decentralized Coordination Algorithms with a Group Reference State

In Chapter 2, we studied decentralized coordination algorithms without a group reference state. Although the study of decentralized coordination in the absence of any group reference state is interesting, it is of great importance to study decentralized coordination algorithms in the presence of a group reference which usually represents the interest of the group. In this chapter, we focus on the study of decentralized coordination algorithms with a group reference state. The unique group reference state is also called “leader.” Decentralized coordination with a group reference state is also called “coordinated tracking.” When the leader’s state is constant, the leader can be considered one agent which has no local neighbors. Therefore, the decentralized coordination problem is a special case of decentralized coordination without a group reference state. In the following, we assume that the group references is time-varying for generality. The existing literature [67–69, 72, 73] focuses on the study of coordinated tracking algorithms for continuous-time systems requiring the availability of the velocity and/or acceleration measurements or the design of distributed observers. In this following, we will study three problems in this chapter: decentralized consensus tracking, decentralized swarm tracking, and PD-like (proportional and derivative like) consensus tracking. In particular, the first two problems are studied in a continuous-time setting. Compared with the aforementioned references, the proposed approaches require milder condition on the information transmission between the leader and the followers and less information from the leader and/or the followers. The last is investigated in a discrete-time setting and the proposed algorithms can be easily implemented in real systems.

3.1 Continuous-time Setting

In this section, we will study decentralized coordinated tracking, including consensus tracking
and swarm tracking, in a continuous-time setting. Both single-integrator kinematics and double-integrator dynamics will be considered accordingly.

### 3.1.1 Decentralized Coordinated Tracking for Single-integrator Kinematics

In this section, we study decentralized coordinated tracking for first-order kinematics. Suppose that in addition to the $n$ vehicles, labeled as vehicles 1 to $n$, called followers hereafter, there exists a virtual leader, labeled as vehicle 0, with a (time-varying) position $r_0$ and velocity $\dot{r}_0$. We assume that $|\dot{r}_0| \leq \gamma_\ell$, where $\gamma_\ell$ is a positive constant.

Consider followers with first-order kinematics given by

$$\dot{r}_i = u_i, \quad i = 1, \ldots, n,$$

(3.1)

where $r_i \in \mathbb{R}$ is the position and $u_i \in \mathbb{R}$ is the control input associated with the $i$th vehicle. Here we have assumed that all vehicles are in a one-dimensional space for the simplicity of presentation. However, all results hereafter are still valid for any high-dimensional case by introduction of the Kronecker product.

**Decentralized Consensus Tracking under Fixed and Switching Network Topologies**

In this subsection, we design $u_i$ for (3.1) such that all followers track the virtual leader with local interaction in the absence of velocity measurements. We propose the decentralized consensus tracking algorithm for (3.1) as

$$u_i = -\alpha \sum_{j=0}^{n} a_{ij}(r_i - r_j) - \beta \text{sgn}\left[\sum_{j=0}^{n} a_{ij}(r_i - r_j)\right],$$

(3.2)

where $a_{ij}, i, j = 1, \ldots, n$, is the $(i,j)$th entry of the adjacency matrix $\mathcal{A}$, $a_{i0}, i = 1, \ldots, n$, is a positive constant if the virtual leader’s position is available to follower $i$ and $a_{i0} = 0$, otherwise, $\alpha$ is a nonnegative constant, $\beta$ is a positive constant, and $\text{sgn}(\cdot)$ is the signum function. We first consider the case of a fixed network topology.
Theorem 3.1.1 Suppose that the fixed undirected graph $G$ is connected and at least one $a_{i0}$ is nonzero (and hence positive). Using (3.2) for (3.1), if $\beta > \gamma \ell$, then $r_i(t) \to r_0(t)$ in finite time. In particular, $r_i(t) = r_0(t)$ for any $t \geq \bar{t}$, where

$$\bar{t} = \sqrt{\tilde{r}^T(0)M\tilde{r}(0)} \sqrt{\frac{\lambda_{\text{max}}(M)}{(\beta - \gamma \ell)\lambda_{\text{min}}(M)}},$$

(3.3)

where $\tilde{r}$ is the column stack vector of $\tilde{r}_i$, $i = 1, \cdots, n$, with $\tilde{r}_i = r_i - r_0$, $M = L + \text{diag}(a_{10}, \cdots, a_{n0})$ with $L$ being the Laplacian matrix, and $\lambda_{\text{min}}(\cdot)$ and $\lambda_{\text{max}}(\cdot)$ denote, respectively, the smallest and the largest eigenvalue of a symmetric matrix.

Proof: Noting that $\tilde{r}_i = r_i - r_0$, we can rewrite the closed-loop system of (3.1) using (3.2) as

$$\dot{\tilde{r}}_i = -\alpha \sum_{j=0}^{n} a_{ij} (\tilde{r}_i - \tilde{r}_j) - \beta \text{sgn}(\sum_{j=0}^{n} a_{ij} (\tilde{r}_i - \tilde{r}_j)) \tilde{r}_i - \dot{r}_0.$$  

(3.4)

Equation (3.4) can be written in matrix form as

$$\dot{\tilde{r}} = -\alpha M\tilde{r} - \beta \text{sgn}(M\tilde{r}) - 1\dot{r}_0,$$

where $\tilde{r}$ and $M$ are defined in (3.3), and $\text{sgn}(\cdot)$ is defined componentwise. Because the fixed undirected graph $G$ is connected and at least one $a_{i0}$ is nonzero (and hence positive), $M$ is symmetric positive definite.

Consider the Lyapunov function candidate $V = \frac{1}{2}\tilde{r}^T M\tilde{r}$. The derivative of $V$ is

$$\dot{V} = \dot{\tilde{r}}^T M[-\alpha M\tilde{r} - \beta \text{sgn}(M\tilde{r}) - 1\dot{r}_0]$$

$$\leq -\alpha \dot{\tilde{r}}^T M^2 \tilde{r} - \beta \|M\tilde{r}\|_1 + |\dot{r}_0| \|M\tilde{r}\|_1$$

$$\leq -\alpha \dot{\tilde{r}}^T M^2 \tilde{r} - (\beta - \gamma \ell) \|M\tilde{r}\|_1,$$

(3.5)

where we have used the Hölder’s inequality to obtain the first inequality and $|\dot{r}_0| \leq \gamma \ell$ to obtain the second inequality. Note that $M^2$ is symmetric positive definite, $\alpha$ is nonnegative, and $\beta > \gamma \ell$. Therefore, it follows that $\dot{V}$ is negative definite.
We next show that \( V \) will decrease to zero in finite time, i.e., \( \tilde{r}_i(t) \to 0 \) in finite time. Note that 
\[
V \leq \frac{1}{2} \lambda_{\text{max}}(M) \| \tilde{r} \|^2
\]
It then follows from (3.5) that the derivative of \( V \) satisfies
\[
\dot{V} \leq - (\beta - \gamma_{\ell}) \| M \tilde{r} \|_2
\]
\[
\leq - (\beta - \gamma_{\ell}) \sqrt{\lambda_{\text{min}}(M) \| \tilde{r} \|_2^2}
\]
\[
= - (\beta - \gamma_{\ell}) \lambda_{\text{min}}(M) \| \tilde{r} \|_2
\]
\[
\leq - (\beta - \gamma_{\ell}) \frac{\sqrt{2} \lambda_{\text{min}}(M)}{\sqrt{\lambda_{\text{max}}(M)}} \sqrt{V}.
\]
After some manipulation, we can get that
\[
2 \sqrt{V(t)} \leq 2 \sqrt{V(0)} - (\beta - \gamma_{\ell}) \frac{\sqrt{2} \lambda_{\text{min}}(M)}{\sqrt{\lambda_{\text{max}}(M)}} t.
\]
Therefore, we have \( V(t) = 0 \) when \( t \geq \bar{t} \), where \( \bar{t} \) is given by (3.3). This completes the proof.

Let \( \mathcal{N}_i \subseteq \{0, 1, \ldots, n\} \) denote the neighbor set of follower \( i \) in the team consisting of the \( n \) followers and the virtual leader. We next consider the case of a switching network topology by assuming that \( j \in \mathcal{N}_i(t), i = 1, \ldots, n, j = 0, \ldots, n, \) if \( |r_i - r_j| \leq R \) at time \( t \) and \( j \notin \mathcal{N}_i(t) \) otherwise, where \( R \) denotes the communication/sensing radius of the vehicles. In this case, we consider the decentralized consensus tracking algorithm for (3.1) as
\[
u_i = -\alpha \sum_{j \in \mathcal{N}_i(t)} b_{ij}(r_i - r_j) - \beta \text{sgn} \left[ \sum_{j \in \mathcal{N}_i(t)} b_{ij}(r_i - r_j) \right],
\]
where \( b_{ij}, i = 1, \ldots, n, j = 0, \ldots, n \), are positive constants, and \( \alpha, \beta, \) and \( \text{sgn}(\cdot) \) are defined as in (3.2).

**Theorem 3.1.2** Suppose that the undirected graph \( G(t) \) is connected and the virtual leader is a neighbor of at least one follower, i.e., \( 0 \in \mathcal{N}_i(t) \) for some \( i \), at each time instant. Using (3.2) for (3.1), if \( \beta > \gamma_{\ell} \), then \( r_i(t) \to r_0(t) \) as \( t \to \infty \).

**Proof:** Let 
\[
V_{ij} = \frac{1}{2} b_{ij}(r_i - r_j)^2, i, j = 1, \ldots, n,
\]
when \( |r_i - r_j| \leq R \) and 
\[
V_{ij} = \frac{1}{2} b_{ij} R^2
\]
\[ |r_i - r_j| > R. \] Also let \( V_{i0} = \frac{1}{2}b_{i0}(r_i - r_0)^2; i = 1, \ldots, n, \) when \( |r_i - r_0| \leq R \) and \( V_{i0} = \frac{1}{2}b_{i0}R^2 \) when \( |r_i - r_0| > R. \) Consider the Lyapunov function candidate \( V = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} V_{ij} + \sum_{i=1}^{n} V_{i0}. \)

Note that \( V \) is not smooth but is regular. We use differential inclusions [91, 92] and nonsmooth analysis [5, 93] to analyze the stability of (3.1) using (3.6). Therefore, the closed-loop system of (3.1) using (3.6) can be written as

\[
\dot{r}_i \in a.e. - K \left[ \alpha \sum_{j \in \mathcal{N}_i(t)} b_{ij}(r_i - r_j) + \beta \text{sgn} \left[ \sum_{j \in \mathcal{N}_i(t)} b_{ij}(r_i - r_j) \right] \right], \quad (3.7)
\]

where \( K[\cdot] \) is the differential inclusion [92] and a.e. stands for “almost everywhere.”

The generalized derivative of \( V \) is given by

\[
V^o = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} b_{ij} \left[ \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i + \frac{\partial V_{ij}}{\partial r_j} \dot{r}_j \right] + \sum_{i=1}^{n} b_{i0} \left[ \frac{\partial V_{i0}}{\partial r_i} \dot{r}_i + \frac{\partial V_{i0}}{\partial r_0} \dot{r}_0 \right] - \alpha \sum_{i=1}^{n} \left[ \sum_{j \in \mathcal{N}_i(t)} b_{ij}(r_i - r_j) \right]^2 - \beta \sum_{i=1}^{n} \left[ \sum_{j \in \mathcal{N}_i(t)} b_{ij}(r_i - r_j) \right] + \sum_{0 \in \mathcal{N}_i(t)} b_{i0}(r_0 - r_i) \dot{r}_0
\]

\[
= -\alpha \hat{r}^T [\hat{M}(t)]^2 \hat{r} - \beta \| \hat{M}(t) \hat{r} \|_1 + \hat{r}_0 \sum_{0 \in \mathcal{N}_i(t)} b_{i0}(r_0 - r_i) + \hat{r}_0 \sum_{i=1}^{n} \sum_{j \in \mathcal{N}_i(t), j \neq 0} b_{ij}(r_i - r_j)
\]

\[
\leq -\alpha \hat{r}^T [\hat{M}(t)]^2 \hat{r} - (\beta - \gamma) \| \hat{M}(t) \hat{r} \|_1
\]

\[
\leq -\alpha \hat{r}^T [\hat{M}(t)]^2 \hat{r} - \gamma \| \hat{M}(t) \hat{r} \|_1, \quad (3.8)
\]

where we have used the fact \( \sum_{i=1}^{n} \sum_{j \in \mathcal{N}_i(t), j \neq 0} b_{ij}(r_i - r_j) = 0 \) to derive (3.8) and \( |\hat{r}_0| \leq \gamma \) to derive (3.9). \( \hat{r} \) is the column stack vector of \( \hat{r}_i, i = 1, \ldots, n, \) with \( \hat{r}_i = r_i - r_0, \) and \( \hat{M}(t) = \)
\[ \hat{m}_{ij}(t) \in \mathbb{R}^{n \times n} \text{ is defined as} \]

\[
\hat{m}_{ij}(t) = \begin{cases} 
- b_{ij}, & j \in \mathcal{N}_i(t), \ j \neq i, \\
0, & j \notin \mathcal{N}_i(t), \ j \neq i, \\
\sum_{k \in \mathcal{N}_i(t)} b_{ik}, & j = i.
\end{cases}
\] (3.10)

Note that \( \hat{M}(t) \) is symmetric positive definite at each time instant under the condition of the theorem.

Because \( \beta > \gamma \ell \), it then follows that the generalized derivative of \( V \) is negative definite under the condition of the theorem, which implies that \( V(t) \to 0 \) as \( t \to \infty \). Therefore, we can get that \( r_i(t) \to r_0(t) \) as \( t \to \infty \).

Remark 3.1.3 Under the condition of Theorem 3.1.2, decentralized consensus tracking can be achieved in finite time under a switching network topology. However, in contrast to the result in Theorem 3.1.1, it is not easy to explicitly compute the bound of the time, i.e., \( T \) in Theorem 3.1.1, because the switching pattern of the network topology also plays an important role in determining the bound of the time.

Decentralized Swarm Tracking under a Switching Network Topology

In this subsection, we extend the decentralized consensus tracking algorithm in Section 3.1.1 to achieve decentralized swarm tracking. The objective here is to design \( u_i \) for (3.1) such that all followers move cohesively with the virtual leader while avoiding inter-vehicle collision with local interaction in the absence of velocity measurements. Before moving on, we need to define potential functions which will be used in the decentralized swarm tracking algorithms.

Definition 3.1.4 The potential function \( V_{ij} \) is a differentiable, nonnegative function of \( ||r_i - r_j||^1 \) satisfying the following conditions:

1) \( V_{ij} \) achieves its unique minimum when \( ||r_i - r_j|| \) is equal to its desired value \( d_{ij} \).

2) \( V_{ij} \to \infty \) if \( ||r_i - r_j|| \to 0 \).

3) \( \frac{\partial V_{ij}}{\partial ||r_i - r_j||} = 0 \) if \( ||r_i - r_j|| > R \), where \( R > \max_{i,j} d_{ij} \) is a positive constant.

4) \( V_{ii} = c, \ i = 1, \cdots, n, \) where \( c \) is a positive constant.

\footnote{In this definition, \( r_i \) can be \( m \)-dimensional.}
Lemma 3.1.1  Let $V_{ij}$ be defined in Definition 3.1.4. The following equality holds

$$\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i + \frac{\partial V_{ij}}{\partial r_j} \dot{r}_j \right) = \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i.$$ 

Proof: Note that

$$\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i + \frac{\partial V_{ij}}{\partial r_j} \dot{r}_j \right)$$

$$= \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial r_j} \dot{r}_j$$

$$= \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i - \frac{1}{2} \sum_{j=1}^{n} \sum_{i=1}^{n} \frac{\partial V_{ij}}{\partial r_j} \dot{r}_i$$

$$= \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i + \frac{1}{2} \sum_{j=1}^{n} \sum_{i=1}^{n} \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i,$$

where we have used the fact that $\frac{\partial V_{ij}}{\partial r_i} = -\frac{\partial V_{ij}}{\partial r_j}$ from Definition 3.1.4. Therefore, the lemma holds.

We propose the decentralized swarm tracking algorithm for (3.1) as

$$u_i = -\alpha \sum_{j \in \mathcal{N}_i(t)} \frac{\partial V_{ij}}{\partial r_i} - \beta \text{sgn} \left( \sum_{j \in \mathcal{N}_i(t)} \frac{\partial V_{ij}}{\partial r_i} \right), \quad (3.11)$$

where $\alpha$, $\beta$, and $\mathcal{N}_i(t)$ are defined as in Section 3.1.1, and $V_{ij}$ is defined in Definition 3.1.4.

Theorem 3.1.5  Suppose that the undirected graph $\mathcal{G}(t)$ is connected and the virtual leader is a neighbor of at least one follower, i.e., $0 \in \mathcal{N}_i(t)$ for some $i$, at each time instant. Using (3.11) for (3.1), if $\beta > \gamma_\ell$, the relative distances of all followers and the virtual leader will move closely with the virtual leader and the inter-vehicle collision is avoided.
Proof: Consider the Lyapunov function candidate

\[ V = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} V_{ij} + \sum_{i=1}^{n} V_{i0}. \]

Taking derivative of \( V \) gives that

\[
\dot{V} = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i + \frac{\partial V_{ij}}{\partial r_j} \dot{r}_j \right) + \sum_{i=1}^{n} \left( \frac{\partial V_{i0}}{\partial r_i} \dot{r}_i + \frac{\partial V_{i0}}{\partial r_0} \dot{r}_0 \right) \]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial r_i} \dot{r}_i + \sum_{i=1}^{n} \left( \frac{\partial V_{i0}}{\partial r_i} \dot{r}_i + \frac{\partial V_{i0}}{\partial r_0} \dot{r}_0 \right) 
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial r_i} \left[ -\alpha \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} - \beta \text{sgn} \left( \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} \right) \right] 
\]

\[
+ \sum_{i=1}^{n} \frac{\partial V_{i0}}{\partial r_i} \left[ -\alpha \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} - \beta \text{sgn} \left( \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} \right) \right] + \sum_{i=1}^{n} \frac{\partial V_{i0}}{\partial r_0} \dot{r}_0 
\]

\[
= -\alpha n \left( \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} \right)^2 - \beta \sum_{i=1}^{n} \left| \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} \right| + \sum_{i=1}^{n} \frac{\partial V_{i0}}{\partial r_0} \dot{r}_0 \]

\[
= -\alpha n \left( \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} \right)^2 - \beta \sum_{i=1}^{n} \left| \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} \right| + \sum_{i=1}^{n} \frac{\partial V_{i0}}{\partial r_0} \dot{r}_0 + \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial r_0} \dot{r}_0 \]

\[
\leq -\alpha n \left( \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} \right)^2 - \beta \sum_{i=1}^{n} \left| \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} \right| + \dot{r}_0 \sum_{i=1}^{n} \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i}, \]

where we have used Lemma 3.1.1 to derive (3.12) and the fact that \( \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial r_i} = 0 \) to derive (3.13). Because \( \beta > \gamma \ell \), we get that \( \dot{V} \leq 0 \), which in turn proves the theorem.

3.1.2 Decentralized Coordinated Tracking for Second-order Dynamics

In this section, we study decentralized coordinated tracking for second-order dynamics. Suppose that there exists a virtual leader, labeled as vehicle 0, with a (time-varying) position \( r_0 \) and velocity \( v_0 \). We consider four different cases.
Decentralized Consensus Tracking with a Varying Virtual Leader’s Velocity

Consider followers with second-order dynamics given by

\[ \dot{r}_i = v_i, \quad \dot{v}_i = u_i, \quad i = 1, \ldots, n, \]

(3.14)

where \( r_i \in \mathbb{R} \) and \( v_i \in \mathbb{R} \) are, respectively, the position and velocity of follower \( i \), and \( u_i \in \mathbb{R} \) is the control input. We assume that \( |\dot{v}_0| \leq \varphi_{\ell} \), where \( \varphi_{\ell} \) is a positive constant. Again we only consider the case when all vehicles are in a one-dimensional space. All results hereafter are still valid for the \( m \)-dimensional (\( m > 1 \)) case by introduction of the Kronecker product.

In this subsection, we assume that the virtual leader has a varying velocity, i.e., \( v_0 \) is time-varying. The objective here is to design \( u_i \) for (3.14) such that all followers track the virtual leader with local interaction in the absence of acceleration measurements. We propose the decentralized consensus tracking algorithm for (3.14) as

\[
 u_i = -\sum_{j=0}^{n} a_{ij}[(r_i - r_j) + \alpha(v_i - v_j)] - \beta \text{sgn}\{\sum_{j=0}^{n} a_{ij}[\gamma(r_i - r_j) + (v_i - v_j)]\},
\]

(3.15)

where \( a_{ij}, i, j = 1, \ldots, n \), is the \((i, j)\)th entry of the adjacency matrix \( A \), \( a_{i0}, i = 1, \ldots, n \), is a positive constant if the virtual leader’s position and velocity are available to follower \( i \) and \( a_{i0} = 0 \) otherwise, and \( \alpha, \beta, \) and \( \gamma \) are positive constants. We first consider the case of a fixed network topology. Before moving on, we need the following lemma.

**Lemma 3.1.2** Suppose that the fixed undirected graph \( G \) is connected and at least one \( a_{i0} \) is nonzero (and hence positive). Let

\[
 P = \begin{bmatrix} \frac{1}{2}M^2 & \gamma M \\ \gamma M & \frac{1}{2}M \end{bmatrix} \quad \text{and} \quad Q = \begin{bmatrix} \gamma M^2 & \frac{\alpha\gamma}{2}M^2 \\ \frac{\alpha\gamma}{2}M^2 & \alpha M^2 - \gamma M \end{bmatrix},
\]

where \( \gamma \) and \( \alpha \) are positive constants and \( M = L + \text{diag}(a_{10}, \ldots, a_{n0}) \). If \( \gamma \) satisfies

\[
 0 < \gamma < \min\{\sqrt{\lambda_{\min}(M)}, \frac{4\alpha\lambda_{\min}(M)}{4 + \alpha^2\lambda_{\min}(M)}\},
\]

(3.16)

then both \( P \) and \( Q \) are symmetric positive definite.
Proof: When the fixed undirected graph $G$ is connected and at least one $a_{i0}$ is nonzero (and hence positive), $M$ is symmetric positive definite. It follows that $M$ can be diagonalized as $M = \Gamma^{-1} \Lambda \Gamma$, where $\Lambda = \text{diag} \{ \lambda_1, \cdots, \lambda_n \}$ with $\lambda_i$ being the $i$th eigenvalue of $M$. It then follows that $P$ can be written as

$$P = \begin{bmatrix} \Gamma^{-1} & 0_{n \times n} \\ 0_{n \times n} & \Gamma^{-1} \end{bmatrix} \begin{bmatrix} \frac{1}{2} \Lambda^2 & \frac{\gamma}{2} \Lambda \\ \frac{\gamma}{2} \Lambda & \frac{1}{2} \Lambda \end{bmatrix} \begin{bmatrix} \Gamma & 0_{n \times n} \\ 0_{n \times n} & \Gamma \end{bmatrix}, \quad (3.17)$$

where $0_{n \times n}$ is the $n \times n$ zero matrix. Let $\mu$ be an eigenvalue of $F$. Because $\Lambda$ is a diagonal matrix, it follows from (3.17) that $\mu$ satisfies $(\mu - \frac{1}{2} \lambda_i^2)(\mu - \frac{1}{2} \lambda_i) - \frac{\gamma}{4} \lambda_i^2 = 0$, which can be simplified as

$$\mu^2 - \frac{1}{2}(\lambda_i^2 + \lambda_i)\mu + \frac{1}{4}(\lambda_i^3 - \gamma^2 \lambda_i^2) = 0. \quad (3.18)$$

Because $F$ is symmetric, the roots of (3.18) are real. Therefore, all roots of (3.18) are positive if and only if $\frac{1}{2}(\lambda_i^2 + \lambda_i) > 0$ and $\frac{1}{2}(\lambda_i^3 - \gamma^2 \lambda_i^2) > 0$. Because $\lambda_i > 0$, it follows that $\frac{1}{2}(\lambda_i^2 + \lambda_i) > 0$. When $\gamma^2 < \lambda_i$, it follows that $\frac{1}{2}(\lambda_i^3 - \gamma^2 \lambda_i^2) > 0$. It thus follows that when $\gamma^2 < \lambda_i$, the roots of (3.18) are positive. Noting that $P$ has the same eigenvalues as $F$, we can get that $P$ is positive definite if $0 < \gamma < \sqrt{\lambda_{\min}(M)}$.

By following a similar analysis, we can get that $Q$ is positive definite if $0 < \gamma < \frac{4\alpha \lambda_{\min}(M)}{4 + \alpha^2 \lambda_{\min}(M)}$.

Combining the above arguments proves the lemma.

\[ \square \]

**Theorem 3.1.6** Suppose that the fixed undirected graph $G$ is connected and at least one $a_{i0}$ is nonzero (and hence positive). Using (3.15) for (3.14), if $\beta > \varphi_k$ and $\gamma$ satisfies (3.16), then $r_1(t) \rightarrow r_0(t)$ and $v_i(t) \rightarrow v_0(t)$ globally exponentially as $t \rightarrow \infty$. In particular, it follows that

$$\left\| \begin{bmatrix} \tilde{v}^T(t) \\ \tilde{v}^T(t) \end{bmatrix} \right\|_2 \leq \kappa_1 e^{-\kappa_2 t}, \quad (3.19)$$

where $\tilde{r}$ and $\tilde{v}$ are, respectively, the column stack vectors of $\tilde{r}_i$ and $\tilde{v}_i, i = 1, \ldots, n$, with $\tilde{r}_i = r_i - r_0$ and $\tilde{v}_i = v_i - v_0$. $P$ and $Q$ are defined in Lemma 3.1.2, $\kappa_1 = \sqrt{\begin{bmatrix} \tilde{r}^T(0) & \tilde{v}^T(0) \end{bmatrix} P \begin{bmatrix} \tilde{r}^T(0) & \tilde{v}^T(0) \end{bmatrix}^T \frac{\lambda_{\min}(P)}{\lambda_{\min}(Q)}}$, and $\kappa_2 = \frac{\lambda_{\min}(Q)}{2 \lambda_{\max}(P)}$. 
Proof: Noting that $\tilde{r}_i = r_i - r_0$ and $\tilde{v}_i = v_i - v_0$, we rewrite the closed-loop system of (3.14) using (3.15) as

\[
\begin{align*}
\dot{\tilde{r}}_i &= \tilde{v}_i \\
\dot{\tilde{v}}_i &= -\sum_{j=0}^{n} a_{ij} [(\tilde{r}_i - \tilde{r}_j) + \alpha(\tilde{v}_i - \tilde{v}_j)] \\
&\quad - \beta \text{sgn} \left\{ \sum_{j=0}^{n} a_{ij} [\gamma(\tilde{r}_i - \tilde{r}_j) + (\tilde{v}_i - \tilde{v}_j)] \right\} - \dot{v}_0.
\end{align*}
\]

Equation (3.20) can be written in matrix form as

\[
\begin{align*}
\dot{\tilde{r}} &= \tilde{v} \\
\dot{\tilde{v}} &= -M\tilde{r} - \alpha M\tilde{v} - \beta \text{sgn}[M(\gamma\tilde{r} + \tilde{v})] - \dot{v}_0,
\end{align*}
\]

where $\tilde{r}$ and $\tilde{v}$ are defined in (3.19) and $M = \mathcal{L} + \text{diag}(a_{10}, \ldots, a_{n0})$.

Consider the Lyapunov function candidate

\[
V = \begin{bmatrix} \tilde{r}^T & \tilde{v}^T \end{bmatrix} P \begin{bmatrix} \tilde{r} \\ \tilde{v} \end{bmatrix} = \frac{1}{2} \tilde{r}^T M^2 \tilde{r} + \frac{1}{2} \tilde{v}^T M \tilde{v} + \gamma \tilde{r}^T M \tilde{v}.
\]

Note that according to Lemma 3.1.2, $P$ is symmetric positive definite when $\gamma$ satisfies (3.16). The derivative of $V$ is

\[
\dot{V} = \tilde{r}^T M^2 \dot{\tilde{v}} + \tilde{v}^T M \dot{\tilde{v}} + \gamma \tilde{v}^T M \dot{\tilde{v}} + \gamma \tilde{r}^T M \dot{\tilde{v}}
\]

\[
= - \begin{bmatrix} \tilde{r}^T & \tilde{v}^T \end{bmatrix} Q \begin{bmatrix} \tilde{r} \\ \tilde{v} \end{bmatrix} - (\gamma \dot{\tilde{r}}^T + \dot{\tilde{v}}^T) M \{\beta \text{sgn}[M(\gamma\tilde{r} + \tilde{v})] + 1\dot{v}_0\}
\]

\[
\leq - \begin{bmatrix} \tilde{r}^T & \tilde{v}^T \end{bmatrix} Q \begin{bmatrix} \tilde{r} \\ \tilde{v} \end{bmatrix} - (\beta - \varphi_\ell) \|M(\gamma\tilde{r} + \tilde{v})\|_1,
\]

(3.22)
where the last inequality follows from the fact that $|\dot{v}_0| \leq \varphi \ell$. Note that according to Lemma 3.1.2, $Q$ is symmetric positive definite when $\gamma$ satisfies (3.16). Also note that $\beta > \varphi \ell$. It follows that $\dot{V}$ is negative definite. Therefore, it follows that $\tilde{r}(t) \to 0_n$ and $\tilde{v}(t) \to 0_n$ as $t \to \infty$, where $0_n$ is the $n \times 1$ zero vector. Equivalently, it follows that $r_i(t) \to r_0(t)$ and $v_i(t) \to v_0(t)$ as $t \to \infty$.

We next show that decentralized consensus tracking is achieved at least globally exponentially. Note that $V \leq \lambda_{\max}(P) \left\| \begin{bmatrix} \tilde{r}^T & \tilde{v}^T \end{bmatrix} \right\|_2^2$. It then follows from (3.22) that

$$
\dot{V} \leq -\left[ \begin{bmatrix} \tilde{r}^T & \tilde{v}^T \end{bmatrix} Q \begin{bmatrix} \tilde{r} \\ \tilde{v} \end{bmatrix} \right] \leq -\lambda_{\min}(Q) \left\| \begin{bmatrix} \tilde{r}^T & \tilde{v}^T \end{bmatrix} \right\|_2^2 \leq \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} V.
$$

Therefore, we can get that $V(t) \leq V(0)e^{-\frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} t}$. Note also that $V \geq \lambda_{\min}(P) \left\| \begin{bmatrix} \tilde{r}^T & \tilde{v}^T \end{bmatrix} \right\|_2^2$.

After some manipulation, we can get (3.19).

**Remark 3.1.7** In the proof of Theorem 3.1.6, the Lyapunov function is chosen as (3.21). Here $P$ can also be chosen as $P = \begin{bmatrix} \frac{1}{2}M & \frac{\alpha}{2}M \\ \frac{\alpha}{2}M & \frac{1}{2}M \end{bmatrix}$ and the derivative of $V$ also satisfies (3.22) with $Q = \begin{bmatrix} \gamma M^2 & \frac{\alpha}{2} M^2 + \frac{\alpha}{2} M^2 - \gamma M^2 \\ \frac{\alpha}{2} M^2 + \frac{M^2 - \gamma M}{2} & \alpha M^2 - \gamma M \end{bmatrix}$. By following a similar analysis to that of Lemma 3.1.2, we can show that there always exist positive $\alpha$ and $\gamma$ such that both $P$ and $Q$ are symmetric positive definite and derive proper conditions for $\alpha$ and $\gamma$. In particular, one special choice for $\alpha$ and $\gamma$ is $\alpha \gamma = 1$ and $\gamma < \frac{4 \alpha_{\min}(M)}{\lambda_{\min}(M) + 1}$.

We next consider the case of a switching network topology. We assume that the network topology switches according to the same model as described right before (3.6). In this case, we...
prove the decentralized consensus tracking algorithm for (3.14) as

\[ u_i = -\sum_{j \in \mathcal{N}_i(t)} b_{ij} [(r_i - r_j) + \alpha(v_i - v_j)] - \beta \sum_{j \in \mathcal{N}_i(t)} b_{ij} \left( \text{sgn} \left\{ \sum_{k \in \mathcal{N}_i(t)} b_{jk} [\gamma(r_i - r_k) + (v_i - v_k)] \right\} \right) - \text{sgn} \left\{ \sum_{k \in \mathcal{N}_j(t)} b_{jk} [\gamma(r_j - r_k) + (v_j - v_k)] \right\}, \tag{3.23} \]

where \( \mathcal{N}_i(t) \) is defined as in Section 3.1.1, \( b_{ij}, i = 1, \ldots, n, j = 0, \ldots, n \), are positive constants, and \( \alpha, \beta, \) and \( \gamma \) are positive constants.\(^2\) Before moving on, we need the following lemma.

**Lemma 3.1.3** Suppose that the undirected graph \( G(t) \) is connected and the virtual leader is a neighbor of at least one follower, i.e., \( 0 \in \mathcal{N}_i(t) \) for some \( i \), at each time instant. Let \( \hat{M}(t) \) be defined as in (3.10). Let \( \hat{P}(t) = \begin{bmatrix} \frac{1}{2} \hat{M}(t) & \gamma \hat{I}_n \\ \gamma \hat{I}_n & \frac{1}{2} \hat{I}_n \end{bmatrix} \) and \( \hat{Q}(t) = \begin{bmatrix} \gamma \hat{M}(t) & \frac{1}{2} \hat{M}(t) \\ \frac{1}{2} \hat{M}(t) & \alpha \hat{M}(t) - \gamma \hat{I}_n \end{bmatrix} \), where \( \gamma \) and \( \alpha \) are positive constants. If \( \gamma \) satisfies

\[ 0 < \gamma < \min_t \left\{ \sqrt{\lambda_{\min}(\hat{M}(t))}, \frac{4\gamma \lambda_{\min}(\hat{M}(t))}{4 + \alpha^2 \lambda_{\min}(\hat{M}(t))} \right\}, \tag{3.24} \]

then both \( \hat{P}(t) \) and \( \hat{Q}(t) \) are symmetric positive definite at each time instant.

**Proof:** The proof is similar to that of Lemma 3.1.2 and is therefore omitted here. \( \blacksquare \)

**Theorem 3.1.8** Suppose that the undirected graph \( G(t) \) is connected and the virtual leader is a neighbor of at least one follower, i.e., \( 0 \in \mathcal{N}_i(t) \) for some \( i \), at each time instant. Using (3.23) for (3.14), if \( \beta > \varphi \) and (3.24) is satisfied, then \( r_i(t) \to r_0(t) \) and \( v_i(t) \to v_0(t) \) as \( t \to \infty \).

**Proof:** Let \( V_{ij} = \frac{1}{2}b_{ij}(r_i - r_j)^2 \), \( i, j = 1, \ldots, n \), when \( |r_i - r_j| \leq R \) and \( V_{ij} = \frac{1}{2}b_{ij}R^2 \) when \( |r_i - r_j| > R \). Also let \( V_{i0} = \frac{1}{2}b_{i0}(r_i - r_0)^2 \), \( i = 1, \ldots, n \), when \( |r_i - r_0| \leq R \) and \( V_{i0} = \frac{1}{2}b_{i0}R^2 \) when \( |r_i - r_0| > R \). Consider the Lyapunov function candidate

\[ V = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} V_{ij} + \sum_{i=1}^{n} V_{i0} + \sum_{k \in \mathcal{N}_0(t)} b_{0k} [\gamma(r_0 - r_k) + (v_0 - v_k)] \]

\( \square \)

\( ^2\)Because the virtual leader has no neighbor, we let \( \text{sgn} \left\{ \sum_{k \in \mathcal{N}_0(t)} b_{0k} [\gamma(r_0 - r_k) + (v_0 - v_k)] \right\} = 0. \)
\[
\frac{1}{2} \ddot{v}^T \ddot{v} + \gamma \ddot{\tilde{v}}^T \ddot{\tilde{v}}, \text{ where } \ddot{r} = [\ddot{r}_1, \ldots, \ddot{r}_n]^T \text{ with } \ddot{r}_i = r_i - r_0 \text{ and } \ddot{\tilde{v}} = [\ddot{v}_1, \ldots, \ddot{v}_n]^T \text{ with } \ddot{v}_i = v_i - v_0.
\]

Note that \( V \) can be written as

\[
V = \begin{bmatrix} \ddot{r}^T & \ddot{v}^T \end{bmatrix} \hat{P}(t) \begin{bmatrix} \ddot{r} \\ \ddot{v} \end{bmatrix} + \frac{1}{4} \sum_{i=1}^{n} \sum_{j \not\in \mathcal{N}_i(t), j \neq 0} b_{ij} R^2 + \frac{1}{2} \sum_{0 \in \mathcal{N}_i(t)} b_{0j} R^2.
\] (3.25)

Note also that according to Lemma 3.1.3, \( \hat{P}(t) \) is symmetric positive definite when (3.24) is satisfied. By following a similar line to the proof of Theorem 3.1.6 and using nonsmooth analysis, we can obtain that the generalized derivative of \( V \) is negative definite under the condition of the theorem. Therefore, we have that \( r_i(t) \to r_0(0) \) and \( v_i(t) \to v_0(0) \) as \( t \to \infty \).

**Remark 3.1.9** It can be noted that (3.23) requires the availability of the information from both the neighbors, i.e., one-hop neighbors, and the neighbors’ neighbors, i.e., two-hop neighbors. However, accurate measurements of the two-hop neighbors’ information are not necessary because only the signs, i.e., ‘+’ or ‘-’, are required in (3.23). In fact, (3.23) can be easily implemented in real systems in the sense that follower \( i, i = 1, \ldots, n \), shares both its own state, i.e., position and velocity, and the sign of \( \sum_{j \in \mathcal{N}_i(t)} b_{ij} [\gamma (r_i - r_j) + (v_i - v_j)] \) with its neighbors. Note that follower \( i \) also has to compute \( \sum_{j \in \mathcal{N}_i(t)} b_{ij} (r_i - r_j) \) and \( \sum_{j \in \mathcal{N}_i(t)} b_{ij} (v_i - v_j) \) in (3.23) (correspondingly, \( \sum_{j=0}^{n} a_{ij} (r_i - r_j) \) and \( \sum_{j=0}^{n} a_{ij} (v_i - v_j) \) in (3.15)) in order to derive the corresponding control input for itself.

**Remark 3.1.10** Under the condition of Theorem 3.1.8, the decentralized consensus tracking algorithm (3.23) guarantees at least global exponential tracking under a switching network topology. However, in contrast to the result in Theorem 3.1.6, it might not be easy to explicitly compute the decay rate, i.e., \( \kappa_2 \) in Theorem 3.1.8, because the switching pattern of the network topology will play an important role in determining the decay rate.

**Remark 3.1.11** Similar to the analysis in Remark 3.1.7, in Lyapunov function (3.25), we can choose

\[
\hat{P}(t) = \begin{bmatrix} \frac{1}{2} I_n & \frac{1}{2} I_n \\ \frac{1}{2} I_n & \frac{1}{2} I_n \end{bmatrix}.
\]

It then follows that \( \hat{Q}(t) = \begin{bmatrix} \gamma \hat{M}(t) & \frac{\alpha \gamma}{2} \hat{M}(t) + \frac{\hat{M}(t) - \gamma I_n}{2} \\ \frac{\alpha \gamma}{2} \hat{M}(t) + \frac{\hat{M}(t) - \gamma I_n}{2} & \alpha \hat{M}(t) - \gamma I_n \end{bmatrix} \).

We can show that there always exist positive \( \alpha \) and \( \gamma \) such that both \( \hat{P}(t) \) and \( \hat{Q}(t) \) are symmetric.
positive definite and derive proper conditions for \( \alpha \) and \( \gamma \). In particular, one special choice for \( \alpha \) and \( \gamma \) is \( \alpha \gamma = 1 \) and \( \gamma < \min_{t} \frac{4\lambda_{\min}[\hat{M}(t)]}{4\lambda_{\min}[M(t)]+1} \).

**Remark 3.1.12** In Theorems 3.1.2 and 3.1.8, it is assumed that the undirected graph \( G(t) \) is connected and the virtual leader is a neighbor of at least one follower at each time instant. However, this poses an obvious constraint in real applications because the connectivity requirement is not necessarily always satisfied. Next, we propose an adaptive connectivity maintenance mechanism in which the adjacency matrix with entries \( b_{ij} \) in (3.6) and (3.23) is redefined as follows:

1) When \( ||r_i(0) - r_j(0)|| > R \), \( b_{ij}(t) = 1 \) if \( ||r_i(t) - r_j(t)|| \leq R \) and \( b_{ij}(t) = 0 \), otherwise.

2) When \( ||r_i(0) - r_j(0)|| \leq R \), \( b_{ij}(t) \) is defined such that:
   1) \( b_{ij}(0) > 0 \);
   2) \( b_{ij}(t) \) is nondecreasing;
   3) \( b_{ij}(t) \) is differentiable (or differentiable almost everywhere);
   4) \( b_{ij}(t) \) goes to infinity if \( ||r_i(t) - r_j(t)|| \) goes to \( R \).

The motivation here is to maintain the initially existing connectivity patterns. That is, if two followers are neighbors of each other (correspondingly, the virtual leader is a neighbor of a follower) at \( t = 0 \), the two followers are guaranteed to be neighbors of each other (correspondingly, the virtual leader is guaranteed to be a neighbor of this follower) at \( t > 0 \). However, if two followers are not neighbors of each other (correspondingly, the virtual leader is not a neighbor of a follower) at \( t = 0 \), the two followers are not necessarily guaranteed to be neighbors of each other (correspondingly, the virtual leader is not necessarily guaranteed to be a neighbor of this follower) at \( t > 0 \).

Using the proposed adaptive adjacency matrix, the consensus tracking algorithm for (3.1) can be chosen as

\[
\begin{align*}
    u_i &= -\alpha \sum_{j \in \mathcal{N}_i(t)} b_{ij}(t)(r_i - r_j) - \beta \sum_{j \in \mathcal{N}_i(t)} b_{ij}(t) \\
    &= \begin{cases}
        \text{sgn}\left[ \sum_{k \in \mathcal{N}_i(t)} b_{ik}(t)(r_i - r_k) \right] - \text{sgn}\left[ \sum_{k \in \mathcal{N}_j(t)} b_{jk}(t)(r_j - r_k) \right] \\
    \end{cases} \\
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\end{align*}
\]

with the Lyapunov function chosen as \( V = \frac{1}{2} \hat{r}^T \hat{r} \) while the consensus tracking algorithm for (3.14)
can be chosen as (3.23) with the Lyapunov function chosen as \( V = \begin{bmatrix} \tilde{r}^T & \tilde{v}^T \end{bmatrix} \hat{P}(t) \begin{bmatrix} \tilde{r} \\ \tilde{v} \end{bmatrix} \) with \( \hat{P}(t) \)

chosen as in Remark 3.1.11. Note that there always exist \( \alpha \) and \( \gamma \) satisfying the conditions in Remark 3.1.11 because \( \lambda_{\min}(\hat{M}(t)) \) is nondecreasing under the connectivity maintenance mechanism.

When the control gains are chosen properly, i.e., \( \alpha > 0 \) and \( \beta > \gamma \ell \) for single-integrator kinematics and \( \alpha \) and \( \gamma \) satisfies Remark 3.1.11 and \( \beta > \varphi \ell \) for double-integrator dynamics, it can be shown that decentralized consensus tracking can be guaranteed for both first-order kinematics and second-order dynamics if the undirected graph \( G(t) \) is initially connected and the virtual leader is initially a neighbor of at least one follower, i.e., at \( t = 0 \). The proof follows a similar analysis to that of the corresponding algorithm in the absence of connectivity maintenance mechanism except that the initially existing connectivity patterns can be maintained because otherwise \( \dot{\tilde{V}} \rightarrow -\infty \) as \( ||r_i(t) - r_j(t)|| \rightarrow R \) by noting that \( \dot{\tilde{V}} = -\alpha \tilde{r} \hat{M}(t) \tilde{r} - (\beta - \gamma \ell) \| \hat{M}(t) \tilde{r} \| \) for single-integrator kinematics and \( \dot{\tilde{V}} = - \begin{bmatrix} \tilde{r}^T & \tilde{v}^T \end{bmatrix} \dot{Q}(t) \begin{bmatrix} \tilde{r} \\ \tilde{v} \end{bmatrix} \) for double-integrator dynamics, where \( \dot{Q}(t) \) is defined in Remark 3.1.11.

**Decentralized Consensus Tracking with a Constant Virtual Leader’s Velocity**

In this subsection, we assume that the virtual leader has a constant velocity, i.e., \( v_0 \) is constant.

We propose the decentralized consensus tracking algorithm for (3.14) as

\[
 u_i = - \sum_{j=0}^{n} a_{ij}(r_i - r_j) - \beta \text{sgn} \left( \sum_{j=0}^{n} a_{ij}(v_i - v_j) \right),
\]

(3.27)

where \( a_{ij} \) is defined as in (3.15) and \( \beta \) is a positive constant. We first consider a fixed network topology.

**Theorem 3.1.13** Suppose that the fixed undirected graph \( G \) is connected and at least one \( a_{i0} \) is nonzero (and hence positive). Using (3.27) for (3.14), \( r_i(t) \rightarrow r_0(t) \) and \( v_i(t) \rightarrow v_0 \) as \( t \rightarrow \infty \).
Proof: Letting $\tilde{r}_i = r_i - r_0$ and $\tilde{v}_i = v_i - v_0$, we can rewrite the closed-loop system of (3.14) using (3.27) as

\[
\begin{align*}
\dot{\tilde{r}}_i &= \tilde{v}_i \\
\dot{\tilde{v}}_i &= -\sum_{j=0}^{n} a_{ij}(\tilde{r}_i - \tilde{r}_j) - \beta \text{sgn} \left[ \sum_{j=0}^{n} a_{ij}(\tilde{v}_i - \tilde{v}_j) \right].
\end{align*}
\tag{3.28}
\]

Equation (3.28) can be written in matrix form as

\[
\begin{align*}
\dot{\tilde{r}} &= \tilde{v}, \\
\dot{\tilde{v}} &= -M\tilde{r} - \beta \text{sgn}(M\tilde{v}),
\end{align*}
\tag{3.29}
\]

where $\tilde{r}$ and $\tilde{v}$ are, respectively, the column stack vectors of $\tilde{r}_i$ and $\tilde{v}_i$, $i = 1, \ldots, n$, and $M = \mathcal{L} + \text{diag}(a_{10}, \ldots, a_{n0})$.

Consider the Lyapunov function candidate $V = \frac{1}{2} \tilde{r}^T M^2 \tilde{r} + \frac{1}{2} \tilde{v}^T M \tilde{v}$. The derivative of $V$ is given by

\[
V = \dot{V} = \tilde{r}^T M^2 \tilde{v} + \tilde{v}^T M \dot{\tilde{v}} = \tilde{r}^T M^2 \tilde{v} + \tilde{v}^T M [-M\tilde{r} - \beta \text{sgn}(M\tilde{v})] = -\beta \|M\tilde{v}\|_1.
\]

Because $M$ is symmetric positive definite, it follows that $\dot{V}$ is negative semidefinite. Note that $\dot{V} \equiv 0$ implies that $\tilde{v} \equiv 0_n$, which in turn implies that $\tilde{r} \equiv 0_n$ from (3.29). By using the LaSalle’s invariance principle for nonsmooth systems [94], it follows that $\tilde{r}(t) \rightarrow 0_n$ and $\tilde{v}(t) \rightarrow 0_n$ as $t \rightarrow \infty$. Equivalently, it follows that $r_i(t) \rightarrow r_0(t)$ and $v_i(t) \rightarrow v_0(t)$ as $t \rightarrow \infty$. ■
Remark 3.1.14 When the network topology is switching according to the model described right before (3.6), we propose the decentralized consensus tracking algorithm for (3.14) as

\[ u_i = - \sum_{j \in \mathcal{N}_i(t)} b_{ij}(r_i - r_j) - \beta \sum_{j \in \mathcal{N}_i(t)} b_{ij} \left\{ \text{sgn} \left( \sum_{k \in \mathcal{N}_i(t)} b_{ik} (v_i - v_k) \right) \right\} \]

where \( \mathcal{N}_i(t) \) is defined as in Section 3.1.1, \( b_{ij}, b_{ik}, b_{jk} \) are defined as in (3.23), and \( \beta \) is a positive constant. For any positive \( \beta \), the algorithm (3.30) guarantees decentralized consensus tracking under the conditions of Theorem 3.1.8. The proof follows a similar line to that of Theorem 3.1.8 by using the Lyapunov function candidate

\[ V = \frac{1}{2} \dot{r}^T \dot{r} + \frac{1}{2} \dot{v}^T \dot{v} \]

and is omitted here. Meanwhile, the adaptive connectivity maintenance mechanism proposed in Remark 3.1.12 can also be applied here by noting that \( V \to \infty \) when \( ||r_i(t) - r_j(t)|| \to R \), which then contradicts the fact that \( \dot{V} \leq 0 \).

Remark 3.1.15 In contrast to (3.15) and (3.23), which require both accurate position and velocity measurements, (3.27) and (3.30) do not necessarily require accurate velocity measurements because the velocity measurements are only used to calculate the sign, i.e., ‘+’ or ‘−’. Therefore, (3.27) and (3.30) are more robust to measurement inaccuracy.

Decentralized Swarm Tracking with a Constant Virtual Leader’s Velocity

In this subsection, we study decentralized swarm tracking under switching network topologies when the velocity of the virtual leader is constant. We again assume that the network topology switches according to the model described right before (3.6). We propose the decentralized swarm
tracking algorithm for (3.14) as

\[ u_i = -\sum_{j \in \mathcal{N}_i(t)} \frac{\partial V_{ij}}{\partial r_i} - \beta \sum_{j \in \mathcal{N}_i(t)} b_{ij} \left\{ \text{sgn} \left[ \sum_{k \in \mathcal{N}_i(t)} b_{ik}(v_i - v_k) \right] \right. \]

\[ - \left. \text{sgn} \left[ \sum_{k \in \mathcal{N}_j(t)} b_{jk}(v_j - v_k) \right] \right\}, \quad (3.31) \]

where \( V_{ij} \) is the potential function defined in Definition 3.1.4, \( \mathcal{N}_i(t) \) is defined as in Section 3.1.1, \( \beta \) is a positive constant, and \( b_{ij}, b_{ik}, \) and \( b_{jk} \) are defined as in (3.23). Note that (3.31) requires both the one-hop and two-hop neighbors’ information.

**Theorem 3.1.16** Suppose that the undirected graph \( \mathcal{G}(t) \) is connected and the virtual leader is a neighbor of at least one follower, i.e., \( 0 \in \mathcal{N}_i(t) \) for some \( i \), at each time instant. Using (3.31) for (3.14), the velocity differences of all followers and the virtual leader will ultimately converge to zero, the relative distances of all followers and the virtual leader will ultimately converge to local minima, i.e., \( \lim_{t \to \infty} \sum_{j \in \mathcal{N}_i(t)} \frac{\partial V_{ij}}{\partial r_i} = 0, i = 1, \cdots, n \), and the inter-vehicle collision is avoided.

**Proof:** Letting \( \tilde{r}_i = r_i - r_0 \) and \( \tilde{v}_i = v_i - v_0 \), it follows that (3.31) can be written as

\[ u_i = -\sum_{j \in \mathcal{N}_i(t)} \frac{\partial V_{ij}}{\partial \tilde{r}_i} - \beta \sum_{j \in \mathcal{N}_i(t)} b_{ij} \left\{ \text{sgn} \left[ \sum_{k \in \mathcal{N}_i(t)} b_{ik}(\tilde{v}_i - \tilde{v}_k) \right] \right. \]

\[ - \left. \text{sgn} \left[ \sum_{k \in \mathcal{N}_j(t)} b_{jk}(\tilde{v}_j - \tilde{v}_k) \right] \right\}. \]

Consider the Lyapunov function candidate

\[ V = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} V_{ij} + \sum_{i=1}^{n} V_i0 + \frac{1}{2} \tilde{v}^T \tilde{v}, \]
where $\tilde{v}$ is a column stack vector of $\tilde{v}_i$. Taking derivative of $V$ gives that

$$
\dot{V} = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \frac{\partial V_{ij}}{\partial \tilde{r}_i} \dot{\tilde{r}}_i + \frac{\partial V_{ij}}{\partial \tilde{r}_j} \dot{\tilde{r}}_j \right)
+ \sum_{i=1}^{n} \left( \frac{\partial V_{i0}}{\partial \tilde{r}_i} \dot{\tilde{r}}_i \right) + \tilde{v}^T \ddot{\tilde{v}}
= \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial V_{ij}}{\partial \tilde{r}_i} \dot{\tilde{r}}_i + \sum_{i=1}^{n} \frac{\partial V_{i0}}{\partial \tilde{r}_i} \dot{\tilde{r}}_i - \sum_{i=1}^{n} \tilde{v}_i \sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial \tilde{r}_i}
- \beta \tilde{v}^T \hat{M}(t) \text{sgn} \left[ \hat{M}(t) \tilde{v} \right]
= -\beta \left\| \hat{M}(t) \tilde{v} \right\|_1, \tag{3.32}
$$

where $\hat{M}(t)$ is defined in $(3.10)$, $(3.32)$ is derived by using Lemma 3.1.1 and the fact that $\dot{\tilde{r}}_0 = 0$, and $(3.33)$ is derived by using the fact that $\hat{M}(t)$ is symmetric. By following a similar analysis to that in the proof of Theorem 3.1.13, it follows from the LaSalle’s invariance principle for nonsmooth systems [94] that $v_i(t) \to v_0$ and $\sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} \to 0$ as $t \to \infty$, which in turn proves the theorem. 

**Decentralized Swarm Tracking with a Varying Virtual Leader’s Velocity**

In this subsection, we assume that the virtual leader’s velocity is varying, i.e., the virtual leader’s acceleration is, in general, nonzero. We propose the following decentralized swarm tracking algorithm with a distributed estimator for $(3.14)$ as

$$
u_i = -\gamma \text{sgn} \left\{ \sum_{j \in \mathcal{N}_i(t)} b_{ij} \left[ \hat{v}_{i0} - \hat{v}_j \right] \right\} - \sum_{j \in \mathcal{N}_i(t)} \frac{\partial V_{ij}}{\partial r_i}
- \beta \sum_{j \in \mathcal{N}_i(t)} b_{ij} \left\{ \text{sgn} \left[ \sum_{k \in \mathcal{N}_i(t)} b_{ik} (v_i - v_k) \right] \right\}
- \text{sgn} \left[ \sum_{k \in \mathcal{N}_j(t)} b_{jk} (v_j - v_k) \right], \tag{3.34}
$$
where $\gamma$ and $\beta$ are positive constants, $V_{ij}, N_i(t)$, $b_{ij}, b_{ik}$, and $b_{kj}$ are defined in (3.31), and

$$\dot{\hat{v}}_{i0} = -\gamma \text{sgn} \left\{ \sum_{j \in N_i(t)} b_{ij} [\hat{v}_{i0} - \hat{v}_{j0}] \right\}, \ i = 1, \cdots, n, \tag{3.35}$$

with $\hat{v}_{i0}$ being the $i$th vehicle’s estimate of the virtual leader’s velocity and $\hat{v}_{00} = v_0$. Here (3.35) is a distributed estimator motivated by the results in Section 3.1.1.

**Theorem 3.1.17** Suppose that the undirected graph $G(t)$ is connected and the virtual leader is a neighbor of at least one follower, i.e., $0 \in N_i(t)$ for some $i$, at each time instant. Using (3.34) for (3.14), if $\gamma > \varphi_\ell$, the velocity differences of all followers and the virtual leader will ultimately converge to zero, the relative distances of all followers, the virtual leader will ultimately converge to local minima, i.e., $\lim_{t \to \infty} \sum_{j \in N_i(t)} \frac{\partial V_{ij}}{\partial r_i} = 0, i = 1, \cdots, n$, and the inter-vehicle collision is avoided.

**Proof:** For (3.35), it follows from Theorem 3.1.2 that there exists positive $\bar{t}$ such that $\hat{v}_{i0}(t) = v_0(t)$ for any $t \geq \bar{t}$. Note that $\dot{\hat{v}}_{i0}$ in (3.35) is a switching signal, which is different from $\dot{v}_0(t)$ at each time instant. However, for $t_2 \geq t_1 \geq \bar{t}$, we have that $\int_{t_1}^{t_2} \dot{\hat{v}}_{i0}(t) dt = \int_{t_1}^{t_2} \dot{v}_0(t) dt$ by noting that $\dot{v}_{i0}(t) = v_0(t)$ for any $t \geq \bar{t}$. Therefore, $r_i$ will be unchanged when replacing $\dot{\hat{v}}_{i0}$ with $\dot{v}_0$ for $t \geq \bar{t}$. For $t \geq \bar{t}$, by replacing $\dot{\hat{v}}_{i0}$ with $\dot{v}_0$ and choosing the same Lyapunov function candidate as in the proof of Theorem 3.1.16, it follows from a similar analysis to that in the proof of Theorem 3.1.16 and the LaSalle’s invariance principle for nonsmooth systems [94] that $v_i(t) \to v_0(t)$ and $\sum_{j=0}^{n} \frac{\partial V_{ij}}{\partial r_i} \to 0$ as $t \to \infty$. This completes the proof.

**Remark 3.1.18** Note that (3.31) and (3.34) require the availability of both the one-hop and two-hop neighbors’ information. In contrast to some flocking algorithms [4, 73], the availability of the virtual leader’s information, i.e., the position, velocity, and acceleration, to all followers is not required in (3.34) due to the introduction of the distributed estimator. In addition, in contrast to the flocking algorithms [4, 5, 73], (3.31) does not require accurate velocity measurements because the velocity measurements are only used to calculate the sign, i.e., ‘+’ or ‘-’, in (3.31) and (3.34). Therefore, (3.31) and (3.34) are more robust to measurement inaccuracy.
Remark 3.1.19 In Theorems 3.1.5, 3.1.16, and 3.1.17, it is assumed that the undirected graph $G(t)$ is connected and the virtual leader is a neighbor of at least one follower at each time instant. However, this poses an obvious constraint in real applications because the connectivity requirement is not necessarily always satisfied. In the following, a mild connectivity requirement is proposed for decentralized swarm tracking by adopting a connectivity maintenance mechanism in which the potential function in Definition 3.1.4 is redefined as follows:

1) When $|r_i - r_j| \geq R$ at the initial time, i.e., $t = 0$, $V_{ij}$ is defined as in Definition 3.1.4.

2) When $|r_i - r_j| < R$ at the initial time, i.e., $t = 0$, $V_{ij}$ is defined satisfying conditions 1), 2), and 4) in Definition 3.1.4 and condition 3) in Definition 3.1.4 is replaced with the condition that $V_{ij} \to \infty$ as $|r_i - r_j| \to R$. The motivation here is also to maintain the initially existing connectivity patterns as in Remark 3.1.12.

Using the potential function defined above, decentralized swarm tracking can be guaranteed for both first-order kinematics (cf. Theorem 3.1.5) and second-order dynamics (cf. Theorems 3.1.16 and 3.1.17) if the undirected graph $G(t)$ is initially connected, i.e., $t = 0$, the virtual leader is initially a neighbor of at least one follower, and the other conditions for the control gains are satisfied. The proof follows directly from those of Theorems 3.1.5, 3.1.16, and 3.1.17 except that a pair of followers who are neighbors of each other initially will always be the neighbors of each other (correspondingly, if the virtual leader is initially a neighbor of a follower, the virtual leader will always be a neighbor of this follower) because otherwise the potential function will go to infinity. This contradicts the fact that $\dot{V} \leq 0$ in Theorems 3.1.5 and 3.1.16 and the facts that

$$\dot{V} \leq -\beta \| \tilde{M}(t) \tilde{v} \|_1 + (\gamma + \varphi_\ell) \| \tilde{v} \|_1$$

$$\leq (\gamma + \varphi_\ell) \sqrt{n} \| \tilde{v} \|_2$$

$$\leq (\gamma + \varphi_\ell) \sqrt{n} \sqrt{2V}$$

for $0 \leq t < \bar{t}$, which implies that $V(t) \leq (\sqrt{V(0)} + \frac{(\gamma + \varphi_\ell) \sqrt{n} \bar{t}}{\sqrt{2}})^2$, and $\dot{V} \leq 0$ for $t \geq \bar{t}$ in Theorem 3.1.17. Note that the connectivity maintenance strategy in Zalvanos et al. [95] requires that the number of edges be always nondecreasing. That is, if a pair of followers are neighbors of each other.
(respectively, the virtual leader is a neighbor of a follower) at some time instant \( T \), \(^3\) then the pair of followers are always neighbors of each other (respectively, the virtual leader is always a neighbor of this follower) at any time \( t > T \). This requirement might not be applicable in reality, especially in large-scale systems where the size of the vehicles cannot be ignored because the group of vehicles will become very compact with the increasing number of edges. Meanwhile, the computation burden will increase significantly as well. In contrast, the connectivity maintenance mechanism with the corresponding potential function proposed in Remark 3.1.19 takes these practical issues into consideration. In addition, hysteresis is introduced to the connectivity maintenance strategy \[^95\] to avoid the singularity of the Lyapunov function. However, the hysteresis is not required in the potential function proposed in Remark 3.1.19.

To illustrate the connectivity maintenance mechanism as proposed in Remark 3.1.19, we compare two different potential functions \( V_{ij}^1 \) and \( V_{ij}^2 \) whose derivatives satisfy, respectively,

\[
\frac{\partial V_{ij}^1}{\partial r_i} = \begin{cases} 
0, & ||r_i - r_j|| > R, \\
\frac{2\pi (r_i - r_j) \sin(2\pi (||r_i - r_j|| - d_{ij}))}{||r_i - r_j||}, & d_{ij} < ||r_i - r_j|| \leq R, \\
20 \frac{(r_i - r_j) |||r_i - r_j|| - d_{ij}||}{||r_i - r_j||}, & ||r_i - r_j|| \leq d_{ij},
\end{cases}
\]

and

\[
\frac{\partial V_{ij}^2}{\partial r_i} = \begin{cases} 
\frac{r_i - r_j}{||r_i - r_j||} \frac{||r_i - r_j|| - d_{ij}}{||||r_i - r_j|| - R||^2}, & d_{ij} < ||r_i - r_j|| < R, \\
20 \frac{r_i - r_j}{||r_i - r_j||} \frac{||r_i - r_j|| - d_{ij}}{||r_i - r_j||}, & ||r_i - r_j|| \leq d_{ij},
\end{cases}
\]

where \( R = 2.5 \) and \( d_{ij} = 2 \). Figure 3.1 shows the plot of the potential functions \( V_{ij}^1 \) and \( V_{ij}^2 \).\(^4\) It can be seen from Fig. 3.1(b) that \( V_{ij}^2 \) approaches infinity as the distance \( ||r_i - r_j|| \) approaches \( R \). However, \( V_{ij}^1 \) does not have the property (cf. Fig. 3.1(a)). In particular, \( V_{ij}^1 \) satisfies condition 3) in Definition 3.1.4 as shown in Fig. 3.1(a). In addition, both \( V_{ij}^1 \) and \( V_{ij}^2 \) satisfy conditions 1), 2), and 4) in Definition 3.1.4. According to Remark 3.1.19, we can choose the potential function as \( V_{ij}^2 \) when \( ||r_i(0) - r_j(0)|| < R \) and \( V_{ij}^1 \) otherwise.

\[^3\]Equivalently, a pair of followers are within the communication range of each other (respectively, the virtual leader is within the communication range of a follower).

\[^4\]Note that neither \( V_{ij}^1 \) nor \( V_{ij}^2 \) is unique because for positive constant \( C \), \( V_{ij}^1 + C \) and \( V_{ij}^2 + C \) are also potential functions satisfying, respectively, (3.36) and (3.37). We only plot one possible choice for them.
Simulation

In this section, we present several simulation examples to validate some theoretical results in the previous sections. We consider a group of six followers with a virtual leader. We let $a_{ij} = 1$ if vehicle $j$ is a neighbor of vehicle $i$, where $j = 0, 1, \cdots, 6$ and $i = 1, \cdots, 6$, and $a_{ij} = 0$, otherwise.

In the case of first-order kinematics, the network topology is chosen as in Fig. 3.2(a). It can be noted that the undirected graph $G$ for all followers 1 to 6 is connected and the virtual leader is a neighbor of follower 4. Using (3.2) in 2D, we choose $r_0(t) = [t - 5, -5 + 10 \sin(\frac{\pi t}{25})]^T$, $\alpha = 1$, and $\beta = 1.5$. The trajectories of the followers and the virtual leader are shown in Fig. 3.3. The tracking errors of the $x$ and $y$ positions are shown in, respectively, Fig. 3.4(a) and Fig. 3.4(b). It can be seen from Fig. 3.4 that the tracking errors converge to zero in finite time. That is, all followers track the virtual leader accurately after a finite period of time as also shown in Fig. 3.3.

For decentralized swarm tracking in the case of first-order kinematics, we choose $R = 2.5$, $d_{ij} = 2$, $\alpha = 1$, $\beta = 3$, and $a_{ij} = 1$ if $d_{ij} \leq R$ and $a_{ij} = 0$ otherwise. The partial derivative

\[
\frac{L}{\rightarrow} F_4 \quad F_5 \quad F_6 \quad \frac{L}{\rightarrow} F_6 \quad F_5 \quad F_4
\]

Fig. 3.2: Network topology for a group of six followers with a virtual leader. Here $L$ denotes the virtual leader while $F_i, i = 1, \cdots, 6$, denote the followers.
Fig. 3.3: Trajectories of the followers and the virtual leader using (3.2) in 2D. The circle denotes the starting position of the virtual leader while the squares denote the starting positions of the followers.

Fig. 3.4: Position tracking errors using (3.2) in 2D.
of the potential function is chosen as in (3.36). Using (3.11) for (3.1) in 2D, Fig. 3.5 shows the consecutive snapshots of decentralized swarm tracking for 48 followers with a virtual leader. The initial states of the followers are randomly chosen from the square box $[-5, 15]^2$ and $r_0(t)$ is chosen as $[t, 5 + 10 \sin \left(\frac{\pi T}{25}\right)]^T$. It can be seen that the relative distances of the followers and the virtual leader ultimately converge to local minima.

In the case of second-order dynamics, the network topology is chosen as in Fig. 3.2(b). It can be noted that the undirected graph $G$ for all followers 1 to 6 is connected as well and the virtual leader is a neighbor of follower 1. Using (3.15) in 2D, we choose $r_0(t) = [t, t + \sin(t)]^T$, $\alpha = 1$, $\beta = 5$, and $\gamma = 0.1$. The trajectories of the followers and the virtual leader are shown in Fig. 3.6. The tracking errors of the $x$ and $y$ positions are shown in Figs. 3.7(a) and 3.7(b). The tracking errors of the $x$ and $y$ velocities are shown in Figs. 3.7(c) and 3.7(d). It can be seen from Fig. 3.7 that the tracking errors ultimately converge to zero. That is, all followers ultimately track the virtual leader as also shown in Fig. 3.6.

For decentralized swarm tracking in the case of second-order dynamics, $R$, $d_{ij}$, $\alpha$, $\beta$, $a_{ij}$, and the partial derivative of the potential function is chosen as in the case of single-integrator kinematics. In the case of a constant virtual leader’s velocity, the initial states of the followers are randomly chosen from the square box $[-5, 10]^2$ and $r_0(t)$ is chosen as $[t, 2t + 5]^T$. Using (3.31) for (3.14) in 2D, Fig. 3.8 shows the consecutive snapshots of decentralized swarm tracking for 49 followers with a virtual leader. In the case of a dynamic virtual leader’s velocity, the initial states of the followers are randomly chosen from the square box $[-5, 15]^2$ and $r_0(t)$ is chosen as $[t, 5 + t + 2 \sin(t)]^T$. Using (3.34) for (3.14) in 2D, Fig. 3.9 shows the consecutive snapshots of decentralized swarm tracking for 50 followers with a virtual leader. Due to the random choice of the initial states, the vehicles form separated subgroups initially. As a result, fragmentation appears in this case. However, for each subgroup, the relative distances of the followers and the virtual leader if the virtual leader is in the subgroup reach local minima.

For decentralized consensus tracking with the connectivity maintenance mechanism in Remark 3.1.12, we choose $R = 3$, $\alpha$ and $\beta$ the same as those without connectivity maintenance, and $b_{ij}(t)$ according to Remark 3.1.12 with $\frac{d}{dt} b_{ij}(t) = \frac{100 |r_i(t) - r_j(t)|}{R^2 - |r_i(t) - r_j(t)|^2}$ and $b_{ij}(0) = 1$ when
Fig. 3.5: Decentralized swarm tracking for 48 followers using (3.11) in 2D in the presence of a virtual leader. The circles denote the positions of the followers while the square denotes the position of the virtual leader. An undirected edge connecting two followers means that the two followers are neighbors of each other while a directed edge from the virtual leader to a follower means that the virtual leader is a neighbor of the follower.
Fig. 3.6: Trajectories of the followers and the virtual leader using (3.15) in 2D. The circle denotes the starting position of the virtual leader while the squares denote the starting positions of the followers.

Fig. 3.7: Position and velocity tracking errors using (3.15) in 2D.
Fig. 3.8: Decentralized swarm tracking for 49 followers using (3.31) in 2D in the presence of a virtual leader. The circles denote the positions of the followers while the square denotes the position of the virtual leader. An undirected edge connecting two followers means that the two followers are neighbors of each other while a directed edge from the virtual leader to a follower means that the virtual leader is a neighbor of the follower.
Fig. 3.9: Decentralized swarm tracking for 50 followers using (3.34) in 2D in the presence of a virtual leader. The circles denote the positions of the followers while the square denotes the position of the virtual leader. An undirected edge connecting two followers means that the two followers are neighbors of each other while a directed edge from the virtual leader to a follower means that the virtual leader is a neighbor of the follower.
\[||r_i(0) - r_j(0)|| \leq R, \text{ and } b_{ij}(t) = 1 \text{ if } ||r_i(t) - r_j(t)|| \leq R \text{ and } b_{ij}(t) = 0 \text{ if } ||r_i(t) - r_j(t)|| > R\]

when \[||r_i(0) - r_j(0)|| > R\]. Using (3.26) for (3.1) in 2D with the connectivity maintenance mechanism in Remark 3.1.12, Fig. 3.10 shows the trajectories of the followers and the virtual leader. The initial positions of the followers are randomly chosen from the square box \([-2, 2]^2\) and \(r_0(t)\) is chosen as \([t, 3 \sin(\frac{\pi t}{10})]^T\). The tracking errors of the \(x\) and \(y\) positions are shown in Figs. 3.11(a) and 3.11(b). It can be seen that the tracking errors ultimately converge to zero. That is, all followers ultimately track the virtual leader as also shown in Fig. 3.10. Using (3.23) for (3.14) in 2D with the connectivity maintenance mechanism in Remark 3.1.12, Fig. 3.12 shows the trajectories of the followers and the virtual leader. The initial positions of the followers are randomly chosen from the square box \([-2, 2]^2\) and \(r_0(t)\) is chosen as \([t, t + \sin(t)]^T\). The tracking errors of the \(x\) and \(y\) positions are shown in Figs. 3.13(a) and 3.13(b). It can be seen from Fig. 3.13 that the tracking errors ultimately converge to zero. That is, all followers ultimately track the virtual leader as also shown in Fig. 3.12.

For decentralized swarm tracking with the connectivity maintenance mechanism as in Remark 3.1.19, \(R, d_{ij}, \alpha, \beta, \text{ and } a_{ij}\) are chosen the same as those for decentralized swarm tracking without connectivity maintenance. When two followers are initially neighbors of each other or the virtual leader is initially a neighbor of some follower(s), the partial derivative of the corresponding potential function is chosen as (3.37). Otherwise, the partial derivative of the potential function is chosen as (3.36). The initial positions of the followers are randomly chosen from the square box \([-6, 4]^2\) and \(r_0(t)\) is chosen the same as the corresponding simulation in the absence of connectivity maintenance mechanism. In the case of single-integrator kinematics, Fig. 3.14 shows the consecutive snapshots of decentralized swarm tracking for 50 followers with a virtual leader in 2D with the connectivity maintenance mechanism in Remark 3.1.19. In the case of double-integrator dynamics with a constant virtual leader’s velocity, Fig. 3.15 shows the consecutive snapshots of decentralized swarm tracking for 50 followers with a virtual leader in 2D with the connectivity maintenance mechanism in Remark 3.1.19. In the case of double-integrator dynamics with a varying virtual leader’s velocity, Fig. 3.16 shows the consecutive snapshots of decentralized swarm tracking for 50 followers with a virtual leader in 2D with the connectivity maintenance mechanism in Remark 3.1.19. It can
Fig. 3.10: Trajectories of the followers and the virtual leader using (3.26) in 2D with connectivity maintenance mechanism. The circle denotes the starting position of the virtual leader while the squares denote the starting positions of the followers.

Fig. 3.11: Position tracking errors using (3.26) in 2D in the presence of connectivity maintenance mechanism.

Fig. 3.12: Trajectories of the followers and the virtual leader using (3.23) in 2D with connectivity maintenance mechanism. The circle denotes the starting position of the virtual leader while the squares denote the starting positions of the followers.
be seen that at each snapshot the network topology for the 50 followers is connected and the virtual leader is a neighbor of at least one follower because of the initial connectivity and the existence of the connectivity maintenance mechanism. Meanwhile, the relative distances of the followers and the virtual leader ultimately converge to local minima. In contrast to Figs. 3.5, 3.8, and 3.9 where the initially existing connectivity patterns might not always exist, the initially existing connectivity patterns in Fig. 3.14, 3.15, and 3.16 always exist due to the existence of connectivity maintenance mechanism.

3.2 PD-like Discrete-time Consensus Tracking Algorithms with a Reference State

In this section, we propose and study a PD-like discrete-time consensus tracking algorithm in the presence of a group reference state. The comparison between the proposed PD-like discrete-time consensus tracking algorithm and the P-like (proportional like) discrete-time consensus tracking algorithm is also studied.

3.2.1 Existing PD-like Continuous-time Consensus Algorithm

Consider vehicles with single-integrator dynamics given by

\[ \dot{r}_i(t) = u_i(t), \quad i = 1, \cdots, n \] (3.38)
Fig. 3.14: Decentralized swarm tracking for 50 followers with a virtual leader using (3.11) in 2D in the presence of the connectivity maintenance mechanism in Remark 3.1.19. The circles denote the positions of the followers while the square denotes the position of the virtual leader. An undirected edge connecting two followers means that the two followers are neighbors of each other while a directed edge from the virtual leader to a follower means that the virtual leader is a neighbor of the follower.
Fig. 3.15: Decentralized swarm tracking for 50 followers with a virtual leader using (3.31) in 2D in the presence of the connectivity maintenance mechanism in Remark 3.1.19. The circles denote the positions of the followers while the square denotes the position of the virtual leader. An undirected edge connecting two followers means that the two followers are neighbors of each other while a directed edge from the virtual leader to a follower means that the virtual leader is a neighbor of the follower.
Fig. 3.16: Decentralized swarm tracking for 50 followers with a virtual leader using (3.34) in 2D in the presence of the connectivity maintenance mechanism in Remark 3.1.19. The circles denote the positions of the followers while the square denotes the position of the virtual leader. An undirected edge connecting two followers means that the two followers are neighbors of each other while a directed edge from the virtual leader to a follower means that the virtual leader is a neighbor of the follower.
where \( r_i(t) \) and \( u_i(t) \) represent, respectively, the state and control input of the \( i \)th vehicle. Suppose that there exists a virtual leader, labeled as vehicle \( n+1 \), whose state is \( r^c(t) \). A PD-like continuous-time consensus algorithm with a time-varying reference state is proposed as [69]

\[
u_i(t) = \frac{1}{\eta_i} \sum_{j=1}^{n} a_{ij} \{ \dot{r}_j(t) - \gamma [r_i(t) - r_j(t)] \}
+ \frac{1}{\eta_i} a_{i(n+1)} \{ \dot{r}^c(t) - \gamma [r_i(t) - r^c(t)] \},
\] (3.39)

where \( a_{ij} \) is the \((i,j)\)th entry of adjacency matrix \( A \), \( i,j = 1,2,\ldots,n \), \( \gamma \) is a positive gain, \( r^c(t) \) is the time-varying reference state, \( a_{i(n+1)} > 0 \) if the \( i \)th vehicle can access the virtual leader’s state\(^5\) and \( a_{i(n+1)} = 0 \) otherwise, and \( \eta_i \triangleq \sum_{j=1}^{n+1} a_{ij} \).

### 3.2.2 PD-like Discrete-time Consensus Algorithm

Note that (3.39) requires each vehicle to obtain measurements of the derivatives of its neighbors’ states and the reference state. This requirement may not be realistic in real applications. We next propose a PD-like discrete-time consensus algorithm with a time-varying reference state. In discrete-time formulation, the single-integrator dynamics (3.38) can be approximated by

\[
\frac{r_i[k+1] - r_i[k]}{T} = u_i[k],
\] (3.40)

where \( T \) is the sampling period, and \( r_i[k] \) and \( u_i[k] \) represent, respectively, the state and control input of the \( i \)th vehicle at \( t = kT \). We sample (3.39) to obtain

\[
u_i[k] = \frac{1}{\eta_i} \sum_{j=1}^{n} a_{ij} \left( r_j[k] - r_j[k-1] \right) - \gamma \{ r_i[k] - r_j[k] \}
+ \frac{1}{\eta_i} a_{i(n+1)} \left( r^c[k] - r^c[k-1] \right) - \gamma \{ r_i[k] - r^c[k] \},
\] (3.41)

where \( r_i[k] \) is the reference state at \( t = kT \), and \( r_j[k] - r_j[k-1] \) and \( r^c[k] - r^c[k-1] \) are used to approximate, respectively, \( \dot{r}_j[k] \) and \( \dot{r}^c[k] \) in (3.39) because \( r_j[k+1] \) and \( r^c[k+1] \) cannot be accessed

\(^5\)That is, the virtual leader is a neighbor of vehicle \( i \).
at $t = kT$. Using (3.41) for (3.40), we get the PD-like discrete-time consensus algorithm with a
time-varying reference state as

$$r_i[k + 1] = r_i[k]$$

$$+ \frac{T}{\eta_i} \sum_{j=1}^{n} a_{ij} \left( \frac{r_j[k] - r_j[k - 1]}{T} - \gamma \{r_i[k] - r_j[k]\} \right)$$

$$+ \frac{T a_{i(n+1)}}{\eta_i} \left( \frac{r^c[k] - r^c[k - 1]}{T} - \gamma \{r_i[k] - r^c[k]\} \right). \quad (3.42)$$

Note that using algorithm (3.42), each vehicle essentially updates its next state based on its current
state and its neighbors’ current and previous states as well as the virtual leader’s current and previous
states if the virtual leader is a neighbor of the vehicle. As a result, (3.42) can be easily implemented
in practice.

3.2.3 Convergence Analysis of the PD-like Discrete-time Consensus Algorithm with a Time-
varying Reference State

In this section, we analyze algorithm (3.42). We let $\text{diag}\{c_1, \cdots, c_n\}$ denote a diagonal matrix
with diagonal entries $c_i$.

By defining $\delta_i[k] \triangleq r_i[k] - r^c[k]$, it follows that (3.42) can be written as

$$\delta_i[k + 1] = \delta_i[k] + \frac{T}{\eta_i} \sum_{j=1}^{n} a_{ij} \left( \frac{\delta_j[k] - \delta_j[k - 1]}{T} - \gamma \{\delta_i[k] - \delta_j[k]\} \right)$$

$$+ \frac{T a_{i(n+1)}}{\eta_i} \left( \frac{r^c[k] - r^c[k - 1]}{T} - \gamma \delta_i[k] \right)$$

$$- \{r^c[k + 1] - r^c[k]\} + \frac{1}{\eta_i} \sum_{j=1}^{n} a_{ij} \{r^c[k] - r^c[k - 1]\},$$

which can then be written in matrix form as

$$\Delta[k + 1] = [(1 - T \gamma) I_n + (1 + T \gamma) D^{-1} A] \Delta[k] - D^{-1} A \Delta[k - 1] + X^r[k], \quad (3.43)$$

where $\Delta[k] = [\delta_1[k], \cdots, \delta_n[k]]^T$, $D = \text{diag}\{\eta_1, \cdots, \eta_n\}$, $X^r[k] = \{2r^c[k] - r^c[k - 1] - r^c[k + 1], \cdots, 2r^c[k] - r^c[k - 1] - r^c[k + 1]\}$.\]
1]{1}_n$, and $A$ is the adjacency matrix. By defining $Y[k+1] \triangleq \begin{bmatrix} \Delta[k+1] \\ \Delta[k] \end{bmatrix}$, it follows from (3.43) that
\[
Y[k+1] = \tilde{A}Y[k] + \tilde{B}X^r[k],
\] (3.44)

where
\[
\tilde{A} = \begin{bmatrix} (1 - T\gamma)I_n + (1 + T\gamma)D^{-1}A & -D^{-1}A \\ I_n & 0_{n \times n} \end{bmatrix},
\] (3.45)

and $\tilde{B} = \begin{bmatrix} I_n \\ 0_{n \times n} \end{bmatrix}$. It follows that the solution of (3.44) is
\[
Y[k] = \sum_{i=1}^{k} \tilde{A}^{k-i} \tilde{B}X^r[i-1] + \tilde{A}^kY[0].
\] (3.46)

Note that the eigenvalues of $\tilde{A}$ play an important role in determining the value of $Y[k]$ as $k \to \infty$.

In the following, we will study the eigenvalues of $\tilde{A}$. Before moving on, we first need to study the eigenvalues of $D^{-1}A$.

**Lemma 3.2.1** Suppose that the virtual leader has a directed path to all vehicles 1 to $n$. Then $D^{-1}A$ satisfies $\| (D^{-1}A)^n \|_{\infty} < 1$, where $D$ is defined right after (3.43) and $A$ is the adjacency matrix. If $\| (D^{-1}A)^n \|_{\infty} < 1$, $D^{-1}A$ has all eigenvalues within the unit circle.

**Proof:** For the first statement, denote $\tilde{i}_1$ as the set of vehicles that are the children of the virtual leader, and $\tilde{i}_j$, $j = 2, 3, \ldots, m$, as the set of vehicles that are the children of $\tilde{i}_{j-1}$ that are not in the set $\tilde{i}_r$, $1 \leq r \leq j - 1$. Because the virtual leader has a directed path to all vehicles 1 to $n$, there are at most $n$ edges from the virtual leader to all vehicles 1 to $n$, which implies $m \leq n$. Let $p_i$ and $q_i^T$ denote, respectively, the $i$th column and row of $D^{-1}A$. When the virtual leader has a directed path to all vehicles 1 to $n$, without loss of generality, assume that $k$th vehicle is a child of the virtual leader, i.e., $a_{k(n+1)} > 0$. It follows that $q_k1_n = 1 - \frac{a_{k(n+1)}}{\sum_{j=1}^{n+1} a_{kj}} < 1$. The same property also applies to other elements in set $\tilde{i}_1$. Similarly, assume that the $l$th vehicle (one node in set $\tilde{i}_2$) is a child of the $k$th vehicle (one node in set $\tilde{i}_1$), which implies $a_{lk} > 0$. It follows that the sum of the $l$th row of
\((D^{-1}A)^2\) can be written as \(q_i^T \sum_{i=1}^n p_i \leq q_i^T 1_n = 1 - \frac{a_{ik}}{\sum_{j=1}^n a_{ij}} < 1\). Meanwhile, the sum of the \(k\)th row of \((D^{-1}A)^2\) is also less than 1. By following a similar analysis, every row of \((D^{-1}A)^m\) has a sum less than one when the virtual leader has a directed path to all vehicles 1 to \(n\). Because \(m \leq n\) and \(D^{-1}A\) is nonnegative, \(\|(D^{-1}A)^n\|_\infty < 1\) holds.

For the second statement, when \(\|(D^{-1}A)^n\|_\infty < 1\), it follows that \(\lim_{s \to \infty} \|(D^{-1}A)^n\|_\infty \leq \lim_{s \to \infty} \|(D^{-1}A)^n\|^{s} = 0\). Assume that some eigenvalues of \(D^{-1}A\) are not within the unit circle. By writing \(D^{-1}A\) in a canonical Jordan form, it can be computed that \(\lim_{s \to \infty} [(D^{-1}A)^n]^s \neq 0_{n \times n}\), which contradicts the fact that \(\lim_{s \to \infty} \|(D^{-1}A)^n\|_\infty^{s} = 0\). Therefore, \(D^{-1}A\) has all eigenvalues within the unit circle.

It can be noted from Lemma 3.2.1 that the eigenvalues of \(D^{-1}A\) are all within the unit circle if the virtual leader has a directed path to all vehicles 1 to \(n\). We next study the eigenvalues of \(\tilde{A}\). Based on Lemmas 3.2.1 and 2.3.1, we next show under what condition the eigenvalues of \(\tilde{A}\) are all within the unit circle.

**Lemma 3.2.2** Assume that the virtual leader has a directed path to all vehicles 1 to \(n\). Let \(\lambda_i\) be the \(i\)th eigenvalue of \(D^{-1}A\), where \(D\) is defined right after (3.43) and \(A\) is the adjacency matrix. Then \(\frac{|1-\lambda_i|^2 |2[1-\text{Re}(\lambda_i)][1-\lambda_i|^2]}{|1-\lambda_i|^4 + 4|\text{Im}(\lambda_i)|^2} > 0\) holds, where \(\text{Re}(\cdot)\) and \(\text{Im}(\cdot)\) denote, respectively, the real and imaginary parts of a number. If positive scalars \(T\) and \(\gamma\) are chosen satisfying \(T \gamma < \min\{1, \min_{i=1,\ldots,n} \frac{2|1-\lambda_i|^2 |2[1-\text{Re}(\lambda_i)][1-\lambda_i|^2]}{|1-\lambda_i|^4 + 4|\text{Im}(\lambda_i)|^2}\}\), \(\tilde{A}\), defined in (3.45), has all eigenvalues within the unit circle.

**Proof:** For the first statement, when the virtual leader has a directed path to all vehicles 1 to \(n\), it follows from the second statement in Lemma 3.2.1 that \(|\lambda_i| < 1\). It then follows that \(|1 - \lambda_i|^2 > 0\) and \(|1 - \lambda_i|^2 = 1 - 2\text{Re}(\lambda_i) + [\text{Re}(\lambda_i)]^2 + [\text{Im}(\lambda_i)]^2 < 2[1 - \text{Re}(\lambda_i)]\), which implies \(\frac{|1-\lambda_i|^2 |2[1-\text{Re}(\lambda_i)][1-\lambda_i|^2]}{|1-\lambda_i|^4 + 4|\text{Im}(\lambda_i)|^2} > 0\).
For the second statement, note that the characteristic polynomial of $\tilde{A}$ is given by

$$\det(sI_n - \tilde{A})$$

$$= \det \left( \begin{bmatrix} sI_n - [(1 - T\gamma)I_n + (1 + T\gamma)D^{-1}A] & D^{-1}A \\ D^{-1}A & sI_n \end{bmatrix} \right)$$

$$= \det \left( [sI_n - (1 - T\gamma)I_n - (1 + T\gamma)D^{-1}A]sI_n + D^{-1}A \right)$$

$$= \det \left( [s^2 + (T\gamma - 1)sI_n + [1 - (1 + T\gamma)s]D^{-1}A \right),$$

where we have used Lemma 2.3.1 to obtain the last equality because $sI_n - [(1 - T\gamma)I_n + (1 + T\gamma)D^{-1}A], D^{-1}A, -I_n$ and $sI_n$ commute pairwise. Noting that $\lambda_i$ is the $i$th eigenvalue of $D^{-1}A$, we can get $\det(sI_n + D^{-1}A) = \prod_{i=1}^n (s + \lambda_i)$. It thus follows that $\det(sI_n - \tilde{A}) = \prod_{i=1}^n \{s^2 + (T\gamma - 1)s + [1 - (1 + T\gamma)s]\lambda_i \}$. Therefore, the roots of $\det(sI_n - \tilde{A}) = 0$ satisfy

$$s^2 + s[T\gamma - 1 - (1 + T\gamma)\lambda_i] + \lambda_i = 0. \quad (3.47)$$

It can be noted that each eigenvalue of $D^{-1}A$, $\lambda_i$, corresponds to two eigenvalues of $\tilde{A}$.

Instead of computing the roots of (3.47) directly, we apply the bilinear transformation $s = \frac{z+1}{z-1}$ in (3.47) to get

$$T\gamma(1 - \lambda_i)z^2 + 2(1 - \lambda_i)z + (2 + T\gamma)\lambda_i + 2 - T\gamma = 0. \quad (3.48)$$

Because the bilinear transformation maps the left half of the complex $s$-plane to the interior of the unit circle in the $z$-plane, it follows that (3.47) has all roots within the unit circle if and only if (4.27) has all roots in the open left half plane (LHP). In the following, we will study the condition on $T$ and $\gamma$ under which (4.27) has all roots in the open LHP. Letting $z_1$ and $z_2$ denote the roots of (4.27), it follows from (4.27) that

$$z_1 + z_2 = -\frac{2}{T\gamma} \quad (3.49)$$

$$z_1z_2 = \frac{(2 + T\gamma)\lambda_i + 2 - T\gamma}{T\gamma(1 - \lambda_i)}. \quad (3.50)$$

Noting that (3.49) implies that $\text{Im}(z_1) + \text{Im}(z_2) = 0$, we define $z_1 = a_1 + jb$ and $z_2 = a_2 - jb$. 
where \( j \) is the imaginary unit. It can be noted that \( z_1 \) and \( z_2 \) have negative real parts if and only if \( a_1 a_2 > 0 \) and \( a_1 + a_2 < 0 \). Note that (3.49) implies \( a_1 + a_2 < 0 \) because \( T\gamma > 0 \). We next show the sufficient condition on \( T \) and \( \gamma \) such that \( a_1 a_2 > 0 \) holds. By substituting the definitions of \( z_1 \) and \( z_2 \) into (3.50), we have

\[
a_1 a_2 + b^2 + j(a_2 - a_1) b = \frac{(2 + T\gamma)\lambda_i + 2 - T\gamma}{T\gamma(1 - \lambda_i)},
\]

which implies

\[
a_1 a_2 + b^2 = \frac{2 + T\gamma}{T\gamma} + \frac{4[1 - \text{Re}(\lambda_i)]}{T\gamma|1 - \lambda_i|^2}
\]

(3.51)

\[
(a_2 - a_1) b = \frac{4\text{Im}(\lambda_i)}{T\gamma|1 - \lambda_i|^2}.
\]

(3.52)

It follows from (3.52) that \( b = \frac{4\text{Im}(\lambda_i)}{T\gamma(a_2 - a_1)|1 - \lambda_i|^2} \). Considering also the fact that \( (a_2 - a_1)^2 = (a_1 + a_2)^2 - 4a_1 a_2 = \frac{4}{T\gamma^2} - 4a_1 a_2 \). After some manipulation, (3.51) can be written as

\[
K_1(a_1 a_2)^2 + K_2 a_1 a_2 + K_3 = 0,
\]

(3.53)

where \( K_1 = T^2\gamma^2|1 - \lambda_i|^4 \), \( K_2 = -|1 - \lambda_i|^4 + (2 + T\gamma)T\gamma|1 - \lambda_i|^4 - 4[1 - \text{Re}(\lambda_i)]T\gamma|1 - \lambda_i|^2 \) and \( K_3 = \frac{1}{T\gamma^2} \{4[1 - \text{Re}(\lambda_i)]|1 - \lambda_i|^4 - (2 + T\gamma)|1 - \lambda_i|^4\} - 4\text{Im}(\lambda_i)^2 \). It can be computed that \( K_2^2 - 4K_1 K_3 = \{4[1 - \lambda_i]^4 + (2 + T\gamma)T\gamma|1 - \lambda_i|^4 - 4[1 - \text{Re}(\lambda_i)]T\gamma|1 - \lambda_i|^2\}^2 + 16T^2\gamma^2|1 - \lambda_i|^4|\text{Im}(\lambda_i)|^2 \geq 0 \), which implies that (3.53) has two real roots. Because \( |\lambda_i| < 1 \), it is straightforward to know \( K_1 > 0 \). Therefore, a sufficient condition for \( a_1 a_2 > 0 \) is that \( K_2 < 0 \) and \( K_3 > 0 \). When \( 0 < T\gamma \leq 1 \), because \( |1 - \lambda_i|^2 < 2[1 - \text{Re}(\lambda_i)] \) as is shown in the proof of the first statement, it follows that \( K_2 < -|1 - \lambda_i|^4 + (2 + T\gamma)T\gamma|1 - \lambda_i|^4 - 2|1 - \lambda_i|^2T\gamma|1 - \lambda_i|^2 = |1 - \lambda_i|^4[-1 + (T\gamma)^2] \leq 0 \). Similarly, when \( 0 < T\gamma < \frac{2|1 - \lambda_i|^2[2(1 - \text{Re}(\lambda_i))|1 - \lambda_i|^2]}{|1 - \lambda_i|^4 + 4|\text{Im}(\lambda_i)|^2} \), it follows that \( K_3 > 0 \). Therefore, if positive scalars \( \gamma \) and \( T \) satisfy \( T\gamma < \text{min}\{1, \text{min}_{i=1,...,n} \frac{2|1 - \lambda_i|^2[2(1 - \text{Re}(\lambda_i))|1 - \lambda_i|^2]}{|1 - \lambda_i|^4 + 4|\text{Im}(\lambda_i)|^2}\} \), all eigenvalues of \( \tilde{A} \) are within the unit circle.

In the following, we apply Lemma 3.2.2 into (3.46) to derive the bound of the tracking errors.

**Theorem 3.2.1** Assume that the reference state \( r^c[k] \) satisfies \( \frac{r^c[k] - 1 - r^c[k]}{\sqrt{1 - r^c[k]^2}} \leq \bar{r} \), and the virtual
leader has a directed path to all vehicles 1 to n. Let \( \lambda_i \) be the \( i \)th eigenvalue of \( D^{-1}A \), where \( D \) is defined right after (3.43) and \( A \) is the adjacency matrix. When positive scalars \( \gamma \) and \( T \) satisfy
\[
T \gamma < \min\{1, \min_{i=1,\ldots,n} \frac{2|1-\lambda_i|^2(2|1-\text{Re}(\lambda_i)| - |1-\lambda_i|^2)}{|1-\lambda_i|^2 + 4|\text{Im}(\lambda_i)|^2} \},
\]
using algorithm (3.42), \( ||Y[k]||_\infty \), defined before (3.44), is bounded by \( 2T\bar{r} \left\| \hat{A}(I_{2n} - \hat{A})^{-1} \right\|_\infty \) as \( k \to \infty \), where \( \hat{A} \) is defined in (3.45).

**Proof:**When the virtual leader has a directed path to all vehicles 1 to n, it follows from Lemma 3.2.2 that \( \hat{A} \) has all eigenvalues within the unit circle if positive scalars \( T \) and \( \gamma \) are chosen satisfying
\[
T \gamma < \min\{1, \min_{i=1,\ldots,n} \frac{2|1-\lambda_i|^2(2|1-\text{Re}(\lambda_i)| - |1-\lambda_i|^2)}{|1-\lambda_i|^2 + 4|\text{Im}(\lambda_i)|^2} \}.
\]
Therefore, \( \lim_{k \to \infty} \hat{A}^k = 0_{2n \times 2n} \). It follows from (3.46) that
\[
\lim_{k \to \infty} ||Y[k]||_\infty = \lim_{k \to \infty} \left\| \sum_{i=1}^{k-1} \hat{A}^{k-i} \hat{B}X^r[k] \right\|_\infty \\
\leq \lim_{k \to \infty} \left\| \sum_{i=1}^{k-1} \hat{A}^i \right\|_\infty \left\| \hat{B} \right\|_\infty \left\| X^r[k] \right\|_\infty.
\]
Similarly, we have
\[
\lim_{k \to \infty} ||X^r[k]||_\infty = \left\| \{2r^c[k] - r^c[k - 1] - r^c[k + 1]\}1_n \right\|_\infty \\
\leq 2T\bar{r},
\]
where we have used the fact that \( \frac{|r^c[k] - r^c[k - 1]|}{T} \leq \bar{r} \) to derive (3.54). Meanwhile, because all eigenvalues of \( \hat{A} \) are within the unit circle, it follows from Lemma 5.6.10 [86] that there exists a matrix norm \( \|\cdot\| \) such that \( \||\hat{A}||| < 1 \). It then follows from Theorem 4.3 [96] that
\[
\lim_{k \to \infty} ||Y[k]||_\infty \leq 2T\bar{r} \left\| \hat{A}(I_{2n} - \hat{A})^{-1} \right\|_\infty.
\]

**Remark 3.2.2** From Theorem 3.2.1, it can be noted that the bound of the tracking error using PD-like discrete-time consensus algorithm with a time-varying reference state is proportional to the sampling period \( T \). As \( T \to 0 \), the tracking error will go to zero ultimately when \( \frac{|r^c[k] - r^c[k - 1]|}{T} \) is bounded and the virtual leader has a directed path to all vehicles 1 to n.
3.2.4 Comparison Between P-like and PD-like Discrete-time Consensus Algorithms with a Time-varying Reference State

A P-like continuous-time consensus algorithm without a reference state is studied for (3.38) as \[u_i(t) = \sum_{j=1}^{n} a_{ij} [r_j(t) - r_i(t)].\] When there exists a virtual leader whose state is the reference state \(\xi^c(t),\) a P-like continuous-time consensus algorithm is given as

\[u_i(t) = \sum_{j=1}^{n} a_{ij} [r_j(t) - r_i(t)] + a_{i(n+1)} [r^c(t) - r_i(t)],\] (3.55)

where \(a_{ij}\) and \(a_{i(n+1)}\) are defined as in (3.39). By sampling (3.55), we obtain

\[u_i[k] = \sum_{j=1}^{n} a_{ij} [r_j[k] - r_i[k]] + a_{i(n+1)} [r^c[k] - r_i[k]].\] (3.56)

Using (3.56) for (3.40), we get the P-like discrete-time consensus algorithm with a time-varying reference state as

\[r_i[k+1] = r_i[k] + T \sum_{j=1}^{n} a_{ij} (r_j[k] - r_i[k]) + Ta_{i(n+1)} (r^c[k] - r_i[k]),\] (3.57)

where \(T\) is the sampling period. By defining \(\delta_i[k] \triangleq r_i[k] - r^c[k],\) we rewrite (3.57) as

\[\delta_i[k+1] = \delta_i[k] + T \sum_{j=1}^{n} a_{ij} (\delta_j[k] - \delta_i[k]) - Ta_{i(n+1)} \delta_i[k] - (r^c[k+1] - r^c[k]),\]

which can then be written in matrix form as

\[\Delta[k+1] = Q \Delta[k] - (r^c[k+1] - r^c[k])1_n,\] (3.58)

where \(\Delta[k] = [\delta_1[k], \cdots, \delta_n[k]]^T,\) \(Q = I_n - T\mathcal{L} - T\text{diag}\{a_{1(n+1)}, \cdots, a_{n(n+1)}\}\), and \(\mathcal{L}\) is the Laplacian matrix. It follows that \(Q\) is nonnegative when \(T < \min_{i=1,\cdots,n} \frac{1}{\sum_{j=1}^{n} a_{ij}}\).

**Lemma 3.2.3** Assume that the virtual leader has a directed path to all vehicles 1 to \(n.\) When \(T < \min_{i=1,\cdots,n} \frac{1}{\sum_{j=1}^{n} a_{ij}},\) \(Q\) satisfies \(\|Q^n\|_\infty < 1,\) where \(Q\) is defined right after (3.58). Furthermore, if \(\|Q^n\|_\infty < 1,\) \(Q\) has all eigenvalues within the unit circle.
Proof: The proof is similar to that of Lemma 3.2.1 and is omitted here.

**Theorem 3.2.3** Assume that the reference state \( r^c[k] \) satisfies \( \frac{|r^c[k] - r^c[k-1]|}{T} \leq \bar{r} \), and the virtual leader has a directed path to all vehicles 1 to \( n \). When \( T < \min_{i=1,\ldots,n} \frac{1}{\sum_{j=1}^{n+1} a_{ij}} \), using algorithm (3.57), \( \|\Delta[k]\|_\infty \) is bounded by \( \bar{r} \|Q(L + \text{diag}\{a_1(n+1), \ldots, a_{n(n+1)}\})^{-1}\|_\infty \) as \( k \to \infty \), where \( Q \) and \( \Delta[k] \) are defined after (3.58).

Proof: The solution of (3.58) is

\[
\Delta[k] = Q^k \Delta[0] - \sum_{i=1}^{k-1} Q^{k-i} (r^c[k+1] - r^c[k]) 1_n. \tag{3.59}
\]

When the virtual leader has a directed path to all vehicles 1 to \( n \), it follows from Lemma 3.2.3 that \( Q \) has all eigenvalues within the unit circle when \( T < \min_{i=1,\ldots,n} \frac{1}{\sum_{j=1}^{n+1} a_{ij}} \), which implies \( Q^k \to 0_{n \times n} \) as \( k \to \infty \). It follows from (3.59) that

\[
\lim_{k \to \infty} \Delta[k] = - \lim_{k \to \infty} \sum_{i=1}^{k} Q^{k-i} (r^c[k+1] - r^c[k]) 1_n.
\]

As \( \frac{|r^c[k] - r^c[k-1]|}{T} \leq \bar{r} \), it follows that

\[
\lim_{k \to \infty} \|\Delta[k]\|_\infty \leq \lim_{k \to \infty} \bar{r} T \left\| \sum_{i=1}^{k-1} Q^{k-i} \right\|_\infty. \tag{3.60}
\]

Because \( Q \) has all eigenvalues within the unit circle, it follows from Lemma 5.6.10 [86] that there exists a matrix norm \( ||| \cdot ||| \) such that \( |||Q||| < 1 \). It then follows from (3.60) that

\[
\lim_{k \to \infty} |||\Delta[k]|||_\infty \\
\leq \lim_{k \to \infty} \bar{r} T \left\| (Q + Q^2 + \ldots + Q^{k-1}) \right\|_\infty \\
= \bar{r} T \left\| Q(I_n - Q)^{-1} \right\|_\infty \\
= \bar{r} \left\| Q(L + \text{diag}\{a_1(n+1), \ldots, a_{n(n+1)}\})^{-1} \right\|_\infty,
\]

where we have used Theorem 4.3 [96] to obtain the last equality. \[\blacksquare\]
**Remark 3.2.4** In contrast to the results in Theorem 3.2.1, the bound of the tracking error using P-like discrete-time consensus algorithm (3.57) is not proportional to the sampling period $T$. In fact, as $T \to 0$, the tracking error using (3.57) will not go to zero [69].

The comparison between Theorem 3.2.1 and Theorem 3.2.3 shows the benefit of the PD-like discrete-time consensus algorithm over the P-like discrete-time consensus algorithm when there exists a time-varying reference state that is available to only a subset of the team members. As a special case, when the reference state is time-invariant, i.e., $\bar{r} = 0$, it follows from Theorems 3.2.1 and 3.2.3 that the tracking error will go to zero ultimately for both P-like and PD-like discrete-time consensus algorithms.

**Remark 3.2.5** From Theorem 3.2.1, it can be noted that the product $T\gamma$ should be less than a positive upper bound to ensure system stability when using PD-like discrete-time consensus algorithm (3.42). Accordingly, the sampling period $T$ can be increased by decreasing the control gain $\gamma$. In contrast, when using P-like discrete-time consensus algorithm (3.57), the sampling period $T$ should be less than a positive upper bound to ensure system stability. In real applications, the sampling period may be large. In this case, PD-like discrete-time consensus algorithm also shows benefit over P-like discrete-time consensus algorithm.

### 3.2.5 Simulation

In this section, a simulation example is presented to illustrate the PD-like discrete-time consensus algorithm. To show the benefit of the PD-like discrete-time consensus algorithm, the simulation result using the P-like discrete-time consensus algorithm is also presented. We consider a team of four vehicles with a directed graph given by Fig. 3.17 and let the first, third and fourth vehicles access the time-varying reference state. It can be noted that the virtual leader has a directed path to all four vehicles. The Laplacian matrix is chosen as $L = \begin{bmatrix} 1 & -1 & 0 & 0 \\ -1 & 2 & -1 & 0 \\ -1 & 0 & 1 & 0 \\ 0 & -1 & -1 & 2 \end{bmatrix}$. 

Fig. 3.17: Directed graph for four vehicles. A solid arrow from \( j \) to \( i \) denotes that vehicle \( i \) can receive information from vehicle \( j \). A dashed arrow from \( \xi^r \) to \( l \) denotes that vehicle \( l \) can receive information from the virtual leader.

For both the P-like and PD-like discrete-time consensus algorithms with a time-varying reference state, we let the initial states of the four vehicles \([r_1[0], r_2[0], r_3[0], r_4[0]] = [3, 1, -1, -2]\) and \([r_1[-1], r_2[-1], r_3[-1], r_4[-1]] = [0, 0, 0, 0]\). The reference state is chosen as \( \sin(t) + t \).

Figs. 3.18(a) and 3.18(b) show, respectively, the states \( r_i(t) \) and tracking errors \( r^c(t) - r_i(t) \) by using PD-like discrete-time consensus algorithm (3.42) with a time-varying reference state when \( T = 0.5 \) sec and \( \gamma = 1 \). From Fig. 3.18(b), it can be seen that the four vehicles can track the reference state with large tracking errors. Figures 3.18(c) and 3.18(d) show, respectively, the states \( \xi_i(t) \) and tracking errors \( r^c(t) - r_i(t) \) by using PD-like discrete-time consensus algorithm (3.42) with the same reference state when \( T = 0.1 \) sec and \( \gamma = 5 \). From Fig. 3.18(d), it can be seen that the four vehicles can track the reference state with very small tracking errors. This shows that the tracking errors will be larger if the sampling period becomes larger. As a counterexample, Figs. 3.18(e) and 3.18(f) show, respectively, the state \( r_i(t) \) and tracking errors \( r^c(t) - r_i(t) \) when \( T = 0.2 \) sec and \( \gamma = 5 \). It can be noted that the system is unstable when the product \( T\gamma \) is larger than the positive upper bound proposed in Theorem 3.2.1.

Figures. 3.19(a) and 3.19(b) show, respectively, the states \( r_i(t) \) and tracking errors \( r^c(t) - r_i(t) \) by using P-like discrete-time consensus algorithm (3.57) with the same time-varying reference state when \( T = 0.1 \) sec and \( \gamma = 5 \). It can be seen that the tracking error using P-like discrete-time consensus algorithm (3.57) is much larger than that using PD-like discrete-time consensus algorithm (3.42) under the same condition. This shows the benefit of the PD-like discrete-time consensus algorithm over the P-like discrete-time consensus algorithm when there exists a time-varying reference state that is available to only a subset of the team members.
Fig. 3.18: Consensus tracking with a time-varying reference state using PD-like discrete-time consensus algorithm (3.42) under different $T$ and $\gamma$. 
Fig. 3.19: Consensus tracking with a time-varying reference state using P-like discrete-time consensus algorithm (3.57).
Chapter 4

Decentralized Containment Control with Multiple Group Reference States

In the previous several chapters, we have investigated the coordination problems when there exists at most one group reference state. In this chapter, we study the case when there exists multiple group reference states. The group reference states are also called “leaders.” We study the decentralized containment control problem in which all followers will converge to the convex hull formed by the leaders and consistently stay within the convex hull. A stop-and-go strategy was proposed to solve the problem of driving a collection of mobile agents to the convex polytope spanned by dedicated leaders under an undirected network topology [97]. This stop-and-go strategy was then used to solve the problem of driving a collection of mobile agents to the convex polytope formed by the stationary/dynamic leaders in an orderly manner [76]. Note that the study focused on fixed undirected interaction.

In this chapter, we will study containment problems for both single-integrator kinematics and double-integrator dynamics in both fixed and switching directed network topology. In addition, we will also present experimental results on a multi-robot platform to validate some theoretical results.

4.1 Definitions and Notations

**Definition 4.1.1** For a directed graph $\mathcal{G} = (V, W)$, an agent is called a leader if the agent has no neighbor. An agent is called a follower if the agent is not a leader. Assume that there are $m$ leaders, where $m < n$. We use $\mathcal{R}$ and $\mathcal{F}$ to denote, respectively, the leader set and the follower set. The directed graph $\mathcal{G}$ has a united directed spanning tree if for any one of the $n - m$ followers, there exists at least one leader which has a directed path to the follower.
Definition 4.1.2  Let $C$ be a set in a real vector space $V \subseteq \mathbb{R}^p$. The set $C$ is called convex if, for any $x$ and $y$ in $C$, the point $(1 - z)x + zy$ is in $C$ for any $z \in [0,1]$. The convex hull for a set of points $X = \{x_1, \cdots, x_q\}$ in $V$ is the minimal convex set containing all points in $X$. We use $\text{Co}(X)$ to denote the convex hull of $X$. In particular, when $V \subseteq \mathbb{R}$, $\text{Co}(X) = \{x | x \in [\min_i x_i, \max_i x_i]\}$.

Definition 4.1.3  The matrix $B \in \mathbb{R}^{n \times n}$ is called a (row) stochastic matrix if each entry of $B$ is nonnegative and each row of $B$ has a sum equal to one.

4.2  Single-integrator Kinematics

4.2.1  Stability Analysis with Multiple Stationary Leaders

In this section, we study the conditions on, respectively, the fixed and switching directed network topologies such that all followers will ultimately converge to the stationary convex hull formed by the stationary leaders.

Consider a group of $n$ autonomous agents with single-integrator kinematics given by

$$\dot{r}_i(t) = u_i(t), \quad i = 1, \ldots, n,$$

where $r_i(t) \in \mathbb{R}^p$ and $u_i(t) \in \mathbb{R}^p$ are, respectively, the state and the control input of the $i$th agent. A common consensus algorithm for (4.1) was studied as [36, 37, 39, 98, 99]

$$u_i(t) = -\sum_{j=1}^{n} a_{ij}(t)[r_i(t) - r_j(t)], \quad i = 1, \ldots, n,$$

where $a_{ij}(t)$ is the $(i, j)$th entry of the adjacency matrix $A(t)$ at time $t$. The objective of (6.2) is to guarantee consensus, i.e., $r_i(t) \to r_j(t)$ for arbitrary initial conditions $r_i(0)$, $i = 1, \ldots, n$. Conditions on the network topology to ensure consensus were studied [36, 37, 39, 98, 99], but these references only considered the case when there exists at most one leader in the group.
Suppose that there are $m, m < n$, stationary leaders and $n - m$ followers. Equation (4.2) becomes
\[
\begin{align*}
\dot{u}_i(t) &= 0, \quad i \in \mathcal{R} \\
\dot{u}_i(t) &= - \sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}(t)[r_i(t) - r_j(t)], \quad i \in \mathcal{F}.
\end{align*}
\] (4.3)

Note that $r_j, j \in \mathcal{R}$, is constant because the leaders are stationary.

**Fixed Directed Interaction**

In this subsection, we assume that the directed interaction is fixed, i.e., all $a_{ij}(t)$ in (4.14) are constant. We first assume that all agents are in a one-dimensional space, i.e., $p = 1$ in (4.1).

**Theorem 4.2.1** For an $n$-agent system, using (4.14) for (4.1), all followers will always converge to the stationary convex hull $\text{Co}\{r_j, j \in \mathcal{R}\}$ for arbitrary initial conditions $r_i(0), i \in \mathcal{F}$, if and only if the directed graph $\mathcal{G}$ for the $n$ agents has a united directed spanning tree.

**Proof:** (Necessity) Suppose that the directed graph $\mathcal{G}$ does not have a united directed spanning tree. Then there exists a follower, labeled as $k$, to which all leaders do not have a directed path. It follows that the state of follower $k$ is independent of the states of the leaders. Therefore, follower $k$ cannot always converge to the stationary convex hull $\text{Co}\{r_j, j \in \mathcal{R}\}$ for arbitrary initial conditions.

(Sufficiency) Define $r^+_L \triangleq \max\{r_j, j \in \mathcal{R}\}$, $r^-_L \triangleq \min\{r_j, j \in \mathcal{R}\}$, $r^+_F \triangleq \max\{x_j, j \in \mathcal{F}\}$, and $r^-_F \triangleq \min\{x_j, j \in \mathcal{F}\}$. To show that all followers will converge to the stationary convex hull $\text{Co}\{r_j, j \in \mathcal{R}\}$, we study the following four cases:

Case 1. All followers are initially within the stationary convex hull $\text{Co}\{r_j, j \in \mathcal{R}\}$. In this case, it follows from (4.14) that the states of the $n - m$ followers cannot be larger than $r^+_L$ or less than $x^-_L$ because for any follower $j$, $\dot{r}_j < 0$ if $r_j > r^+_L$ and $\dot{r}_j > 0$ if $r_j < r^-_L$. Therefore, all $n - m$ followers will always be within the stationary convex hull $\text{Co}\{r_j, j \in \mathcal{R}\}$.

Case 2. The initial states of some followers are larger than $r^+_L$ and the others are initially within the stationary convex hull $\text{Co}\{r_j, j \in \mathcal{R}\}$. We next show that $r^+_F \leq r^+_L$ as $t \to \infty$ and $r^-_F \leq r^-_L$ for all $t$. 
Step 1: $r^+_F$ is a nonincreasing function if $r^+_F > r^+_L$. From (4.14), for the follower(s) with the state $r^+_F$, the control input will be less than or equal to zero. Therefore, the state(s) of the follower(s) with the state $r^+_F$ will not increase. Meanwhile, the states of the other followers in $\mathcal{F}$ cannot be larger than the current maximal state $r^+_F$ according to (4.14). Therefore, $r^+_F$ is a nonincreasing function.

Step 2: $r^+_F$ will decrease after a finite period of time if $r^+_F > r^+_L$ and the directed graph $\mathcal{G}$ has a united directed spanning tree. The proof of this part is motivated by Moreau’s work [98]. Different from the analysis in Moreau’s work [98], we consider the multi-leader case. By using the convexity property and following a similar analysis to that in Moreau’s work [98], it can be shown that $r^+_F$ will decrease after a finite period of time.

Combining Steps 1 and 2, we get that $r^+_F \leq r^+_L$ as $t \to \infty$. Note also that $r^-_F \geq r^-_L$ for all $t$ according to (4.14). Therefore, all followers will converge to the stationary convex hull $\text{Co}\{r_j, j \in \mathcal{R}\}$.

Case 3. The initial states of some followers are less than $r^-_L$ and the others are initially within the stationary convex hull $\text{Co}\{r_j, j \in \mathcal{R}\}$. The analysis of this case is similar to the analysis of Case 2 by showing that $r^-_F \geq r^-_L$ as $t \to \infty$ and $r^+_F \leq r^+_L$ for all $t$.

Case 4. The initial states of some followers are larger than $r^+_L$, the initial states of some followers are less than $r^-_L$, and the others are initially within the stationary convex hull $\text{Co}\{r_j, j \in \mathcal{R}\}$. The analysis of this case is a combination of Cases 2 and 3.

Remark 4.2.2 In Theorem 4.2.1, the containment control problem is studied in a one-dimensional space. We next show that the same conclusion holds for any high-dimensional space. In the case of a high-dimensional space, i.e., $p > 1$ in (4.1), by using the decoupling technique, it follows that all followers will converge to the smallest hyperrectangle containing the stationary leaders under the conditions of Theorem 4.2.1. Note that from (4.1) and (4.14),

$$R\dot{r}_i(t) = -R \sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}(t)[r_i(t) - r_j(t)]$$

$$= - \sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}(t)[Rr_i(t) - Rr_j(t)], \quad i \in \mathcal{F},$$
where $R \in \mathbb{R}^{p \times p}$ represents any coordinate transformation matrix. It follows that the closed-loop system is independent of the coordinate frame. That is, all followers will converge to the smallest hyperrectangle containing the leaders under any coordinate frame. Therefore, all followers will converge to the intersection of all smallest hyperrectangles containing the leaders under various coordinate frames. Note that the intersection of all smallest hyperrectangles containing the leaders under various coordinate frames is essentially the minimal geometric space spanned by the leaders, i.e., the convex hull formed by the leaders. Therefore, all followers will converge to the convex hull formed by the leaders in any high-dimensional space. We illustrate the idea in a two-dimensional space. Assume that there are four stationary leaders whose positions are denoted by the four squares in Fig. 4.1. Under the condition of Theorem 4.2.1, it follows from the above analysis that the followers will ultimately converge to the red rectangle under the $(X_1, Y_1)$ coordinate frame and the blue rectangle under the $(X_2, Y_2)$ coordinate frame. Therefore, the followers will converge to the intersection of the two rectangles, i.e., the convex hull formed by the leaders.

In the following of this subsection and Section 4.2.1, we assume that $p = 1$ in (4.1) for the simplicity of presentation. However, all the results in the following of this subsection and Section 4.2.1 are still valid for $p > 1$ in (4.1) by following the previous analysis.

**Remark 4.2.3** Using (4.14) for (4.1), the final states for the $n$ agents are unique constants. When all $a_{ij}(t)$ in (4.14) are constant, using (4.14), (4.1) can be written as

$$
\dot{X}(t) = -LX(t),
$$

(4.4)

where $X(t) = [r_1(t), \ldots, r_n(t)]^T$ and $L$ is the Laplacian matrix. Note that each entry of the $j$th row of $L$ is equal to zero for $j \in \mathcal{R}$. Because the zero eigenvalue of $L$ has the same algebraic and geometric multiplicities [100] and the other eigenvalues of $L$ are on the open right half plane, by writing $-L$ into a Jordan canonical form, it follows that the solution to (4.4) is unique and constant. In particular, let $r^e_i$ and $X^e$ denote, respectively, the steady state of $r_i(t)$ and $X(t)$. Under the condition of Theorem 4.2.1, the steady state of (4.4) obtained by solving $LX^e = 0$, where $0$ is an all-zero column vector with a compatible size, satisfies the fact that $r^e_i \in \text{Co}\{r_j, j \in \mathcal{R}\}, i \in \mathcal{F}$. 
Remark 4.2.4 Existing consensus algorithms primarily studied the case where the Laplacian matrix has exactly one zero eigenvalue. When there exist multiple leaders, the Laplacian matrix $L$ in (4.4) has multiple zero eigenvalues \[101\]. Theorem 4.2.1 studied the case when the Laplacian matrix has multiple zero eigenvalues.

Remark 4.2.5 Ji et al. [76] focused on the case where the network topology for the followers is undirected and connected. Theorem 4.2.1 considers a general case where the network topology for the followers is directed and not necessarily connected.

Switching Directed Interaction

In this subsection, we assume that $\mathcal{A}(t)$, i.e., the interaction among the $n$ agents, is constant over time intervals $[\sum_{j=1}^{k} \Delta_j, \sum_{j=1}^{k+1} \Delta_j]$ and switches at time $t = \sum_{j=1}^{k} \Delta_j$ with $k = 0, 1, \cdots$, where $\Delta_j > 0$, $j = 1, \cdots$. Let $\mathcal{G}_k$ and $\mathcal{A}_k$ denote, respectively, the directed graph and the adjacency matrix for the $n$ agents for $t \in [\sum_{j=1}^{k} \Delta_j, \sum_{j=1}^{k+1} \Delta_j]$. Equation (4.4) becomes

$$
\dot{X}(t) = -L_k X(t),
$$

(4.5)

where $L_k \in \mathbb{R}^{n \times n}$ represents the Laplacian matrix associated with $\mathcal{A}_k$.

\[1\]When $k = 0$, we define $\sum_{j=1}^{k} \Delta_j \triangleq 0$. 

Fig. 4.1: Containment control under different coordinate frames in the two-dimensional space. The squares denote the positions of the four leaders. The blue and red rectangles represent the smallest rectangles containing the leaders under, respectively, the $(X_1, Y_1)$ coordinate frame and the $(X_2, Y_2)$ coordinate frame.
Theorem 4.2.6 For an \( n \)-agent system, using (4.14) for (4.1), all followers will always converge to the stationary convex hull \( \text{Co}\{r_j, j \in \mathcal{R}\} \) for arbitrary initial conditions \( r_i(0), i \in \mathcal{F} \), if and only if there exists \( N_2 \) such that the union of \( \mathcal{G}_i, i = N_1, \ldots, N_1 + N_2 \), has a united directed spanning tree for any finite \( N_1 \).

Proof: The proof is motivated by Moreau’s work [38] but here we consider the multi-leader case.

(Necessity) When there does not exist \( N_2 \) such that the union of \( \mathcal{G}_i, i = N_1, \ldots, N_1 + N_2 \), has a united directed spanning tree for any finite \( N_1 \), there exists at least one follower such that all leaders do not have a directed path to the follower for \( t \in \left(\sum_{j=1}^{N_1} \Delta_j, \infty\right) \). It follows that the state of the follower is independent of the states of the leaders for \( t \geq \sum_{j=1}^{N_1} \Delta_j \). A similar analysis to that in Theorem 4.2.1 shows that at least one follower cannot converge to the stationary convex hull \( \text{Co}\{x_j, j \in \mathcal{R}\} \) for arbitrary initial states.

(Sufficiency) Define \( r_{L}^+, r_{L}^-, r_{F}^+, \) and \( r_{F}^- \) as in the proof of Theorem 4.2.1. By considering the same four cases as in the proof of Theorem 4.2.1, using the convexity property, and following a similar analysis to that in Moreau’s work [38], the theorem is proved.

Remark 4.2.7 Different from the existing consensus algorithms using which the final states for all agents are fixed, when there exist multiple stationary leaders, the final states of all followers might not be constant under a switching network topology.

Remark 4.2.8 In Section 4.2.1, we assume that each leader has no neighbor. However, for some network topologies, it is possible to view a subgroup of agents as one leader. For example, for the network topology given by Fig. 4.2, agents 1 and 2 (respectively, agents 5 and 6) can reach consensus on a constant value independent of the states of the other agents. The results in Section 4.2.1 can also be applied to this case by viewing agents 1 and 2 (respectively, agents 5 and 6) as one leader with the state being the constant consensus equilibrium of agents 1 and 2 (respectively, agents 5 and 6).

Remark 4.2.9 For the discrete-time consensus algorithm, i.e., the distributed weighted averaging algorithm, with multiple stationary leaders, the convergence results are the same as those in Theorems 4.2.1 and 4.2.6 by following a similar analysis.
4.2.2 Stability Analysis with Multiple Dynamic Leaders

In this section, we propose a decentralized tracking control algorithm without velocity measurements and then analyze the stability condition under both fixed and switching network topologies.

For agents with the single-integrator kinematics (4.1), when there exist \( m, m < n \), dynamic leaders and \( n - m \) followers, we propose the following tracking control algorithm without velocity measurements as

\[
\begin{align*}
    u_i(t) &= v_i(t), \quad i \in \mathcal{R} \\
    u_i(t) &= -\alpha \sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}(t) [r_i(t) - r_j(t)] \\
    &\quad - \beta \text{sgn} \left\{ \sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}(t) [r_i(t) - r_j(t)] \right\}, \quad i \in \mathcal{F},
\end{align*}
\]

where \( v_i(t) \in \mathbb{R}^p \) denotes the time-varying velocity of leader \( i, i \in \mathcal{R} \), \( a_{ij}(t) \) is defined as in (6.2), \( \text{sgn}(\cdot) \) is the signum function defined entrywise, \( \alpha \) is a nonnegative constant scalar, and \( \beta \) is a positive constant scalar. We assume that \( ||v_i(t)||, i \in \mathcal{R}, \) is bounded.

### Fixed Directed Interaction

In this subsection, we assume that the directed interaction is fixed, i.e., all \( a_{ij}(t) \) in (4.6) are constant. We first assume that all agents are in a one-dimensional space, i.e., \( p = 1 \) in (4.6). Before moving on, we need the following lemma.

**Lemma 4.2.1** Suppose that the directed graph \( \mathcal{G} \) has a directed spanning tree. For \( n \) agents with kinematics given by (4.1), using \( u_i(t) = -\sum_{j=1}^{n} a_{ij} f_{i,j}[r_i(t), r_j(t), t], i = 1, \ldots, n \), consensus
can be achieved if $f_{i,j}(\cdot, \cdot, \cdot)$ satisfies

$$f_{i,j}[x(t), y(t), t] = \begin{cases} > \epsilon, & x(t) > y(t) \\ = 0, & x(t) = y(t) \\ < -\epsilon, & x(t) < y(t), \end{cases} \quad (4.7)$$

or

$$f_{i,j}[x(t), y(t), t] = f_{i,j}[x(t), y(t)] = \begin{cases} > 0, & x(t) > y(t) \\ = 0, & x(t) = y(t) \\ < 0, & x(t) < y(t) \end{cases} \quad (4.8)$$

for any nonnegative $t$, where $\epsilon$ can be any positive constant.

**Proof:** The proof of this lemma is motivated by Moreau’s work [98]. Consider the Lyapunov function candidate $V(t) = \max_i r_i(t) - \min_i r_i(t)$. When $f_{i,j}(x(t), y(t), t)$ satisfies (4.7) or (4.8), the convexity property [98] is also satisfied. By following a similar analysis to that in Moreau’s work [98], when the directed graph $G$ has a directed spanning tree, we can get that $V(t) \to 0$ as $t \to \infty$, which implies that $x_i(t) \to x_j(t)$ as $t \to \infty$. \hfill \blacksquare

**Theorem 4.2.10** For an $n$-agent system, suppose that $\beta > \gamma_l$, where $\gamma_l \triangleq \sup_{i \in \mathcal{R}} ||v_i(t)||$. Using (4.6) for (4.1), all followers will always converge to the dynamic convex hull $\text{Co}\{r_j(t), j \in \mathcal{R}\}$ as $t \to \infty$ for arbitrary initial conditions $r_i(0), i \in \mathcal{F}$, if and only if the directed graph $G$ has a united directed spanning tree.

**Proof:** (Necessity) The necessity proof is similar to that in Theorem 4.2.1.

(Sufficiency) Without loss of generality, suppose that agents 1 to $n - m$ are followers and agents $n - m + 1$ to $n$ are leaders. Denote $X(t) \triangleq [r_1(t), \ldots, r_n(t)]^T$ and let $\mathcal{L} \in \mathbb{R}^{n \times n}$ be the Laplacian matrix for the $n$ agents. It can be noted that the last $m$ rows of $\mathcal{L}$ are all equal to zero. Using (4.6), (4.1) can be written in matrix form as

$$\dot{X}(t) = -\alpha \mathcal{L}X(t) - \beta \text{sgn}[(\mathcal{L}X(t)) + V(t)], \quad (4.9)$$
where \( V(t) = [0, \cdots, v(n-m+1)(t), \cdots, v_n(t)]^T \). Let \( Z(t) = [z_1(t), \cdots, z_n(t)]^T = \mathcal{L}X(t) \). It follows

\[
\dot{Z}(t) = \mathcal{L}\dot{X}(t) = -\alpha \mathcal{L}Z(t) - \beta \mathcal{L}\text{sgn}[Z(t)] + \mathcal{L}V(t).
\] (4.10)

Because the last \( m \) rows of \( \mathcal{L} \) are equal to zero, we get that \( z_i(t) \equiv 0, i = n - m + 1, \cdots, n \). We can thus view agents \( n - m + 1 \) to \( n \) as a single agent, labeled as 0, instead of \( m \) agents. It thus follows that \( z_0(t) \equiv 0 \). When \( \mathcal{G} \) has a united directed spanning tree, it follows that agent 0 has a directed path to the \( n - m \) followers.

Considering the group consisting of agents 0 to \( n - m \), we know that

\[
z_0(t) \equiv 0,
\]

\[
\dot{z}_i(t) = -\alpha \sum_{j=1}^{n-m} a_{ij} \left( [z_i(t) - z_j(t)] + \beta [\text{sgn}(z_i(t)) - \text{sgn}(z_j(t))] \right)
-
\sum_{j=n-m+1}^{n} a_{ij} \{z_i(t) + \beta \text{sgn}(z_i(t)) - v_j(t)\}, \quad i = 1, \ldots, n - m,
\]

where we have used (4.10) by noting that \( z_i(t) \equiv 0, i = n - m + 1, \cdots, n \). We next show that (4.10) satisfies the condition (4.7) or (4.8). When \( \beta > 0 \) and \( z_i(t) > z_j(t) \), it follows that

\[
\alpha[z_i(t) - z_j(t)] + \beta[\text{sgn}(z_i(t)) - \text{sgn}(z_j(t))] > 0, j = 1, \cdots, n - m.
\]

Similarly, when \( \beta > 0 \) and \( z_i(t) < z_j(t) \), it follows that \( \alpha[z_i(t) - z_j(t)] + \beta[\text{sgn}(z_i(t)) - \text{sgn}(z_j(t))] < 0, j = 1, \cdots, n - m \). Therefore, \( \alpha[z_i(t) - z_j(t)] + \beta[\text{sgn}(z_i(t)) - \text{sgn}(z_j(t))] \) satisfies the condition (4.7). When \( \beta > \gamma_l \) and \( z_i(t) > z_0(t) \equiv 0 \), it follows that \( \alpha z_i(t) + \beta \text{sgn}(z_i(t)) - v_j(t) > \beta - \gamma_l > 0 \). When \( \beta > \gamma_l \) and \( z_i(t) < z_0(t) \equiv 0 \), it follows that \( \alpha z_i(t) + \beta \text{sgn}(z_i(t)) - v_j(t) < -(\beta - \gamma_l) < 0 \). Therefore, \( \alpha z_i(t) + \beta \text{sgn}(z_i(t)) - v_j(t) \) satisfies the condition (4.8). Because agent 0 has a directed path to agents 1 to \( n - m \), i.e., the network topology for agents 0 to \( n - m \) has a directed spanning tree, it follows from Lemma 4.2.1 that \( z_i(t) \to z_0(t) \equiv 0, i = 1, \cdots, n - m \), as \( t \to \infty \). Because \( Z(t) \to 0 \) as \( t \to \infty \), it follows that \( \mathcal{L}X(t) \to 0 \) as \( t \to \infty \). Therefore, all followers will always converge to the dynamic convex hull \( \text{Co}\{r_j(t), j \in \mathcal{R}\} \) as \( t \to \infty \) under the condition of the theorem.
Remark 4.2.11 When the agents are in a one-dimensional space, it is shown in Theorem 4.2.10 that $LX(t) \to 0$ as $t \to \infty$. Similarly, when the agents are in a $p$-dimensional space ($p > 1$), by using the decoupling technique, it can be shown that $(L \otimes I_p)X(t) \to 0$ as $t \to \infty$ under the condition of Theorem 4.2.10. Note that $(L \otimes I_p)X(t) \to 0$ implies that $r_i(t) \in \text{Co}\{r_j(t), j \in \mathcal{R}\}$ as $t \to \infty$. That is, the same conclusion in Theorem 4.2.10 holds for any high-dimensional space.

Switching Directed Interaction

In this subsection, we assume that the adjacency matrix $A(t)$ (and hence the interaction) is switching over time but remains constant for $t \in [\sum_{j=1}^{k} \Delta_j, \sum_{j=1}^{k+1} \Delta_j)$ as in Section 4.2.1. We first study the case when all agents are in a one-dimensional space.

Theorem 4.2.12 For an $n$-agent system, suppose that $\beta > \gamma_l$, where $\gamma_l$ is defined in Theorem 4.2.10. Using (4.6) for (4.1), all followers will always converge to the dynamic convex hull $\text{Co}\{r_j(t), j \in \mathcal{R}\}$ as $t \to \infty$ for arbitrary initial conditions $r_i(0), i \in \mathcal{F}$, if the directed graph $G$ has a united directed spanning tree at each time interval $[\sum_{j=1}^{k} \Delta_j, \sum_{j=1}^{k+1} \Delta_j)$.

Proof: Define $r^+_L(t) \triangleq \max\{r_j(t), j \in \mathcal{R}\}$ and $\tilde{r}_i(t) \triangleq r_i(t) - r^+_L(t), i \in \mathcal{F} \cup \mathcal{R}$. It follows that $\tilde{r}_i(t) \leq 0, i \in \mathcal{R}$. Using (4.6) for (4.1), the closed-loop system can be written as

$$\begin{align*}
\dot{\tilde{r}}_i(t) &= v_i(t) - \tilde{r}^+_L(t), \quad i \in \mathcal{R} \\
\dot{\tilde{r}}_i(t) &= -\alpha \sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}[k]\tilde{r}_i(t) - \tilde{r}_j(t) \\
&\quad - \beta \text{sgn}\left\{\sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}[k](\tilde{r}_i(t) - \tilde{r}_j(t))\right\} - \dot{\tilde{r}}^+_L(t), \quad i \in \mathcal{F}, \quad (4.11)
\end{align*}$$

where $a_{ij}[k]$ is the $(i, j)$th entry of the adjacency matrix $A(t)$ for $t \in [\sum_{j=1}^{k} \Delta_j, \sum_{j=1}^{k+1} \Delta_j)$.

Define $\tilde{r}_+(t) \triangleq \max\{\tilde{r}_i(t), i \in \mathcal{F} \cup \mathcal{R}\}$. We next study $\tilde{r}_+(t)$ in the following two cases:

Case 1: $\tilde{r}_+(t)$ is a nonincreasing function if $\tilde{r}_+(t) \geq 0$ at $t = 0$. We prove this statement by contradiction. Suppose that $\tilde{r}_+(t)$ increases over some time period $[t_1, t_2]$. It then follows that there exists at least one follower, labeled as $j$, with the state $\tilde{r}_+(t)$ satisfying that $\tilde{r}_j(t)$ will increase over $[t_1, t_3]$, where $t_3 \leq t_2$. From (4.11), if the states of the neighbors of agent $j$ are less than
or equal to $\hat{r}_+(t)$ and $\hat{r}_j(t)$ increases for an arbitrary small amount, it follows from the analysis in Theorem 4.2.10 that $\hat{r}_j(t) < 0$, which implies that $\hat{r}_j(t)$ cannot increase. This results in a contradiction.

Case 2: $\hat{r}_+(t)$ will decrease after a finite period of time if the graph has a united directed spanning tree at each time interval and $\hat{r}_+(t) > 0$ at $t = 0$. Suppose that the states of some followers, labeled as $k_1, \cdots, k_s$, are equal to $\hat{r}_+(t)$. Because the directed graph at each time interval has a united directed spanning tree, followers $k_1, \cdots, k_s$ as a subgroup has at least one neighbor which is not within this subgroup at each time interval. By following a similar analysis to that in the proof of Theorem 4.2.10, it then follows from (4.11) that $\dot{\hat{r}}_j(t) < 0$, which implies that $\hat{r}_j(t)$ cannot increase. This results in a contradiction.

Combining the previous two cases shows that $\hat{r}_+(t) \to 0$ as $t \to \infty$.

Similarly, define $\bar{r}_-(t) = \min\{r_j(t), j \in \mathcal{R}\}$ and $\dot{\bar{r}}_i(t) \equiv r_i(t) - \bar{r}_-(t)$. It follows that $\bar{r}_i(t) \geq 0, i \in \mathcal{R}$. Note that (4.6) can be written as

$$
\dot{\bar{r}}_i(t) = -\alpha \sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}[k][\bar{r}_i(t) - \bar{r}_j(t)] - \beta \text{sgn} \left\{ \sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}[k][\bar{r}_i(t) - \bar{r}_j(t)] \right\} - \dot{\bar{r}}_-(t), \quad i \in \mathcal{F}.
$$

Define $\bar{r}_-(t) \equiv \min\{\bar{r}_i(t), i \in \mathcal{F} \cup \mathcal{R}\}$. A similar analysis to that for $\hat{r}_+(t)$ can also show that $\bar{r}_-(t) \to 0$ as $t \to \infty$. Combining the previous arguments shows that $r_i(t) \leq r^+_L(t)$ and $r_i(t) \geq r^-_L(t)$ as $t \to \infty$, which implies that all followers will converge to the dynamic convex hull $\text{Co}\{r_j(t), j \in \mathcal{R}\}$ as $t \to \infty$ under the condition of the theorem.

**Remark 4.2.13** Unlike the case of stationary leaders, the case of dynamic leaders requires more stringent conditions on network topologies to guarantee dynamic containment control. This is due to the fact that the leaders move with time-varying velocities rather than remain still.
**Remark 4.2.14** Theorem 4.2.12 focuses on the one-dimensional space. For any high-dimensional space, by using the decoupling technique, all followers will converge to the smallest hyperrectangle containing the dynamic leaders under the conditions of Theorem 4.2.12. Note that all followers might not converge to the dynamic convex hull formed by the dynamic leaders because the closed-loop system depends on the coordinate frame, which is different from Remark 4.2.2. To illustrate, we present the following counterexample. Consider a group of agents with four leaders and one follower where the leaders have the same velocity. The network topology switches from Fig. 4.3(a) to Fig. 4.3(b) every 0.4 seconds and the process repeats. Simulation results using (4.6) in the two-dimensional space are given in Fig. 4.4 where the red square represents the position of the follower and the blue circles represent the positions of the four leaders. From the simulation results, it can be seen that even if the follower is originally within the dynamic convex hull, it cannot always stay to the dynamic convex hull although the directed graph has a united directed spanning tree at each time interval. Instead, the follower will converge to the smallest rectangle containing the dynamic leaders.

**Remark 4.2.15** For a high-dimensional space, the $\text{sgn}(\nu)$ function in (4.6) can also be defined as\(^2\)

$$\text{sgn}(\nu) = \begin{cases} 0, & \nu = 0, \\ \frac{\nu}{\|\nu\|}, & \text{otherwise}. \end{cases}$$ (4.12)

\(^2\)In a one-dimensional space, $\text{sgn}(\nu)$ becomes the standard signum function.
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(a) Graph 1.
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(b) Graph 2.

Fig. 4.3: Switching directed network topologies for a group of agents with four leaders and one follower. Here $L_i, i = 1, \cdots, 4$, denote the leaders while $F$ denotes the follower.
Fig. 4.4: A counterexample to illustrate that the follower cannot converge to the dynamic convex hull in the two-dimensional space. The red square represents the position of the follower and the blue circles represent the positions of the four leaders.

Under this definition, the closed-loop system is independent of the coordinate frame. However, all followers might still not converge to the dynamic convex hull formed by the dynamic leaders. We consider the same example as in Remark 4.2.14 but with $\text{sgn}(\cdot)$ defined by (4.12). Simulation results are given in Fig. 4.5. It can be noted that the follower cannot converge to the dynamic convex hull formed by the dynamic leaders even if the follower is initially within the convex hull.

Remark 4.2.16 For decentralized containment control with multiple dynamic leaders under a switching directed network topology, it is, in general, impossible to find decentralized tracking control algorithms without velocity measurements to guarantee that all followers will converge to the dynamic convex hull formed by the dynamic leaders in a high-dimensional space. In a one-dimensional space, the degree of freedom of the dynamic leaders is 1 and only the minimum and maximum states of the dynamic leaders are required to determine the dynamic convex hull formed by the dynamic leaders. Therefore, the signum function can be used to drive all followers to the dynamic convex hull formed by the dynamic leaders under a switching directed network topology given that the network topology and the control gain satisfy the conditions in Theorem 4.2.12. However, in a high-dimensional space, the degree of freedom of the dynamic leaders is larger than 1. The dynamic convex hull formed by the dynamic leaders might depend on a number of leaders’ states. Therefore, the signum function, in general, does not have the capability to drive all followers to the
Fig. 4.5: A counterexample to illustrate that the follower cannot converge to the dynamic convex hull in the two-dimensional space when $\text{sgn}(\cdot)$ is defined by (4.12). The red square represents the position of the follower and the blue circles represent the positions of the four leaders.

dynamic convex hull formed by the dynamic leaders. Similarly, without velocity measurements, the basic linear decentralized control algorithms do not have such capability either. Therefore, more information, i.e., velocity measurements, topology switching sequence, topologies, etc., is needed in order to guarantee decentralized containment control with multiple dynamic leaders under a switching directed network topology in a high-dimensional space.

4.3 Double-integrator Dynamics

4.3.1 Stability Analysis with Multiple Stationary Leaders

In this section, we study the conditions on, respectively, the fixed and switching network topologies such that all followers will converge to the stationary convex hull formed by the stationary leaders.

Consider a group of $n$ vehicles with double-integrator dynamics given by

$$\begin{align*}
\dot{r}_i(t) &= v_i(t), & \dot{v}_i(t) &= u_i(t) & i = 1, \ldots, n,
\end{align*}$$

(4.13)

where $r_i(t) \in \mathbb{R}^p$, $v_i(t) \in \mathbb{R}^p$, and $u_i(t) \in \mathbb{R}^p$ are, respectively, the position, the velocity, and the control input associated with the $i$th vehicle. We propose the following containment control
algorithm for (4.13) as

\[ v_i(t) = 0, \quad i \in \mathcal{R}, \]
\[ u_i(t) = -\beta v_i(t) - \sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}(t) \left\{ \beta [r_i(t) - r_j(t)] + [v_i(t) - v_j(t)] \right\}, \quad i \in \mathcal{F}, \quad (4.14) \]

where \( \mathcal{R} \) and \( \mathcal{F} \) are defined in Definition 4.1.1, \( a_{ij}(t) \) is the \((i, j)\)th entry of the adjacency matrix \( A \) at time \( t \), and \( \beta \) is a positive constant. The objective of (4.14) is to guarantee that all vehicles move into the convex hull formed by the leaders. Note that \( r_j(t), j \in \mathcal{R} \), is constant because the leaders are stationary.

We assume that \( A(t) \), i.e., the interaction among the \( n \) vehicles, is constant over time intervals \( (\sum_{j=1}^{k} \Delta_j, \sum_{j=1}^{k+1} \Delta_j)^3 \) and switches randomly at time \( t = \sum_{j=1}^{k} \Delta_j \) with \( k = 0, 1, \cdots \), where \( \Delta_j > 0, j = 1, \cdots \). Let \( \mathcal{G}_k \) and \( A[k] \) denote, respectively, the directed graph and the adjacency matrix for the \( n \) vehicles for \( t \in (\sum_{j=1}^{k} \Delta_j, \sum_{j=1}^{k+1} \Delta_j) \). We first consider the case when the vehicles are in a one-dimensional space, i.e., \( p = 1 \) in (4.13).

**Theorem 4.3.1** Using (4.14) for (4.13), all followers will always converge to the stationary convex hull \( \text{Co}\{r_j, j \in \mathcal{R}\} \) for arbitrary initial conditions \( x_i(0), i \in \mathcal{F} \), if and only if there exists a positive integer \( N_2 \) such that the union of \( \mathcal{G}_i, i = N_1, \cdots, N_1 + N_2 \), has a united directed spanning tree for any finite \( N_1 \).

**Proof:** (Necessity) The proof follows a similar analysis to that in the proof of Theorem 3.5 [82].

(Sufficiency) Define \( z_i(t) \triangleq \beta r_i(t) + v_i(t), i = 1, \cdots, n \). Using (4.14) for (4.13), we can get that

\[ \dot{z}_i(t) = 0, \quad i \in \mathcal{R}, \]
\[ \dot{z}_i(t) = -\sum_{j \in \mathcal{R} \cup \mathcal{F}} a_{ij}[k][z_i(t) - z_j(t)], \quad i \in \mathcal{F}. \quad (4.15) \]

\(^3\)When \( k = 0 \), we define \( \sum_{j=1}^{k} \Delta_j \triangleq 0.\)
By following a similar analysis to that in the proof of Theorem 3.1 [82], it can be shown that $z_i(t), i \in \mathcal{F}$, will converge to the convex hull $\text{Co}\{z_j, j \in \mathcal{R}\}$ under the condition of the theorem. Define $\bar{z} \triangleq \max_{i \in \mathcal{R}} z_i, \bar{r} \triangleq \max_{i \in \mathcal{R}} r_i$ and $\delta_i \triangleq r_i - \bar{r}, i \in \mathcal{F}$. Note that $z_i(t) - \bar{z}(t)$ is bounded and $z_i(t) - \bar{z}(t) \leq 0$ as $t \to \infty$. Letting $f_i(t) = z_i(t) - \bar{z}(t)$, it then follows that

$$\dot{\delta}_i(t) + \beta \delta_i(t) = f_i(t),$$

(4.16)

where we have used the fact that $x_i(t), i \in \mathcal{R}$, are constant. Therefore, the solution of (4.16) is given by

$$\delta_i(t) = e^{-\beta t} \delta_i(0) + \int_0^t e^{-\beta(t-\tau)} f_i(\tau)d\tau.$$

It follows that

$$\lim_{t \to \infty} \delta_i(t) = \lim_{t \to \infty} e^{-\beta t} \delta_i(0) + \lim_{t \to \infty} \int_0^t e^{-\beta(t-\tau)} f_i(\tau)d\tau = \lim_{t \to \infty} \int_0^t e^{\beta \tau} f_i(\tau)d\tau / e^{\beta t}.$$

We consider two cases. In the first case, if $\int_0^t e^{\beta \tau} f_i(\tau)d\tau$ is bounded, then $\delta_i(t) \to 0$ as $t \to \infty$. If

$$\lim_{t \to \infty} \int_0^t e^{\beta \tau} f_i(\tau)d\tau \to \infty,$$

then it follows from L’Hopital’s rule that

$$\lim_{t \to \infty} \frac{\int_0^t e^{\beta \tau} f_i(\tau)d\tau}{e^{\beta t}} = \lim_{t \to \infty} \frac{4!}{4!} \frac{\int_0^t e^{\beta \tau} f_i(\tau)d\tau}{e^{\beta t}} = \lim_{t \to \infty} \frac{e^{\beta t} f_i(t)}{\beta e^{\beta t}} = \lim_{t \to \infty} \frac{f_i(t)}{\beta}.$$

Noting that $\beta > 0$ and $f_i(t) \leq 0$ as $t \to \infty$, it then follows that $\delta_i(t) \leq 0$ as $t \to \infty$, i.e., $r_i(t) \leq \bar{r}(t)$ as $t \to \infty$. This implies that $r_i(t) \leq \max_{j \in \mathcal{R}} r_j(t)$ as $t \to \infty$. By following a similar analysis, it can be shown that $r_i(t) \geq \min_{j \in \mathcal{R}} r_j(t)$ as $t \to \infty$. Therefore, all followers will converge to the convex hull formed by the leaders.

Remark 4.3.2 In Theorem 4.3.1, all followers are shown to converge to the convex hull in a one-dimensional space. For any high-dimensional space, by using the decoupling technique, it is straightforward to show that all followers will converge to the smallest hyperrectangles containing the leaders. Note that the closed-loop system by using (4.14) for (4.13) is independent of the
coordinate frame. Therefore, the followers will converge to the intersection of various smallest hyperrectangle containing the leaders under different coordinate frames. Note also that the intersection of various smallest hyperrectangles containing the leaders under different coordinate frames is essentially the convex hull formed by the leaders. Therefore, all followers will converge to the convex hull formed by the leaders in any high-dimensional space.

4.3.2 Stability Analysis with Multiple Dynamic Leaders

In this section, we study decentralized containment control for double-integrator dynamics in the presence of multiple dynamic leaders. We consider two cases: leaders with an identical velocity and leaders with nonidentical velocities.

Leaders with an Identical Velocity

In this subsection, we assume that the velocities of all leaders are the same, i.e., \( v_i(t) = v_j(t) \) for \( i, j \in \mathcal{R} \).

For (4.13), we propose the following containment control algorithm as

\[
v_i(t) = v^o(t), \quad i \in \mathcal{R},
\]

\[
u_i(t) = -\gamma \text{sgn} \left( \sum_{j \in \mathcal{F} \cup \mathcal{R}} a_{ij}(t) \left\{ \beta [r_i(t) - r_j(t)] + [v_i(t) - v_j(t)] \right\} \right) - \beta v_i(t), \quad i \in \mathcal{F},
\]

(4.17)

where \( v^o(t) \) is the common velocity of the leaders, \( \beta \) and \( \gamma \) are positive constants, and \( \text{sgn}(\cdot) \) is the signum function defined entrywise. We first study the case when the vehicles are in a one-dimensional space.

**Theorem 4.3.3** Assume that the network topology switches according to the same model as described right before Theorem 4.3.1. Assume also that \( \gamma > \gamma_\ell \), where \( \gamma_\ell \triangleq \sup_{t \in \mathcal{R}} \| v^o(t) + \beta v^o(t) \| \). All followers will always converge to the dynamic convex hull \( \text{Co} \{ r_j, j \in \mathcal{R} \} \) for arbitrary initial
conditions $x_i(0), i \in \mathcal{F}$, if the network topology has a united directed spanning tree at each time interval.

Proof: Define $z_i(t) \triangleq \beta x_i(t) + v_i(t)$. Using (4.17) for (4.13) gives

$$
\dot{z}_i(t) = \dot{v}(t) + \beta v(t), \quad i \in \mathcal{R},
$$

$$
\dot{z}_i(t) = -\gamma \text{sgn} \left\{ \sum_{j \in \mathcal{R} \cup \mathcal{F}} a_{ij}[k][z_i(t) - z_j(t)] \right\}, i \in \mathcal{F}. \quad (4.18)
$$

We next show that $z_i(t)$ will converge to the convex hull $\text{Co}\{z_j, j \in \mathcal{R}\}$ in finite time.

Define $\tau \triangleq \max_{i \in \mathcal{R}} z_i, \bar{z} \triangleq \min_{i \in \mathcal{R}} z_i, \bar{z} \triangleq \max_{i \in \mathcal{F}} z_i - \tau$, and $\bar{z} \triangleq \min_{i \in \mathcal{F}} z_i - \bar{z}$. We will show that $\bar{z}(t) \leq 0$ and $\bar{\bar{z}}(t) \geq 0$ in finite time. Here we only consider the case when $\bar{z}(0) > 0$ and $\bar{z}(0) \geq 0$. Similar analysis can also be applied to other cases. We next show that when $\bar{z}(t) > 0$ for $t \leq T$ with $T > 0$, $\bar{z}(t) \leq -\gamma + \gamma_\ell$ for $t \leq T$ except for some isolated time instants. We prove this by contradiction. Because $\bar{z}(t) > 0$ for $t \leq T$, it follows from (4.18) and the definition of $\bar{z}$ that $\dot{z}_j(t) = -\bar{z}(t)$ or $\dot{\bar{z}}(t) < -\gamma + \gamma_\ell$ for $t \leq T$. Assume that $\dot{z}(t) = -\bar{z}(t)$ for $t \in [t_1, t_2]$, where $t_1 < t_2 \leq T$. There exists some vehicle, labeled $j$, with the maximal state satisfying $\dot{z}_j(t) = -\bar{z}(t)$ for $t \in [t_1, t_3]$, where $t_1 < t_3 \leq t_2$. It then follows from (4.18) that

$$
\sum_{i \in \mathcal{R} \cup \mathcal{F}} a_{ij}[k][z_j(t) - z_i(t)] = 0 \quad \text{for} \quad t \in [t_1, t_3].
$$

Because vehicle $j$ is with the maximal state, it then follows that $z_i(t) = z_j(t), \forall i \in \mathcal{N}_j$, for $t \in [t_1, t_3]$. By following a similar analysis, when $\mathcal{G}$ has a united directed spanning tree at each time interval, $z_\kappa(t) = z_j(t)$ for some $\kappa \in \mathcal{R}$ for $t \in [t_1, t_3]$, which results in a contradiction because $\dot{z}(T) > 0$. Therefore, $\dot{z}(t)$ will keep decreasing with a speed larger than $\gamma - \gamma_\ell$ for $t \leq T$ except for some isolated time instants. From the proof of Theorem 4.2 [82], if $\dot{z}(t_1) \leq 0$, then $\dot{z}(t) \leq 0$ for $t \geq t_1$. It then follows that $\dot{z}(t) \leq 0$ in finite time. Similarly, it can be shown that $\bar{z}(t) \geq 0$ in finite time. Therefore, $z_i(t), i \in \mathcal{F}$, will converge to the convex hull $\text{Co}\{z_j, j \in \mathcal{R}\}$ in finite time.

Because $z_i(t), i \in \mathcal{F}$, will converge to the convex hull $\text{Co}\{z_j, j \in \mathcal{R}\}$ in finite time, there exists positive $7$ such that $\min_{j \in \mathcal{R}} z_j(t) \leq z_i(t) \leq \max_{j \in \mathcal{R}} z_j(t), i \in \mathcal{F},$ for $t \geq 7$. Because the leaders have the same velocity, if $r_i(0) \geq r_j(0), \forall i, j \in \mathcal{R}$, then $r_i(t) \geq r_j(t)$ for any $t > 0$, which implies that $z_i(t) \geq z_j(t)$ for any $t > 0$. Without loss of generality, let $\max_{j \in \mathcal{R}} z_j(t) =$
\[ \beta r_p(t) + \dot{r}_p(t) \] for some \( p \in \mathcal{R} \) and \( \min_{j \in \mathcal{R}} z_j(t) = \beta r_q(t) + \dot{r}_q(t) \) for some \( q \in \mathcal{R} \). It then follows that \( \beta r_q(t) + \dot{r}_q(t) \leq \beta r_i(t) + \dot{r}_i(t) \leq \beta r_p(t) + \dot{r}_p(t) \), \( i \in \mathcal{F} \), for \( t \geq \overline{t} \). For \( t \geq \overline{t} \) and \( i \in \mathcal{F} \),

\[
\dot{r}_i(t) - \dot{r}_q(t) \geq -\beta [r_i(t) - r_q(t)],
\]

\[
\dot{r}_i(t) - \dot{r}_p(t) \leq -\beta [r_i(t) - r_p(t)].
\]

Therefore, \( r_q(t) \leq r_i(t) \leq r_p(t) \), \( i \in \mathcal{F} \), as \( t \to \infty \). Because the leaders have the same velocity, all followers will converge to the convex hull formed by the leaders.

\[ \text{Remark 4.3.4} \] When the directed network topology is fixed and the vehicles are in a one-dimensional space, by following a similar analysis to that of Theorem 4.1 [82], it can be shown that \( \mathcal{L} Z(t) \to 0 \) as \( t \to \infty \), where \( Z(t) = [z_1(t), \ldots, z_n(t)]^T \) and \( \mathbf{0} \) is an all-zero vector with a compatible size, under the condition of Theorem 4.3.3. Noting that all leaders have the same velocity, it is easy to show that \( \mathcal{L} X(t) \to 0 \) as \( t \to \infty \), where \( X(t) = [r_1(t), \ldots, r_n(t)]^T \). Similarly, when the vehicles are in any high-dimensional space, i.e., \( p > 1 \) in (4.13), by using the decoupling technique, it can be shown that \( (\mathcal{L} \otimes I_p) X(t) \to 0 \) as \( t \to \infty \), where \( \otimes \) is the Kronecker product. Therefore, all followers will converge to the convex hull formed by the leaders for any high-dimensional space under a fixed directed network topology when the conditions of Theorem 4.3.3 are satisfied. In contrary, when the directed network topology is switching and the vehicles are in a high-dimensional space, it can only be shown by using the decoupling technique that the followers will converge to the smallest hyperrectangle containing the leaders but not necessarily the convex hull formed by the leaders.

We next propose a decentralized containment control algorithm which can guarantee that all followers converge to the convex hull formed by the leaders in finite time. In the following of this subsection and Section 4.3.2, we assume that all vehicles are in a one-dimensional space for the simplicity of presentation. However, all the results hereafter are still valid for arbitrary high-dimensional space by using the decoupling technique and the Kronecker product.
Inspired by Bhat and Bernstein’s work [102], we propose the following finite-time containment control algorithm as

\[
\dot{u}_i(t) = \dot{\hat{v}}_i(t) - \text{sgn}[v_i(t) - \hat{v}_i(t)]|v_i(t) - \hat{v}_i(t)|^\kappa \\
- \text{sgn}[\phi(t)]|\phi(t)|^{\frac{\kappa}{2}} - \text{sgn}\left[\phi(t)\right]\left|\phi(t)\right|^{\frac{\kappa}{2}},
\]

where \(0 < \kappa < 1\), \(\phi(t) = r_i(t) - \hat{r}_i(t) + \frac{1}{2n} \text{sgn}[v_i(t) - \hat{v}_i(t)]|v_i(t) - \hat{v}_i(t)|^{2-\kappa}\), and

\[
\dot{\hat{r}}_i(t) = \dot{\hat{v}}_i(t) - \rho_1 \text{sgn}\left\{ \sum_{j \in R \cup F} a_{ij}[\dot{\hat{r}}_i(t) - \hat{\dot{r}}_j(t)] \right\},
\]

where \(\hat{\dot{r}}_i(t) = \left[\hat{\dot{r}}_1(t), \cdots, \hat{\dot{r}}_n(t)\right]^T\) and \(L\) is the Laplacian matrix of the \(n\) vehicles including both the leaders and the followers. Let \(z(t) = [z_1(t), \cdots, z_n(t)]^T = L\dot{r}(t)\). Because \(L1 = 0\), it follows that (4.22) can be rewritten as

\[
\dot{z}(t) = -\rho_1 L \text{sgn}[z(t)].
\]
Note that \( z_i(t) = 0, i \in \mathcal{R}, \) because the \( i \)th row of \( \mathcal{L} \) is zero. When the fixed graph has a united directed spanning tree, it can be shown that \( z_i(t) \to 0 \) in finite time by showing that both the maximal and minimal states will go to zero in finite time. This implies that \( \hat{r}_i(t), i \in \mathcal{F}, \) will be within the convex hull formed by the leaders in finite time. It then follows from (4.22) that \( \hat{r}_i(t) \to v^o(t) \) in finite time. Without loss of generality, let \( \dot{r}_i(t) = v^o(t) \) for \( t \geq t_2, \) where \( t_2 \) is some positive constant. Note also that \( \dot{v}_i(t) \) can be replaced with \( \dot{v}^o(t) \) for \( t \geq t_2 \) because \( \int_{t_1}^{t_2} \dot{v}_i(t) dt = \int_{t_1}^{t_2} \dot{v}^o(t) dt \) for any \( t_2 \geq t_1 \geq t_2. \) Define \( \delta_i \triangleq r_i(t) - \hat{r}_i(t). \) For \( t \geq t_2, \) by replacing \( \dot{v}_i(t) \) with \( \dot{v}^o(t), \) (4.19) can be rewritten as

\[
\ddot{\delta}_i(t) = -sgn[\dot{\delta}_i(t)]|\dot{\delta}_i(t)|^{\alpha} - sgn[\dot{v}_i(t)]|\dot{v}_i(t)|^{\beta}.
\]

It then follows from Proposition 1 [102] that \( \delta_i(t) \to 0 \) in finite time.

Combining the previous statements completes the proof.

Leaders with Nonidentical Velocities

In this subsection, we assume that the velocities of the leaders are nonidentical. Without loss of generality, we assume that the first \( n - m \) vehicles are leaders.

For (4.13), we propose the following containment control algorithm as

\[
\begin{align*}
&u_i(t) = a_i(t), \quad i = 1, \ldots, n - m \\
&u_i(t) = -\sum_{j \in \mathcal{R} \cup \mathcal{F}} a_{ij}[(r_i - r_j) + \alpha(v_i - v_j)] \\
&\quad - \beta sgn\{\sum_{j \in \mathcal{R} \cup \mathcal{F}} a_{ij}[\gamma(r_i - r_j) + (v_i - v_j)]\}, \quad i = n - m + 1, \ldots, n, \quad (4.23)
\end{align*}
\]

where \( a_i(t) \) is the acceleration input for the \( i \)th leader, and \( \alpha, \beta, \) and \( \gamma \) are positive constants. Using (4.23), (4.13) can be written in matrix form as

\[
\ddot{X} = -\mathcal{L}X - \alpha \dot{X} - \beta sgn(\gamma \mathcal{L}X + \mathcal{L}\dot{X}) - \Psi, \quad (4.24)
\]
where \( X = [r_1, \cdots, r_n]^T \), \( \Psi(t) = [\psi_1(t), \cdots, \psi_n(t)]^T \) with \( \psi_i(t) = a_i(t) \) for \( i = 1, \cdots, n - m \), and \( \psi_i(t) = 0 \) for \( i = n - m + 1, \cdots, n \), and \( L \) is the Laplacian matrix. Note that the first \( n - m \) rows of \( L \) are equal to zero. Define \( \tilde{X} \triangleq LX \). It follows that the first \( n - m \) entries of \( \tilde{X} \) are equal to zero. Then (4.24) can be written as

\[
\ddot{X} = -L \dot{X} - \alpha L \dot{X} - \beta L \text{sgn}(\gamma \tilde{X} + \dot{X}) - L \Psi.
\]  

(4.25)

Let \( \tilde{X}_F \) be the vector containing only the last \( m \) entries of \( \tilde{X} \) and \( \Psi_F \) be the vector containing only the last \( m \) entries of \( L \Psi \). Therefore, (4.26) can be rewritten as

\[
\ddot{\tilde{X}}_F = -M \tilde{X}_F - \alpha M \dot{\tilde{X}}_F - \beta M \text{sgn}(\gamma \tilde{X}_F + \dot{\tilde{X}}_F) - \Psi_F,
\]  

(4.26)

where \( M = [m_{ij}] \in \mathbb{R}^{m \times m} \) with \( m_{ij} = \ell_{ij} \) if \( i \neq j \) and \( m_{ii} = \sum_{k \neq i} \ell_{ik} \).

Lemma 4.3.1 Assume that the fixed graph has a united directed spanning tree and the communication patterns among the followers are undirected. Let \( P = \begin{bmatrix} I_n & \gamma^{-1} M^{-1} \\ \gamma^{-1} M^{-1} & M^{-1} \end{bmatrix} \) and \( Q = \begin{bmatrix} \gamma I_n & \alpha^{-1} I_n \\ \alpha^{-1} I_n & \alpha I_n - \gamma^{-1} M^{-1} \end{bmatrix} \), where \( \gamma \) and \( \alpha \) are two positive constants and \( M \) is defined right before this lemma. If \( \alpha \) and \( \gamma \) are chosen satisfying \( \gamma < \min\{\sqrt{4 \lambda_{\min}(M)}, \frac{4 \alpha \lambda_{\min}(M)}{4 + \alpha \lambda_{\min}(M)}\} \), both \( P \) and \( Q \) are symmetric positive definite, where \( \lambda_{\min}(\cdot) \) denotes the smallest eigenvalue of a symmetric matrix.

Proof: When the graph has a united directed spanning tree and the communication patterns among the followers are undirected, \( M \) is symmetric positive definite. Therefore, \( M^{-1} \) is also symmetric positive definite. Then \( M^{-1} \) can be diagonalized as \( M^{-1} = \Lambda^{-1} \Gamma \), where \( \Lambda = \text{diag}\{\frac{1}{\lambda_1}, \cdots, \frac{1}{\lambda_m}\} \) with \( \lambda_i \) being the \( i \)th eigenvalue of \( M \). Let \( \mu \) be an eigenvalue of \( P \). It then follows that \( \mu \) satisfies

\[
(\mu - 1)(\mu - \frac{1}{\lambda_i}) - \frac{\gamma^2}{4 \lambda_i^2} = 0,
\]  

(4.27)
which can be simplified as
\[ \mu^2 - \left(1 + \frac{1}{\lambda_i}\right)\mu + \frac{1}{\lambda_i} - \frac{\gamma^2}{4\lambda_i^2} = 0. \]

Because \( P \) is symmetric, the eigenvalues of \( P \) are real. Therefore, the roots of (4.27) are all positive if and only if \( 1 + \frac{1}{\lambda_i} > 0 \) and \( \frac{1}{\lambda_i} - \frac{\gamma^2}{4\lambda_i^2} > 0 \). After some simplification, we can get that \( \gamma < \sqrt{4\lambda_i} \).

Therefore, \( P \) is symmetric positive definite if \( \gamma < \sqrt{4\lambda_{\text{min}}(M)} \).

Similarly, it can be shown that \( Q \) is symmetric positive definite if \( \gamma < \frac{4\alpha\gamma_{\text{min}}(M)}{4 + \alpha^2\gamma_{\text{min}}(M)} \).

**Theorem 4.3.6** Assume that the fixed graph has a united directed spanning tree and the communication patterns among the followers are undirected. Using (4.23) for (4.13), if \( \alpha \) and \( \gamma \) satisfy the conditions in Lemma 4.3.1 and \( \beta > \| M^{-1}\Psi_F \|_1 \), all followers will converge to the convex hull formed by the leaders, where \( \Psi_F \) is defined right before (4.26) and \( M \) are defined right after (4.26).

**Proof:** Consider the Lyapunov function candidate

\[
V = \begin{bmatrix} \ddot{X}_F^T & \dot{X}_F^T \end{bmatrix} P \begin{bmatrix} \dot{X}_F \\ \dot{\dot{X}}_F \end{bmatrix} = \dot{X}_F^T \ddot{X}_F + \gamma \dot{X}_F^T M^{-1} \dddot{X}_F + \ddot{X}_F^T M^{-1} \dddot{X}_F.
\]

Note that according to Lemma 4.3.1, \( P \) is symmetric positive definite when \( \alpha \) and \( \gamma \) satisfy the conditions in Lemma 4.3.1. Taking derivative of \( V \) gives that

\[
\dot{V} = \dot{X}_F^T \dddot{X}_F + \dddot{X}_F^T M^{-1} \dddot{X}_F + \gamma \dddot{X}_F^T M^{-1} \dddot{X}_F + \gamma ^T M \dddot{X}_F
\]

\[
= - \begin{bmatrix} \ddot{X}_F^T & \dot{X}_F^T \end{bmatrix} Q \begin{bmatrix} \dot{X}_F \\ \dot{\dot{X}}_F \end{bmatrix}
\]

\[
- (\gamma \ddot{X}_F^T + \dot{X}_F^T) \{ \beta \text{sgn}(M(\gamma \dddot{X}_F + \dddot{X}_F)) + M^{-1}\Psi_F \}
\]

\[
\leq - \begin{bmatrix} \ddot{X}_F^T & \dot{X}_F^T \end{bmatrix} Q \begin{bmatrix} \dot{X}_F \\ \dot{\dot{X}}_F \end{bmatrix}
\]

\[
- (\beta - \| M^{-1}\Psi_F \|_1) \| M(\gamma \dddot{X}_F + \dddot{X}_F) \|_1.
\]
Note that according to Lemma 4.3.1, \( Q \) is symmetric positive definite when \( \alpha \) and \( \gamma \) satisfy conditions in Lemma 4.3.1. Noting also that \( \beta > \| M^{-1}\Psi_F \|_1 \), it follows that \( \dot{V} \) is negative definite. It then follows that \( \ddot{X}_F = 0 \) and \( \ddot{X}_F = 0 \). Therefore, \( CX = 0 \), which implies that all followers will converge to the convex hull formed by the leaders.

4.3.3 Simulation

In this section, we present several simulation results to validate some theoretical results. We consider a group of vehicles with four leaders and four followers and the topology is given in Fig. 4.6.

When the leaders are stationary, the fixed directed network topology \( G \) is chosen as in Fig. 4.6(a). It can be noted that \( G \) has a united directed spanning tree. Simulation results using (4.14) are shown in Fig. 4.7(a). We can see that all followers will converge to the stationary convex hull formed by the leaders. In the case of switching network topologies, the network topology switches from Fig. 4.6(b) to Fig. 4.6(c) every 0.5 seconds. Note that neither Figs. 4.6(b) nor 4.6(c) has a united directed spanning tree while the union of Figs. 4.6(b) and 4.6(c) has a united directed spanning tree. Simulation results using (4.14) are shown in Fig. 4.7(b). We can see that all followers will converge to the stationary convex hull formed by the leaders.

For the algorithms (4.17) and (4.19), the fixed network topology is chosen as in Fig. 4.6(a). Simulation results using (4.17) are shown in Fig. 4.8. We can see that all followers will converge to the dynamic convex hull formed by the leaders. In addition, two snapshots at \( t = 25 \) s and \( t = 50 \) s show that all followers remain in the dynamic convex hull formed by the dynamic leaders. Simulation results using (4.19) are shown in Fig. 4.9. Note that all followers will converge to the dynamic convex hull formed by the leaders in finite time. In addition, two snapshots at \( t = 25 \) s and \( t = 50 \) s show that all followers remain in the dynamic convex hull formed by the dynamic leaders as well.

When the velocities of the leaders are nonidentical, the fixed network topology \( G \) is chosen as in Fig. 4.6(a). Note that \( G \) has a united directed spanning tree and the communication patterns among the followers are undirected. Simulation results using (4.23) are shown in Fig. 4.10. It can
Fig. 4.6: Network topology for a group of vehicles with multiple leaders. $L_i, i = 1, \cdots, 4$, denote the leaders. $F_i, i = 1, \cdots, 6$, denote the followers.

Fig. 4.7: Trajectories of the agents using (4.14) under a fixed and a switching directed network topology in the two-dimensional space. Circles denote the starting positions of the stationary leaders while the red and black squares denote, respectively, the starting and ending positions of the followers.
Fig. 4.8: Trajectories of the agents using (4.17) under a fixed directed network topology in the two-dimensional space. Circles denote the positions of the dynamic leaders while the squares denote the positions of the followers. Two snapshots at $t = 25\, s$ and $t = 50\, s$ show that all followers remain in the dynamic convex hull formed by the dynamic leaders.

Fig. 4.9: Trajectories of the vehicles using (4.19) under a fixed directed network topology in the two-dimensional space. Circles denote the positions of the dynamic leaders while the squares denote the positions of the followers. Two snapshots at $t = 25\, s$ and $t = 50\, s$ show that all followers remain in the dynamic convex hull formed by the dynamic leaders.
be noted that all followers will converge to the dynamic convex hull formed by the dynamic leaders. In addition, two snapshots at $t = 21.47$ s and $t = 45.17$ s show that all followers remain in the dynamic convex hull formed by the dynamic leaders.

### 4.3.4 Experimental Validation

In this section, we experimentally validate some of the proposed containment algorithms on a multi-robot platform. In the experiments, five wheeled mobile robots are used to obtain the experimental results. In particular, three robots are designated as the leaders and the other two robots are designated as the followers. We next briefly introduce the experiment platform developed in the COoperative VEHICLE Networks (COVEN) Laboratory at Utah State University.

The testbed in the COVEN Laboratory includes five Amigobots and two P3-DX from the ActivMedia Robotics as shown in Fig. 4.11. Both the Amigobots and P3-DX are similar in terms of functionalities. Each robot has a differential-drive system with rear caster, high-precision wheel encoders, and eight sonar positioned around the robot. The robots can calculate their positions and orientations based on the encoders. The eight sonar can be used for localization and detection of obstacles. The maximum speed for the AmigoBots is 1 m/s and the AmigoBots can climb a 1.5% incline.

In order to control multiple mobile robots under various network topologies, a control software was developed to emulate a limited or even changing network topology. The control platform can be divided into two layers. The top layer is responsible for network topology setting, control algorithm implementation, and bi-directional communication with the onboard micro-controller. The bottom layer is responsible for sensor data acquisition and direct PID loop control where both linear and rotational velocity commands are generated and executed.

The system dynamics of the wheeled mobile robots can be described as

$$
\dot{x}_i = v_i \cos(\theta_i), \quad \dot{y}_i = v_i \sin(\theta_i), \quad \dot{\theta}_i = \omega_i, \tag{4.28}
$$

where $(x_i, y_i)$ is the position of the center of the $i$th robot, $\theta_i$ is the orientation of the $i$th robot, and $v_i$ and $\omega_i$ are the linear and angular velocities of the $i$th robot. To avoid using the nonlinear
Fig. 4.10: Trajectories of the vehicles using (4.23) under a fixed directed network topology in the two-dimensional space. Circles denote the positions of the dynamic leaders while the squares denote the positions of the followers. Two snapshots at $t = 21.47 \text{ s}$ and $t = 45.17 \text{ s}$ show that all followers remain in the dynamic convex hull formed by the dynamic leaders.

Fig. 4.11: Multi-vehicle experimental platform at Utah State University.
dynamics (4.28), we feedback linearize (4.28) for a fixed point off the center of the wheel axis denoted as \((x_{hi}, y_{hi})\), where \(x_{hi} = x_i + d_i \cos(\theta_i)\) and \(y_{hi} = y_i + d_i \cos(\theta_i)\) with \(d = 0.15\ m\). By letting

\[
\begin{bmatrix}
v_i \\
\omega_i
\end{bmatrix} =
\begin{bmatrix}
\cos \theta_i & \sin \theta_i \\
-\frac{1}{d_i} \sin \theta_i & \frac{1}{d_i} \cos \theta_i
\end{bmatrix}
\begin{bmatrix}
u_{xi} \\
u_{yi}
\end{bmatrix},
\]

we can get that

\[
\begin{bmatrix}
\dot{x}_i \\
\dot{y}_i
\end{bmatrix} =
\begin{bmatrix}
u_{xi} \\
u_{yi}
\end{bmatrix}.
\] (4.29)

Note that (4.29) is a single-integrator kinematics model. By letting \(\dot{u}_{xi} = \tau_{xi}\) and \(\dot{u}_{yi} = \tau_{yi}\), a double-integrator dynamics model can be obtained by designing the control inputs \(\tau_{xi}\) and \(\tau_{yi}\).

In the following, we present several experimental results to validate some theoretical results in this paper. The network topology is chosen as shown in Fig. 4.12. It can be noted from Fig. 4.12 that the network topology has a united directed spanning tree. We use triangles and circles to denote, respectively, the starting and ending positions of the leaders, and diamonds and squares to denote, respectively, the starting and ending positions of the followers.

When the velocities of leaders are identical, experimental results using (4.17) are given in Fig. 4.13 where Figs. 4.13(a) and 4.13(b) together show the trajectories of the five robots. In each subfigure, two snapshots are presented to show, respectively, the starting positions of the five robots as well as the convex hull formed by the leaders and the ending positions of the five robots as well as the convex hull formed by the leaders. It can be seen from Fig. 4.13(b) that the two followers moved into the convex hull formed by the leaders.

When the velocities of leaders are nonidentical, experimental results using (4.23) are given in Fig. 4.14 where Figs. 4.14(a) and 4.14(b) together show the trajectories of the five robots. In each

![Fig. 4.12: Network topology for five mobile robots. \(L_i, i = 1, \cdots, 3\), denote the leaders. \(F_i, i = 1, \cdots, 2\), denote the followers.](image-url)
Fig. 4.13: Trajectories of the five mobile robots using (4.17).

subfigure, we also use two snapshots to show, respectively, the starting positions of the five robots as well as the convex hull formed by the leaders and the ending positions of the five robots as well as the convex hull formed by the leaders. It can be seen from Fig. 4.14(b) that the two followers moved into the convex hull formed by the leaders.

Fig. 4.14: Trajectories of the five mobile robots using (4.23).
Chapter 5

LQR-based Optimal Consensus Algorithms

Among various studies of linear consensus algorithms, a noticeable phenomenon is that the algorithms with different parameters, i.e., different Laplacian matrices, can be applied to the same system to ensure consensus. It is natural to ask these questions: Is there an optimal linear consensus algorithm with the associated optimal Laplacian matrix (under a given cost function)? How may the optimal linear consensus algorithm be found?

Optimality issues in consensus algorithms have also been studied in the literature recently. A (locally) optimal nonlinear consensus strategy was proposed by imposing individual objectives [103]. An optimal interaction graph, a de Bruijn’s graph, was proposed in the average consensus problem [104]. A semi-decentralized optimal control strategy was proposed by minimizing the individual cost [105]. In addition, the cooperative game theory was employed to ensure cooperation with a team cost function. An iterative algorithm was proposed to maximize the second smallest eigenvalue of a Laplacian matrix to optimize the control system performance [106]. The fastest converging linear iteration was studied by using the semidefinite programming [107].

In contrast to the aforementioned literature, the purpose of this chapter is to study the optimal linear consensus algorithms for vehicles with single-integrator dynamics from an LQR perspective. Instead of studying locally optimal algorithms, this chapter focuses on the study of globally optimal algorithms.

5.1 Definitions

**Definition 5.1.1** We define \( Z^{n \times n} := \{ B = [b_{ij}] \in \mathbb{R}^{n \times n} \mid b_{ij} \leq 0, i \neq j \}, \) \( 0_{m \times n} \in \mathbb{R}^{m \times n} \) as an all-zero matrix, and \( I_n \in \mathbb{R}^{n \times n} \) as an identity matrix.
Definition 5.1.2 A matrix \( E \in \mathbb{R}^{m \times n} \) is said positive (nonnegative), i.e., \( E > (\geq) 0 \), if each entry of \( E \) is positive (nonnegative). A square nonnegative matrix is (row) stochastic if all of its row sums are 1.

Definition 5.1.3 [108] A real matrix \( B = [b_{ij}] \in \mathbb{R}^{n \times n} \) is called an M-matrix if it can be written as

\[
B = sI_n - C, \quad s > 0, C \geq 0
\]

where \( C \in \mathbb{R}^{n \times n} \) satisfies \( \rho(C) \leq s \), where \( \rho(C) \) is the spectral radius of matrix \( C \). Matrix \( B \) is called a nonsingular M-matrix if \( \rho(C) < s \).

Definition 5.1.4 [108] A matrix \( D \in \mathbb{R}^{n \times n} \) is called semiconvergent if \( \lim_{i \to \infty} D^i \) exists.

5.2 Global Cost Functions

5.2.1 Continuous-time Case

Consider vehicles with single-integrator dynamics given by

\[
\dot{r}_i(t) = u_i(t)
\]

(5.1)

where \( r_i(t) \in \mathbb{R} \) and \( u_i(t) \in \mathbb{R} \) are, respectively, the state and control input of the \( i \)th vehicle. A common linear consensus algorithm is studied as [36, 37, 39, 99]

\[
u_i(t) = -\sum_{j=1}^{n} a_{ij}[r_i(t) - r_j(t)],
\]

(5.2)

where \( a_{ij} \) is the \((i, j)\)th entry of the weighted adjacency matrix \( \mathcal{A} \) associated with graph \( \mathcal{G} \). The objective of (6.2) is to guarantee consensus, i.e., for any \( r_i(0), r_i(t) \to r_j(t), \forall i, j \in \{1, \cdots, n\} \), as \( t \to \infty \). Substituting (6.2) into (5.1) and writing the closed-loop system in matrix form gives

\[
\dot{X}(t) = -\mathcal{L}X(t),
\]

(5.3)
where \( X(t) = [r_1(t), r_2(t), \ldots, r_n(t)]^T \) and \( \mathcal{L} \) is the (nonsymmetric) Laplacian matrix associated with \( \mathcal{A} \). It can be noted that (5.3) is a linear differential equation. Consensus is reached for (5.3) if and only if \( \mathcal{L} \) has a simple zero eigenvalue or equivalently the directed graph associated with \( \mathcal{L} \) has a directed spanning tree [39].

Similar to the cost function used in optimal control problems for systems with linear differential equations, we propose the following two consensus cost functions for system (5.1) as

\[
J_f = \int_0^\infty \left\{ \sum_{i=1}^n \sum_{j=1}^{i-1} c_{ij} [r_i(t) - r_j(t)]^2 + \sum_{i=1}^n \kappa_i u_i^2(t) \right\} dt, \tag{5.4}
\]

\[
J_r = \int_0^\infty \left\{ \sum_{i=1}^n \sum_{j=1}^{i-1} a_{ij} [r_i(t) - r_j(t)]^2 + \sum_{i=1}^n u_i^2(t) \right\} dt, \tag{5.5}
\]

where \( c_{ij} \geq 0, \kappa_i > 0 \), and \( a_{ij} \) is defined in (6.2). In (5.4), both \( c_{ij} \) and \( \kappa_i \) can be chosen freely. Therefore \( J_f \) is called the interaction-free cost function. Because (5.5) depends on the weighted adjacency matrix \( \mathcal{A} \), \( J_r \) is called the interaction-related cost function. The motivation of (5.4) and (5.5) is to weigh both the consensus errors and the control effort. The optimization problems can be written as

\[
\min_{a_{ij}} J_f, \text{ subject to (5.1) and (6.2),} \tag{5.6}
\]

\[
\min_{\beta} J_r, \text{ subject to (5.1) and } u_i(t) = -\sum_{j=1}^n \beta a_{ij} [r_i(t) - r_j(t)]. \tag{5.7}
\]

### 5.2.2 Discrete-time Case

In the discrete-time case, continuous-time dynamics (5.1) can be written as

\[
\frac{r_i[k + 1] - r_i[k]}{T} = u_i[k], \tag{5.8}
\]
where \( k \) is the discrete-time index, \( T \) is the sampling period, and \( r_i[k] \) and \( u_i[k] \) denote, respectively, the state and control input of the \( i \)th vehicle at \( t = kT \). Sampling (6.2) gives

\[
u_i[k] = -\sum_{j=1}^{n} a_{ij} \{r_i[k] - r_j[k]\}.
\]

Substituting (5.9) into (5.8) and writing the closed-loop system in matrix form gives

\[
X[k + 1] = (I_n - T\mathcal{L})X[k],
\]

where \( X[k] = [r_1[k], r_2[k], \ldots, r_n[k]]^T \) and \( \mathcal{L} \) is the (nonsymmetric) Laplacian matrix defined in (5.3). Consensus is reached for (5.10) if \( \mathcal{L} \) has a simple zero eigenvalue and \( T < \frac{1}{\max_i \epsilon_{ii}} \) [37].

Similar to the two cost functions proposed in the continuous-time case, we propose the discrete-time interaction-free and interaction-related cost functions as

\[
J_f = \sum_{k=0}^{\infty} \sum_{i=1}^{n} \sum_{j=1}^{i-1} c_{ij} \{r_i[k] - r_j[k]\}^2 + \sum_{k=0}^{\infty} \sum_{i=1}^{n} \kappa_i u_i^2[k],
\]

\[
J_r = \sum_{k=0}^{\infty} \sum_{i=1}^{n} \sum_{j=1}^{i-1} a_{ij} \{r_i[k] - r_j[k]\}^2 + \sum_{k=0}^{\infty} \sum_{i=1}^{n} u_i^2[k],
\]

where \( c_{ij} \geq 0, r_i > 0, \) and \( a_{ij} \) is defined in (6.2). The corresponding optimization problems can be written as

\[
\min_{a_{ij}} J_f \text{ subject to (5.8) and (5.9)},
\]

\[
\min_{\beta} J_r \text{ subject to (5.8) and } u_i[k] = -\sum_{j=1}^{n} \beta a_{ij} \{r_i[k] - r_j[k]\}.
\]

5.3 LQR-based Optimal Linear Consensus Algorithms in a Continuous-time Setting

In this section, we derive the optimal linear consensus algorithms in a continuous-time setting from an LQR perspective. We first derive the optimal (nonsymmetric) Laplacian matrix using continuous-time interaction-free cost function (5.4). We will then find the optimal scaling factor...
for a prespecified symmetric Laplacian matrix using continuous-time interaction-related cost function (5.5). Finally, illustrative examples will be provided.

5.3.1 Optimal Laplacian Matrix Using Interaction-free Cost Function

With interaction-free cost function (5.4), optimal control problem (5.6) can be written as

$$\min_{L} J_f = \int_{0}^{\infty} [X^T(t)QX(t) + U^T(t)RU(t)]dt$$

subject to: \(\dot{X}(t) = U(t), \ U(t) = -LX(t)\),

where \(X(t)\) is defined in (5.3), \(U(t) = [u_1(t), \cdots, u_n(t)]^T\), \(Q \in \mathbb{R}^{n \times n}\) is symmetric with the \((i, j)\)th entry (also the \((j, i)\)th entry) given as \(-c_{ij}\) for \(i \neq j\) and the \((i, i)\)th entry given as \(\sum_{j=1, j \neq i}^{n} c_{ij}\), \(R \in \mathbb{R}^{n \times n}\) is a positive definite (PD) diagonal matrix with \(r_i\) being the \(i\)th diagonal entry, and \(L\) is the (nonsymmetric) Laplacian matrix defined in (5.3). It can be noted that \(Q\) is a symmetric PSD Laplacian matrix.

The main result for optimal control problem (5.15) is given in the following theorem.

**Theorem 5.3.1** For optimal control problem (5.15), where \(Q\) has a simple zero eigenvalue, the optimal consensus algorithm is \(U(t) = -\sqrt{R^{-1}Q}X(t)\), that is, the optimal (nonsymmetric) Laplacian matrix is \(\sqrt{R^{-1}Q}\). In addition, \(\sqrt{R^{-1}Q}\) corresponds to a complete directed graph.\(^1\)

Before proving the theorem, we need the following lemmas.

**Lemma 5.3.1** [108] An M-matrix \(B \in \mathbb{R}^{n \times n}\) has exactly one M-matrix as its square root if the characteristic polynomial of \(B\) has at most a simple zero root.

If the characteristic polynomial of M-matrix \(B\) has at most a simple zero root, we use \(\sqrt{B}\) hereafter to represent the M-matrix that is the square root of \(B\).

**Lemma 5.3.2** An M-matrix that has a zero eigenvalue with a corresponding eigenvector \(1_n\) is a (nonsymmetric) Laplacian matrix.

\(^1\)Obviously, consensus is reached for (5.1) using \(U(t) = -\sqrt{R^{-1}Q}X(t)\) since \(\sqrt{R^{-1}Q}\) has a simple zero eigenvalue due to the fact that \(\sqrt{R^{-1}Q}\) corresponds to a complete directed graph.
Proof: Follow Definition 5.1.3 and definition of a (nonsymmetric) Laplacian matrix.

Lemma 5.3.3 Let $Q$ and $R$ be defined in (5.15). Suppose that $Q$ has a simple zero eigenvalue. There exists exactly one (nonsymmetric) Laplacian matrix $W$ satisfying $W = \sqrt{R^{-1}Q}$ and $W$ has a simple zero eigenvalue.

Proof: The proof is divided into the following three steps:

Step 1: $R^{-1}Q$ is a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue. We first note that $R^{-1}Q$ is a (nonsymmetric) Laplacian matrix because $Q$ is a symmetric Laplacian matrix and $R$ is a PD diagonal matrix. Because $Q$ is a symmetric Laplacian matrix with a simple zero eigenvalue, it follows that the undirected graph associated with $Q$ is connected, which implies that the directed graph associated with $R^{-1}Q$ is strongly connected. It thus follows that the (nonsymmetric) Laplacian matrix $R^{-1}Q$ also has a simple zero eigenvalue.

Step 2: $W$ has a simple zero eigenvalue with an associated eigenvector $1_n$. Let the $i$th eigenvalue of $W$ be $\lambda_i$ with an associated eigenvector $\nu_i$. Noting that $W^2 = R^{-1}Q$, it follows that the $i$th eigenvalue of $R^{-1}Q$ is $\lambda_i^2$ with an associated eigenvector $\nu_i$. Because $R^{-1}Q$ has a simple zero eigenvalue with an associated eigenvector $1_n$, it follows that $W$ has a simple zero eigenvalue with an associated eigenvector $1_n$.

Step 3: $W$ is a (nonsymmetric) Laplacian matrix. Note that a (nonsymmetric) Laplacian matrix is a special case of an M-matrix according to Definition 5.1.3. It follows from Lemma 5.3.1 and Step 1 that $R^{-1}Q$ has exactly one square root $W$ that is also an M-matrix. Because $W$ has a simple zero eigenvalue with an associated eigenvector $1_n$ as shown in Step 2, it follows from Lemma 5.3.2 that $W$ is a (nonsymmetric) Laplacian matrix.

We next show that the (nonsymmetric) Laplacian matrix $W$ in Lemma 5.3.3 corresponds to a complete directed graph.

Lemma 5.3.4 Let $Q$ and $R$ be defined in (5.15). Suppose that $Q$ has a simple zero eigenvalue. Then the (nonsymmetric) Laplacian matrix $\sqrt{R^{-1}Q}$ corresponds to a complete directed graph.

Proof: We show that each entry of $\sqrt{R^{-1}Q}$ is nonzero, which implies that $\sqrt{R^{-1}Q}$ corresponds to a complete directed graph. Before moving on, we let $q_{ij}$ denote the $(i,j)$th entry of $Q$. We also let
\[ W = \sqrt{R^{-1}Q} \] and denote \( w_{ij}, w_{i,:}, \) and \( w_{:,i} \), respectively, as the \((i,j)\)th entry, the \(i\)th row, and the \(i\)th column of \( W \).

First, we will show that \( w_{ij} \neq 0 \) if \( q_{ij} \neq 0 \). We show this statement by contradiction. Assume that \( w_{ij} = 0 \). Because \( R^{-1}Q = W^2 \), it follows that \( \frac{q_{ij}}{r_i} = w_{i,:}w_{:,j} \). When \( i = j \), it follows from \( w_{ii} = 0 \) that \( w_{i,:} = 0_{n \times 1} \) because \( W \) is a (nonsymmetric) Laplacian matrix, which then implies that \( \frac{q_{ij}}{r_i} = w_{i,:}w_{:,j} = 0 \). This contradicts the assumption that \( q_{ij} \neq 0 \). When \( i \neq j \), because we assume that \( w_{ij} = 0 \), it follows that \( \frac{q_{ij}}{r_i} = w_{i,:}w_{:,j} = \sum_{k=1, k \neq i, k \neq j}^{n} w_{ik}w_{kj} \geq 0 \) due to the fact \( w_{ik} \leq 0, \forall i \neq k \), because \( W \) is a (nonsymmetric) Laplacian matrix. Because \( Q \) is a symmetric Laplacian matrix, it follows that \( q_{ij} \leq 0, \forall i \neq j \). Therefore, \( \frac{q_{ij}}{r_i} \geq 0, \forall i \neq j \), implies \( q_{ij} = 0 \), which also contradicts the assumption that \( q_{ij} \neq 0 \).

Second, we will show that \( w_{ij} \neq 0 \) if \( q_{ij} = 0 \). We also show this statement by contradiction. Assume that \( w_{ij} = 0 \). To ensure that \( q_{ij} = 0 \), it follows from \( \frac{q_{ij}}{r_i} = w_{i,:}w_{:,j} = \sum_{k=1, k \neq i, k \neq j}^{n} w_{ik}w_{kj} \) that \( w_{ik}w_{kj} = 0, \forall k \neq i, k \neq j, k = 1, \cdots, n \). Denote \( \hat{k}_1 \) as the node set such that \( w_{im} \neq 0 \) for each \( m \in \hat{k}_1 \). Then we have \( w_{mj} = 0 \) for each \( m \in \hat{k}_1 \) because \( w_{ik}w_{kj} = 0 \). Similarly, denote \( \bar{k}_1 \) as the node set such that \( w_{mj} \neq 0 \) for each \( m \in \bar{k}_1 \). Then we have \( w_{im} = 0 \) for each \( m \in \bar{k}_1 \) because \( w_{ik}w_{kj} = 0 \). From the discussion in the previous paragraph, when \( w_{mj} = 0 \), we have \( q_{mj} = 0 \), which implies that \( w_{mp}w_{pj} = 0, \forall p \neq m, p \neq j, p = 1, \cdots, n \). By following a similar analysis, we can consequently define \( \hat{k}_i \) and \( \bar{k}_i, i = 2, \cdots, \kappa \), where \( \hat{k}_i \cap \hat{k}_j = \emptyset, \bar{k}_i \cap \bar{k}_j = \emptyset, \forall j < i \). Noting that the undirected graph associated with \( Q \) is connected and the directed graph associated with \( W \) has a directed spanning tree because \( W \) has a simple zero eigenvalue, it follows that \( \kappa \leq n \). Therefore, each entry of \( w_{:,j} \) is equal to zero by following the previous analysis for at most \( n \) times. This implies that \( q_{ij} = 0, \forall i \neq j \), because \( \frac{q_{ij}}{r_i} = w_{i,:}w_{:,j} \). Considering the fact that \( Q \) is a symmetric Laplacian matrix, it follows that \( q_{ii} = 0 \), which also contradicts the fact that the undirected graph associated with \( Q \) is connected.

We next prove Theorem 5.3.1 based on the previous lemmas.

**Proof of Theorem 5.3.1:** Consider the following standard LQR problem

\[
\min_{U(t)} J_f \quad \text{subject to:} \quad \dot{X}(t) = AX(t) + BU(t),
\]

(5.16)
where $J_f$ is defined by (5.15), $A = 0_{n \times n}$, and $B = I_n$. It can be noted that $(A, B)$ is controllable, which implies that there exists a $P$ satisfying the continuous-time algebraic Riccati equation (ARE)

$$A^T P + PA - PB R^{-1} B^T P + Q = 0_{n \times n}. \tag{5.17}$$

It follows from (5.17) that $PR^{-1} P = Q$, which implies $R^{-1} PR^{-1} P = R^{-1} Q$. It then follows from Lemma 5.3.3 that $R^{-1} P = \sqrt{R^{-1} Q}$ is also a (nonsymmetric) Laplacian matrix when $Q$ has a simple zero eigenvalue. Therefore, the optimal control is $U(t) = -R^{-1} B^T PX(t) = -\sqrt{R^{-1} Q}X(t)$, which implies that $\sqrt{R^{-1} Q}$ is the optimal (nonsymmetric) Laplacian matrix. It also follows from Lemma 5.3.4 that $\sqrt{R^{-1} Q}$ corresponds to a complete directed graph.

**Remark 5.3.2** From Theorem 5.3.1, it can be noted that the interaction graph corresponding to $\sqrt{R^{-1} Q}$ is in general different from that corresponding to $Q$.

**Remark 5.3.3** One may think that since the discussion in Theorem 5.3.1 (correspondingly, the discussion in Theorem 5.4.1) is a standard LQR problem, the solution can be solved using the standard Matlab command. However, it is not clear why the standard LQR solution is a (nonsymmetric) Laplacian matrix and the solution corresponds to a complete directed graph. The contribution of Section 5.3.1 (correspondingly, Section 5.4.1) is that we mathematically derive the conditions under which the square root of a (nonsymmetric) Laplacian matrix is still a (nonsymmetric) Laplacian matrix, explicitly derive the (nonsymmetric) optimal Laplacian matrix for a given global cost function, and show that the optimal solution corresponds to a complete directed graph. Although it may be intuitively true that a global optimization problem in the context of consensus building normally requires that each agent have full knowledge of all other agents, it is nontrivial to theoretically prove this fact. We have provided a theoretical explanation. In addition, the results in this paper can also be used to interpret some phenomena in economy, management, and social science, to name a few. For example, each company in a country needs to (theoretically) have a complete and correct understanding of other companies’ status and act on the available information in order to achieve a globally optimal objective. Unfortunately, an economic crisis might still happen because either
the available information to each company is not complete or some companies do not act correctly on the available information.

**Remark 5.3.4** Note that $\sqrt{R^{-1}Q}$ is not necessarily symmetric in general. When $R$ is a diagonal matrix with identical diagonal entries, i.e., $R = cI_n$ with $c > 0$, $\sqrt{R^{-1}Q}$ is symmetric.

**Remark 5.3.5** Theorem 5.3.1 requires that $Q$ be a symmetric PSD Laplacian matrix with a simple zero eigenvalue. When $Q$ has more than one zero eigenvalue, $X^T(t)QX(t)$ can be written as the sum of at least two parts as

$$X^T(t)QX(t) = X_1^T(t)Q_1X_1(t) + X_2^T(t)Q_2X_2(t) + \cdots,$$

where $X_i, i = 1, 2, \cdots$, are column vectors, $Q_i, i = 1, 2, \cdots$, are square positive semi-definite matrices with compatible sizes, and $X_i$ and $X_j, \forall i \neq j$, are independent. This implies that optimal control problem (5.15) can be decoupled into at least two independent optimal control problems. By solving the independent optimal control problems, the final states of $X_i, i = 1, 2, \cdots$, in general, are not equal. Therefore, the requirement that $Q$ has a simple zero eigenvalue is necessary to ensure consensus.

**Theorem 5.3.6** Any symmetric Laplacian matrix $L \in \mathbb{R}^{n \times n}$ with a simple zero eigenvalue is the optimal symmetric Laplacian matrix for cost function $J = \int_0^\infty [X^T(t)L^2X + U^T(t)U(t)]dt$.

**Proof:** By letting $Q = L^2$ and $R = I_n$, it follows directly from the proof of Theorem 5.3.1 that $L$ is the optimal symmetric Laplacian matrix.

### 5.3.2 Optimal Scaling Factor Using Interaction-related Cost Function

With interaction-related cost function (5.5), optimal control problem (5.7) can be written as

$$\min_{\beta} J_r = \int_0^\infty \left[ X^T(t)LX(t) + U^T(t)U(t) \right] dt$$

subject to: $\dot{X}(t) = U(t)$, $U(t) = -\beta LX(t)$,

where $L$ is a prespecified symmetric Laplacian matrix and $\beta$ is the scaling factor.
Theorem 5.3.7  For optimal control problem (5.18), where the symmetric Laplacian matrix \( \mathcal{L} \) has a simple zero eigenvalue, the optimal \( \beta \) is \( \sqrt{X^T(0)XX(0) - XX(0)m_1m_1^TX(0) \over X^T(0)XX(0)} \), where \( m_1 = \frac{1}{\sqrt{n}} \).

Proof: The cost function \( J_r \) can be written as

\[
J_r = \int_0^\infty X^T(0) \left[ e^{-\beta \mathcal{L}t} L e^{-\beta \mathcal{L}t} + \beta^2 e^{-\beta \mathcal{L}t} L^2 e^{-\beta \mathcal{L}t} \right] X(0) dt.
\]

Taking derivative of \( J_r \) with respect to \( \beta \) gives

\[
\frac{dJ_r}{d\beta} = \int_0^\infty X^T(0) \left[ -2 \mathcal{L} e^{-\beta \mathcal{L}t} L e^{-\beta \mathcal{L}t} + 2\beta e^{-\beta \mathcal{L}t} L^2 e^{-\beta \mathcal{L}t} - 2\beta^2 \mathcal{L} e^{-\beta \mathcal{L}t} L^2 e^{-\beta \mathcal{L}t} \right] X(0) dt.
\]

Setting \( \frac{dJ_r}{d\beta} = 0 \) gives

\[
\beta^2 X^T(0) \left[ \int_0^\infty \mathcal{L} e^{-\beta \mathcal{L}t} L^2 e^{-\beta \mathcal{L}t} dt \right] X(0) \\
- \beta X^T(0) \left[ \int_0^\infty e^{-\beta \mathcal{L}t} L^2 e^{-\beta \mathcal{L}t} dt \right] X(0) \\
+ X^T(0) \left[ \int_0^\infty \mathcal{L} e^{-\beta \mathcal{L}t} L e^{-\beta \mathcal{L}t} dt \right] X(0) = 0,
\]

(5.19)

where we have used the fact that \( \mathcal{L} \) and \( e^{-\beta \mathcal{L}t} \) commute. Because \( \mathcal{L} \) is symmetric, \( \mathcal{L} \) can be diagonalized as

\[
\mathcal{L} = M \begin{pmatrix}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_n
\end{pmatrix} M^T,
\]

(5.20)
where $M$ is an orthogonal matrix and $\lambda_i$ is the $i$th eigenvalue of $\mathcal{L}$. It follows that

$$\int_0^\infty \mathcal{L} e^{-\beta \mathcal{L} t} \mathcal{L}^2 e^{-\beta \mathcal{L} t} dt = \int_0^\infty M \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & e^{-2\beta \lambda_2 t} \lambda_2^3 t & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & \cdots & e^{-2\beta \lambda_n t} \lambda_n^3 t \end{bmatrix} M^T dt$$

$$= \frac{1}{4\beta^2} M \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & \lambda_2 & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & \cdots & \lambda_n \end{bmatrix} M^T = \frac{1}{4\beta^2} \mathcal{L}, \quad (5.21)$$

Similarly, it follows that

$$\int_0^\infty e^{-\beta \mathcal{L} t} \mathcal{L}^2 e^{-\beta \mathcal{L} t} dt = \int_0^\infty M \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & e^{-2\beta \lambda_2 t} \lambda_2^2 & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & \cdots & e^{-2\beta \lambda_n t} \lambda_n^2 \end{bmatrix} M^T dt = \frac{1}{2\beta} \mathcal{L}, \quad (5.22)$$

and

$$\int_0^\infty \mathcal{L} e^{-\beta \mathcal{L} t} \mathcal{L} e^{-\beta \mathcal{L} t} dt$$

$$= \int_0^\infty M \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & e^{-2\beta \lambda_2 t} \lambda_2^2 t & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & \cdots & e^{-2\beta \lambda_n t} \lambda_n^2 t \end{bmatrix} M^T dt$$

$$= \frac{I_n - m_1 m_1^T}{4\beta^2}, \quad (5.23)$$
where \( m_1 = \frac{1}{\sqrt{n}} \). By substituting (5.21), (5.22), and (5.23) into (5.19), it follows that the optimal gain satisfies
\[
\beta = \sqrt{\frac{X^T(0)X(0) m_1 m_1^T X(0)}{X^T(0)LX(0)}}.
\]

**Remark 5.3.8** In Theorem 5.3.7, we considered a simple case when the coupling gain for each vehicle is the same and presented the explicit optimal coupling gain. It is also possible to consider the case when the coupling gain for each vehicle is different. However, it is, in general, hard to give the explicit optimal coupling gains. Instead, numerical solutions can be obtained accordingly.

### 5.3.3 Illustrative Examples

In this subsection, we provide two illustrative examples about the optimal (nonsymmetric) Laplacian matrix and the optimal scaling factor derived in Section 5.3.1 and Section 5.3.2, respectively.

In (5.15), we randomly choose

\[
Q = \begin{bmatrix}
2 & -1 & -1 & 0 \\
-1 & 2 & -1 & 0 \\
-1 & -1 & 3 & -1 \\
0 & 0 & -1 & 1
\end{bmatrix}
\]

and

\[
R = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 4
\end{bmatrix}.
\]

It then follows from Theorem 5.3.1 that the optimal (nonsymmetric) Laplacian matrix is given by

\[
\begin{bmatrix}
1.3134 & -0.5459 & -0.5964 & -0.1711 \\
-0.2730 & 0.8491 & -0.4206 & -0.1556 \\
-0.1988 & -0.2804 & 0.8218 & -0.3426 \\
-0.0428 & -0.0778 & -0.2570 & 0.3775
\end{bmatrix}.
\]

Note that the optimal (nonsymmetric) Laplacian matrix corresponds to a complete directed graph.

In (5.18), we randomly choose

\[
L = \begin{bmatrix}
2 & -1 & -1 & 0 \\
-1 & 2 & 1 & 0 \\
-1 & -1 & 3 & -1 \\
0 & 0 & -1 & 1
\end{bmatrix}
\]

and initial state \( X(0) = [1, 2, 3, 4]^T \).

Figure 5.1 shows how cost function \( J_r \) evolves as scaling factor \( \beta \) increases. From Theorem 5.3.7, it can be computed that the optimal scaling factor is \( \beta = 0.845 \), which is consistent with the result shown in Fig. 5.1.
5.4 LQR-based Optimal Linear Consensus Algorithms in a Discrete-time Setting

In this section, we study the optimal consensus algorithms in a discrete-time setting from an LQR perspective. As shown later, the analysis in the discrete-time case is more challenging than that in the continuous-time case. We will first derive the optimal (nonsymmetric) Laplacian matrix using discrete-time interaction-free cost function (5.11). We will then derive the optimal scaling factor for a prespecified symmetric Laplacian matrix using discrete-time interaction-related cost function (5.12). Finally, illustrative examples will be provided.

5.4.1 Optimal Laplacian Matrix Using Interaction-free Cost Function

With discrete-time interaction-free cost function (5.11), optimal control problem (5.13) can be written as

\[
\min_{\mathcal{L}} J_f = \sum_{k=0}^{\infty} \{ X[k]QX[k] + U[k]RU[k]\}
\]

subject to: \( X[k + 1] = X[k] + TU[k], \quad U[k] = -\mathcal{L}X[k], \)

where \( Q, R, \) and \( \mathcal{L} \) are defined as in (5.15).

The main result for optimal control problem (5.24) is given in the following theorem.
Theorem 5.4.1 For optimal control problem (5.24), where \( Q \) has a simple zero eigenvalue, the optimal consensus algorithm is

\[
U[k] = -\frac{T[\sqrt{(R^{-1}Q)^2 + 4R^{-1}Q/T^2} - R^{-1}Q]}{2}X[k],
\]

that is, the optimal (nonsymmetric) Laplacian matrix is

\[
\frac{T[\sqrt{(R^{-1}Q)^2 + 4R^{-1}Q/T^2} - R^{-1}Q]}{2} - R^{-1}Q.
\]

In addition, the optimal (nonsymmetric) Laplacian matrix corresponds to a complete directed graph.

Before proving the theorem, we need the following lemmas.

Lemma 5.4.1 [108] Let there be an \( n \) by \( n \) nonnegative matrix \( P = [p_{ij}] \), where \( \rho(P) \leq 1 \) and \( p_{ii} > 0 \). Let \( \alpha \geq 1 \). Then the following three statements hold:

(a) There exists a nonnegative matrix \( B \in \mathbb{R}^{n \times n} \), where \( \rho(B) \leq \alpha \) and \( I_n - P = (\alpha I_n - B)^2 \), if and only if the iteration method

\[
X_{i+1} = \frac{1}{2\alpha} [P + (\alpha^2 - 1)I_n + X_i^2], \quad X_0 = 0_{n \times n},
\]

is convergent. In this case, \( B \geq X^* = \lim_{i \to \infty} X_i, \quad X^* \geq 0, \quad \rho(X^*) \leq \alpha, \quad \text{diag}_i(X^*) > 0,^2 \)

\( i = 1, \cdots, n \), and \( (\alpha I_n - X^*)^2 = I_n - P \).

(b) If (5.26) is convergent, it follows that \( P \) and \( \frac{X^*}{\alpha} \) are semiconvergent.

(c) If \( P \) is semiconvergent, then (5.26) is convergent for all \( \alpha \geq 1 \). Denoting in this case the limit of the iteration method

\[
Y_{i+1} = \frac{1}{2} (P + Y_i^2), \quad Y_0 = 0_{n \times n},
\]

by \( Y^* \), the equation \( \alpha I_n - X^* = I_n - Y^* \) holds.

Lemma 5.4.2 [108] \( B \in Z^{n \times n} \), where \( Z^{n \times n} \) is defined in Definition 5.1.1, is a nonsingular M-matrix if and only if \( B \) has a square root which is a nonsingular M-matrix.

Lemma 5.4.3 [108] \( B \in Z^{n \times n} \), where \( Z^{n \times n} \) is defined in Definition 5.1.1, is a nonsingular M-matrix if and only if \( B^{-1} \) exists and \( B^{-1} \geq 0 \).

^2Here, \( \text{diag}(\cdot) \) denotes the ith diagonal entry of a square matrix.
Lemma 5.4.4 Let $P_1$ and $P_2$ be two $n$ by $n$ nonnegative matrices satisfying $\rho(P_1) \leq 1$ and their diagonal entries are positive. Denote

$$X_{i+1,j} = \frac{1}{2}[P_j + (X_{i,j})^2], \quad X_{0,j} = 0_{n \times n}, \quad (5.27)$$

for $j = 1, 2$. Also let $X^*_j = \lim_{i \to \infty} X_{i,j}, j = 1, 2$. If $P_1$ and $P_2$ are commutable, the following statements hold:

1) $X^*_j$ and $P_k$ are commutable for $j, k \in \{1, 2\}$;
2) $X^*_1$ and $X^*_2$ are commutable.

Proof: We prove the lemma by induction. It can be computed from (5.27) that $X_{1,1} = \frac{1}{2}P_1$ and $X_{1,2} = \frac{1}{2}P_2$. Therefore, it is easy to verify that $P_k$ and $X_{1,j}$ are commutable for $j, k \in \{1, 2\}$. Similarly, $X_{1,1}$ and $X_{1,2}$ are also commutable. Assume that $P_k$ and $X_{n,j}$ are commutable for $j, k \in \{1, 2\}$ and $X_{n,1}$ and $X_{n,2}$ are commutable. It can be computed from (5.27) that $X_{n+1,j} = \frac{1}{2}[P_j + (X_{n,j})^2]$ for $j = 1, 2$. It can also be easily verified that $X_{n+1,j}$ and $P_k$ are commutable for $j, k \in \{1, 2\}$. In addition, we also have

$$X_{n+1,1}X_{n+1,2}$$

$$= \frac{1}{4}[P_1 + (X_{n,1})^2][P_2 + (X_{n,2})^2]$$

$$= \frac{1}{4}[P_1P_2 + (X_{n,1})^2P_2 + P_1(X_{n,2})^2 + (X_{n,1})^2(X_{n,2})^2]$$

$$= \frac{1}{4}[P_2P_1 + P_2(X_{n,1})^2 + (X_{n,2})^2P_1 + (X_{n,2})^2(X_{n,1})^2]$$

$$= X_{n+1,2}X_{n+1,1},$$

where we have used the assumption that $P_k$ and $X_{n,j}$ are commutable for $j, k \in \{1, 2\}$ and $X_{n,1}$ and $X_{n,2}$ are commutable to derive the final result. Therefore, $X_{n+1,1}$ and $X_{n+1,2}$ are also commutable. By induction, $P_k$ and $\lim_{i \to \infty} X_{i,j}$ are commutable for $j, k \in \{1, 2\}$ and $\lim_{k \to \infty} X_{i,1}$ and $\lim_{k \to \infty} X_{i,2}$ are commutable. Because $X^*_j = \lim_{i \to \infty} X_{i,j}, j = 1, 2$, the lemma holds apparently. 

\[\square\]
Lemma 5.4.5 Let $G$ be a (nonsymmetric) Laplacian matrix that has a simple zero eigenvalue with a corresponding eigenvector $1_n$. When $\gamma \geq 0$, $\sqrt{G^2 + \gamma G}$ is a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue.

Proof: When $\gamma = 0$, the proof is trivial. When $\gamma \neq 0$, the proof follows three steps as follows:

Step 1: The off-diagonal entries of $\sqrt{G + \gamma I_n} \sqrt{G}$ are nonpositive. Because $G = [g_{ij}]$ is a (nonsymmetric) Laplacian matrix, $G$ can be written as $G = s (I_n - P)$, where $s > 2 \max_i g_{ii}$, and $P$ is a row stochastic matrix with positive diagonal entries. According to part (a) in Lemma 5.4.1, $\sqrt{G} = \sqrt{s} (I_n - X^*)$, where $X^*$ is defined in (5.26) for $\alpha = 1$. Similarly, $G + \gamma I_n$ can be written as $G + \gamma I_n = (s + \gamma) (I_n - \frac{s}{s+\gamma} P)$. By following a similar analysis to that of $G$, it follows that $\sqrt{G + \gamma I_n} = \sqrt{s + \gamma} (I_n - \hat{X}^*)$, where $\hat{X}^*$ is defined in (5.26) by replacing $P$ with $\frac{s}{s+\gamma} P$ for $\alpha = 1$. With $P$ and $\frac{s}{s+\gamma} P$ playing the role of $P_1$ and $P_2$ in Lemma 5.4.4, it follows from parts (a) and (c) in Lemma 5.4.1 and Lemma 5.4.4 that $X^*$ and $\hat{X}^*$ are commutable because $P$ and $\frac{s}{s+\gamma} P$ are commutable. Then we have

$$
\frac{1}{\sqrt{s(s + \gamma)}} \sqrt{G + \gamma I_n} \sqrt{G} = (I_n - X^* - \hat{X}^* + X^* \hat{X}^*)
$$

$$= I_n - \frac{1}{2} [P + (X^*)^2] - \frac{1}{2} [\frac{s}{s+\gamma} P + (\hat{X}^*)^2] + X^* \hat{X}^*$$

(5.28)

$$= I_n - \frac{1}{2} [P + \frac{s}{s+\gamma} P + (X^* - \hat{X}^*)^2],$$

(5.29)

where we have used the fact that $X^* = \frac{1}{2} [P + (X^*)^2]$ and $\hat{X}^* = \frac{1}{2} [\frac{s}{s+\gamma} P + (\hat{X}^*)^2]$ as shown in part (c) of Lemma 5.4.1 to derive (5.28) and the fact that $X^*$ and $\hat{X}^*$ are commutable to derive (5.29).

From (5.29), a sufficient condition to show that the off-diagonal entries of $\sqrt{G + \gamma I_n} \sqrt{G}$ are nonpositive is to show that $X^* - \hat{X}^* \geq 0$ because $P$ is a row stochastic matrix. We next show that this condition can be satisfied. It follows from part (a) of Lemma 5.4.1 that $I - P = (I_n - X^*)^2$
and $I - \frac{s}{s+\gamma} P = (I_n - \hat{X}^*)^2$ when $\alpha = 1$. Therefore, we have

$$\frac{\gamma}{s + \gamma} P = (I_n - \hat{X}^*)^2 - (I_n - X^*)^2 = 2(X^* - \hat{X}^*) - (X^* - \hat{X}^*)(X^* + \hat{X}^*) = (X^* - \hat{X}^*)(I_n - X^* + I_n - \hat{X}^*).$$

(5.30)

We next show that $I_n - X^* + I_n - \hat{X}^*$ is a nonsingular M-matrix and then use Lemma 5.4.3 to show that $X^* - \hat{X}^* \geq 0$. Because $G + \gamma I_n$ is a nonsingular matrix from Definition 5.1.3, it follows from Lemma 5.4.2 that $\sqrt{G + \gamma I_n}$ is also a nonsingular M-matrix. Because $\sqrt{G + \gamma I_n} = \sqrt{s + \gamma(I_n - \hat{X}^*)}$, it follows that $\rho(\hat{X}^*) < 1$ according to Definition 5.1.3. Similarly, it follows from Lemma 5.3.1 that $\sqrt{G}$ is an M-matrix. Because $\sqrt{G} = \sqrt{s}(I_n - X^*)$, it follows that $\rho(X^*) \leq 1$ according to Definition 5.1.3. Because $\hat{X}^*$ and $X^*$ are commutable as shown in (5.29), it then follows that $\rho(\hat{X}^* + X^*) \leq \rho(\hat{X}^*) + \rho(X^*) < 2$ [109]. Therefore, $I_n - X^* + I_n - \hat{X}^*$ is a nonsingular M-matrix according to Definition 5.1.3. Because $I_n - X^* + I_n - \hat{X}^*$ is a nonsingular M-matrix, it follows from Lemma 5.4.3 that $(I_n - X^* + I_n - \hat{X}^*)^{-1} \geq 0$, which implies that $X^* - \hat{X}^* \geq 0$ because $X^* - \hat{X}^* = \frac{s}{s+\gamma} P(I_n - X^* + I_n - \hat{X}^*)^{-1}$ and $P$ is a row stochastic matrix. Therefore, it follows from (5.29) that the off-diagonal entries of $\sqrt{G + \gamma I_n} \sqrt{G}$ are nonpositive.

**Step 2:** $\sqrt{G + \gamma I_n} \sqrt{G} = \sqrt{G + \gamma I_n} \sqrt{G} = G^2 + \gamma G$. From Step 1, we know that $\sqrt{G} = \sqrt{s}(I_n - X^*)$, $\sqrt{G + \gamma I_n} = \sqrt{s + \gamma}(I_n - X^*)$, and $X^*$ and $\hat{X}^*$ are commutable. It follows that $\sqrt{G}$ and $\sqrt{G + \gamma I_n}$ are also commutable, which implies that $\sqrt{G + \gamma I_n} \sqrt{G} = \sqrt{G + \gamma I_n} \sqrt{G} = G^2 + \gamma G$.

**Step 3:** $\sqrt{G^2 + \gamma G}$ is a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue. Similar to the analysis in Step 2 in Lemma 5.3.3, $\sqrt{G}$ has a simple zero eigenvalue with a corresponding eigenvector $1_n$. Then $\sqrt{G + \gamma I_n} \sqrt{G}$ also has a simple zero eigenvalue with a corresponding eigenvector $1_n$ because $\sqrt{G + \gamma I_n}$ is a nonsingular M-matrix as shown in Step 1. Combining with Step 1 indicates that $\sqrt{G + \gamma I_n} \sqrt{G}$ is a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue, which implies that $\sqrt{G^2 + \gamma G}$ is also a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue according to Step 2.
Lemma 5.4.6 Let $G$ be a (nonsymmetric) Laplacian matrix that has a simple zero eigenvalue with a corresponding eigenvector $1_n$. When $\gamma > 0$, $\sqrt{G^2 + \gamma G} - G$ is also a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue.

Proof: It can be computed that $P = \sqrt{G^2 + \gamma G} + G$ is the solution of the following matrix equation

$$P^2 - 2PG - \gamma G = 0_{n \times n},$$

where we have used the fact that $\sqrt{G^2 + \gamma G}$ and $G$ are commutable because $\sqrt{G + \gamma I_n}$ and $\sqrt{G}$ are commutable as shown in Step 2 of the proof in Lemma 5.4.5. From Lemma 5.4.5, we know that $\sqrt{G^2 + \gamma G}$ is a (nonsymmetric) Laplacian matrix, which implies that $P$ is also a (nonsymmetric) Laplacian matrix because $P = \sqrt{G^2 + \gamma G} + G$. Therefore, $\gamma I_n + 2P$ is a nonsingular M-matrix according to Definition 5.1.3. From (5.31), we can get $G = (2P + \gamma I_n)^{-1}P^2 = \frac{1}{2}[I_n - \gamma(2P + \gamma I_n)^{-1}]P$, which implies

$$\frac{1}{2}\gamma(2P + \gamma I_n)^{-1}P = \frac{1}{2}P - G = \frac{1}{2}(\sqrt{G^2 + \gamma G} - G).$$

Note also that

$$\gamma(\gamma I_n + 2P)^{-1}P = \frac{1}{2}[I_n - \gamma(\gamma I_n + 2P)^{-1}].$$

Combining (5.32) and (5.33) gives that

$$\sqrt{G^2 + \gamma G} - G = P - 2G = \gamma[I_n - \gamma(\gamma I_n + 2P)^{-1}].$$

From Lemma 5.4.3, $(\gamma I_n + 2P)^{-1} \geq 0$ because $\gamma I_n + 2P$ is a nonsingular M-matrix. It then follows from (5.34) that the off-diagonal entries of $\sqrt{G^2 + \gamma G} - G$ are nonpositive.

Because the off-diagonal entries of $\sqrt{G^2 + \gamma G} - G$ are nonpositive, to show that $\sqrt{G^2 + \gamma G} - G$ is a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue, it is sufficient to show that $\sqrt{G^2 + \gamma G} - G$ has a simple zero eigenvalue with an associated eigenvector $1_n$. Because $\sqrt{G^2 + \gamma G}$ is a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue as shown in
Lemma 5.4.5 and \( G \) is also a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue, it follows that the interaction graphs associated with both \( \sqrt{G^2 + \gamma G} \) and \( G \) have a directed spanning tree. Because \( P = \sqrt{G^2 + \gamma G} + G \), it follows that \( P \) is a (nonsymmetric) Laplacian matrix and the interaction graph associated with \( P \) also has a directed spanning tree, which implies that \( P \) has a simple zero eigenvalue and the associated eigenvector is \( 1_n \). Therefore, \( \sqrt{G^2 + \gamma G} - G \) also has the same property according to (5.34). Therefore, \( \sqrt{G^2 + \gamma G} - G \) is a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue.

**Lemma 5.4.7** For any nonsingular M-matrix \( B = [b_{ij}] \in \mathbb{R}^{n \times n} \) with each off-diagonal entry not equal to zero, each entry of \( B^{-1} \) is positive.

**Proof:** From Definition 5.1.3, \( B = sI_n - C \). By choosing \( s > \max_i b_{ii} \), it follows that \( C > 0 \). Because \( B \) is a nonsingular M-matrix, it follows from Definition 5.1.3 that \( \rho(C) < s \). Therefore, \( B^{-1} = s^{-1}(I_n - \frac{C}{s})^{-1} = s^{-1}[I_n + \frac{C}{s} + (\frac{C}{s})^2 + \cdots] \) because \( \lim_{k \to \infty} (\frac{C}{s})^k = 0_{n \times n} \) due to the fact that \( \rho(C) < s \). Because \( C > 0 \), it follows directly that each entry of \( B^{-1} \) is positive.

**Lemma 5.4.8** Let \( Q \) and \( R \) be defined in (5.24). Suppose \( Q \) has a simple zero eigenvalue. The (nonsymmetric) Laplacian matrix \( \sqrt{(R^{-1}Q)^2 + \gamma R^{-1}Q} - R^{-1}Q \) corresponds to a complete directed graph for any \( \gamma > 0 \).

**Proof:** We study how \( \sqrt{(R^{-1}Q)^2 + \gamma R^{-1}Q} - R^{-1}Q \) evolves when \( \gamma \) increases. Taking the derivative of \( R^{-1}Q + \gamma I_n \) with respect to \( \gamma \) gives

\[
\frac{d(R^{-1}Q + \gamma I_n)}{d\gamma} = I_n.
\] (5.35)

We also have

\[
\frac{d(\sqrt{R^{-1}Q + \gamma I_n})^2}{d\gamma} = 2\sqrt{R^{-1}Q + \gamma I_n} \frac{d\sqrt{R^{-1}Q + \gamma I_n}}{d\gamma}.
\] (5.36)
Therefore, we have \( \frac{d\sqrt{R^{-1}Q + \gamma I_n}}{d\gamma} = \frac{1}{2}(\sqrt{R^{-1}Q + \gamma I_n})^{-1} \) from (5.35) and (5.36). It then follows that

\[
\frac{d\sqrt{(R^{-1}Q)^2 + \gamma R^{-1}Q}}{d\gamma} = \frac{d\sqrt{R^{-1}Q + \gamma I_n}}{d\gamma} = \frac{1}{2} \sqrt{R^{-1}Q}(\sqrt{R^{-1}Q + \gamma I_n})^{-1} = \frac{1}{2}I_n - \frac{1}{2\gamma}(\sqrt{R^{-1}Q + \gamma I_n} + \sqrt{R^{-1}Q})^{-1}(\sqrt{R^{-1}Q + \gamma I_n})^{-1},
\]

(5.37)

where we have used Step 2 in the proof of Lemma 5.4.5 to derive (5.37). Because \( R^{-1}Q + \gamma I_n \) is a nonsingular M-matrix, it follows from Lemma 5.4.2 that \( \sqrt{R^{-1}Q + \gamma I_n} \) is also a nonsingular M-matrix. Meanwhile, by following a similar analysis to that of Lemma 5.3.4, each entry of \( \sqrt{R^{-1}Q + \gamma I_n} \) is not equal to zero. It follows from Lemma 5.4.7 that each entry of \( (\sqrt{R^{-1}Q + \gamma I_n})^{-1} \) is positive. Similarly, each entry of \( (\sqrt{R^{-1}Q + \gamma I_n} + \sqrt{R^{-1}Q})^{-1} \) is also positive. It then follows from (5.38) that each off-diagonal entry of \( d\sqrt{R^{-1}Q^2 + \gamma R^{-1}Q} \) is negative, which implies that the off-diagonal entries of \( \sqrt{(R^{-1}Q)^2 + \gamma R^{-1}Q} - R^{-1}Q \) will decrease. Noting that \( \sqrt{(R^{-1}Q)^2 + \gamma R^{-1}Q} - R^{-1}Q = 0_{n \times n} \) when \( \gamma = 0 \), it follows that the off-diagonal entries are less than zero for any \( \gamma > 0 \). Because \( \sqrt{(R^{-1}Q)^2 + \gamma R^{-1}Q} - R^{-1}Q \) is a (nonsymmetric) Laplacian matrix from Lemma 5.4.6 by considering \( R^{-1}Q \) as \( G \), it follows that the diagonal entries of \( \sqrt{(R^{-1}Q)^2 + \gamma R^{-1}Q} - R^{-1}Q \) are also not equal to zero. Combining the previous arguments shows that each entry of \( \sqrt{(R^{-1}Q)^2 + \gamma R^{-1}Q} - R^{-1}Q \) is not equal to zero, which implies that the (nonsymmetric) Laplacian matrix \( \sqrt{(R^{-1}Q)^2 + \gamma R^{-1}Q} - R^{-1}Q \) corresponds to a complete directed graph.

We next prove Theorem 5.4.1 based on the previous lemmas.

**Proof of Theorem 5.4.1:** We first show that (5.25) can always guarantee consensus. When using (5.25) for (5.8), we have

\[
X[k+1] = \left( I_n - \frac{T^2[\sqrt{(R^{-1}Q)^2 + 4R^{-1}Q/T^2} - R^{-1}Q]}{2} \right) X[k].
\]

(5.39)
Because $\sqrt{(R^{-1}Q)^2 + 4R^{-1}Q/T^2 - R^{-1}Q}$ is a (nonsymmetric) Laplacian matrix with a simple zero eigenvalue when considering $R^{-1}Q$ and $\frac{4}{T^2}$ as, respectively, $G$ and $\gamma$ in Lemma 5.4.6, a sufficient condition to ensure consensus is that all diagonal entries of $I_n - \frac{T^2}{4}[(R^{-1}Q)^2 + 4R^{-1}Q/T^2 - R^{-1}Q]$ are positive according to Lemmas 3.4 and 3.7 [39]. Next, we show that this condition can be satisfied. By considering $\frac{T^2}{4}R^{-1}Q$ as $G$ and $\gamma = 1$, it follows from Step 2 in the proof of Lemma 5.4.5 that $\sqrt{I_n + \frac{T^2}{4}R^{-1}Q}$ and $\sqrt{\frac{T^2}{4}R^{-1}Q}$ are commutable. After some manipulations, we have

$$I_n - \frac{T^2}{4}[(R^{-1}Q)^2 + 4R^{-1}Q/T^2 - R^{-1}Q] = \left(\sqrt{I_n + \frac{T^2}{4}R^{-1}Q} - \sqrt{\frac{T^2}{4}R^{-1}Q}\right)^2.$$

By following a similar proof to that of Lemma 5.4.8, we have that $\sqrt{\gamma I_n + \frac{T^2}{4}R^{-1}Q} - \sqrt{\frac{T^2}{4}R^{-1}Q}$ is an M-matrix with each entry not equal to zero for any $\gamma > 0$, which implies that each entry of $\sqrt{I_n + \frac{T^2}{4}R^{-1}Q} - \sqrt{\frac{T^2}{4}R^{-1}Q}$ is not equal to zero. Combining with Definition 5.1.3 shows that all diagonal entries of $(\sqrt{I_n + \frac{T^2}{4}R^{-1}Q} - \sqrt{\frac{T^2}{4}R^{-1}Q})^2$ are positive. Therefore, consensus can always be achieved when using (5.25).

We next show that (5.25) is the optimal consensus algorithm. Consider the following LQR problem

$$\min_{U[k]} J_f = \sum_{k=0}^{\infty} \{X[k]QX[k] + U[k]RU[k]\}$$

subject to: $X[k + 1] = AX[k] + BU[k]$,

where $Q$ and $R$ are defined in (5.24), $A = I_n$, and $B = TI_n$. It can be noted that $(A, B)$ is controllable in (5.40), which implies that there exists a matrix $P$ satisfying the following discrete-time algebraic Riccati equation (ARE)

$$P = Q + A^T[P - PB(R + B^TPB)^{-1}B^TP]A.$$  \hfill (5.41)

Noting that $A = I_n$ and $B = TI_n$, (5.41) can be simplified as

$$Q = PT(R + T^2P)^{-1}TP.$$  \hfill (5.42)
By multiplying \( R^{-1} \) on both sides of (5.42) and some manipulations, we can get \( R^{-1}Q = R^{-1}PT(I_n + T^2R^{-1}P)^{-1}TR^{-1}P \). It then follows from the fact \((I_n + T^2R^{-1}P)^{-1} = I_n - (I + T^2R^{-1}P)^{-1}T^2R^{-1}P\) that

\[
R^{-1}Q = [I_n - (I_n + T^2R^{-1}P)^{-1}]R^{-1}P, \tag{5.43}
\]

which can be simplified as

\[
(R^{-1}P)^2 - R^{-1}Q(R^{-1}P) - \frac{1}{T^2}R^{-1}Q = 0_{n\times n}. \tag{5.44}
\]

It can be computed that (5.44) holds when \( R^{-1}P = \frac{R^{-1}Q + \sqrt{(R^{-1}Q)^2 + 4(R^{-1}Q)/T^2}}{2} \). The optimal control strategy of (5.40) is given by \( U[k] = -FX[k] \) with

\[
F = (I_n + T^2R^{-1}P)^{-1}TR^{-1}P
\]

\[
= T(R^{-1}P - R^{-1}Q)
\]

\[
= \frac{T(\sqrt{(R^{-1}Q)^2 + 4R^{-1}Q/T^2} - R^{-1}Q)}{2},
\]

where we used (5.43) to derive from the second to the last equality. Because \( \sqrt{(R^{-1}Q)^2 + 4R^{-1}Q/T^2} - R^{-1}Q \) is a (nonsymmetric) Laplacian matrix and corresponds to a complete directed graph by considering \( \frac{4}{T^2} \) as \( \gamma \) in Lemma 5.4.8, it follows that \( \frac{T(\sqrt{(R^{-1}Q)^2 + 4R^{-1}Q/T^2} - R^{-1}Q)}{2} \) is the optimal (nonsymmetric) Laplacian matrix and also corresponds to a complete directed graph.

**Remark 5.4.2** From Theorem 5.4.1, it is easy to verify that when \( T \to 0 \), the optimal (nonsymmetric) Laplacian matrix is the same as that in the continuous-time case in Theorem 5.3.1. In addition, matrix \( \frac{T(\sqrt{(R^{-1}Q)^2 + 4R^{-1}Q/T^2} - R^{-1}Q)}{2} \) is not necessarily symmetric. When \( R \) is a diagonal matrix with identical diagonal entries, i.e., \( R = cI_n \) with \( c > 0 \), \( \frac{T(\sqrt{(R^{-1}Q)^2 + 4R^{-1}Q/T^2} - R^{-1}Q)}{2} \) is symmetric.

**Remark 5.4.3** It can be noted from Theorem 5.4.1 that there is no constraint on the sampling period \( T \). For any positive sampling period \( T \), \( \frac{T(\sqrt{(R^{-1}Q)^2 + 4R^{-1}Q/T^2} - R^{-1}Q)}{2} \) is the optimal Laplacian matrix that can always guarantee consensus.
Similar to the discussion in Section 5.3, we next show that any symmetric Laplacian matrix $L$ that has a simple zero eigenvalue is the optimal symmetric Laplacian matrix for some given cost function.

**Theorem 5.4.4** Any symmetric Laplacian matrix $L = [\ell_{ij}] \in \mathbb{R}^{n \times n}$ that has a simple zero eigenvalue is the optimal symmetric Laplacian matrix for cost function $J = \sum_{k=0}^{\infty} \{X[k]QX[k] + U[k]U[k]\}$, where $Q = (I_n - TL)^{-1}L^2$ and $T < \min_i \frac{1}{\ell_{ii}}$.

**Proof:** When $T < \min_i \frac{1}{\ell_{ii}}$, it follows from the Gershgorin disc theorem [86] that $TL$ has all eigenvalues within the unit circle and $I_n - TL$ has all eigenvalues not equal to zero. It then follows that $\lim_{k \to \infty} [TL]^k = 0_{n \times n}$. This implies $(I_n - TL)[I_n + TL + (TL)^2 + \cdots] = I_n$, i.e., $(I_n - TL)^{-1} = I_n + TL + (TL)^2 + \cdots$. It then follows that $Q$ is PSD because both $(I_n - TL)^{-1}$ and $L^2$ are PSD.

Note that $Q = (I_n - TL)^{-1}L^2$ implies that $(I_n - TL)Q = L^2$, i.e., $Q = L^2 + TLQ$, which implies

$$
(TQ)^2 + 4 = (2L + TQ)^2. \tag{5.45}
$$

By taking square root of both sides of (5.45) and some simplifications, we can get $\frac{T(\sqrt{Q^2 + 4Q^2} - Q)}{2} = \mathcal{L}$. Applying Theorem 5.4.1 finishes the proof.

### 5.4.2 Optimal Scaling Factor Using Interaction-related Cost Function

With interaction-related cost function (5.12), optimal control problem (5.14) can be written as

$$
\min_\beta J_r = \sum_{k=0}^{\infty} \{X^T[k]LX[k] + U^T[k]U[k]\}, \tag{5.46}
$$

subject to: $X[k+1] = X[k] + TU[k]$,

$$
U[k] = -\beta LX[k],
$$

where $\mathcal{L}$ is a prespecified symmetric Laplacian matrix and $\beta$ is the scaling factor. Because $\mathcal{L}$ is a symmetric Laplacian matrix, it thus can be written in a diagonal form as in (5.20) with $\lambda_i$ being the $i$th eigenvalue of $\mathcal{L}$. Without loss of generality, let $\lambda_i$ satisfy $0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$. 

Theorem 5.4.5 For optimal control problem (5.46), where symmetric Laplacian matrix \( \mathcal{L} \) has a simple zero eigenvalue, the optimal scaling factor \( \beta_{\text{opt}} \) satisfies \( -T + \sqrt{T^2 + \frac{4}{\lambda_n}} \leq \beta_{\text{opt}} \leq -T + \sqrt{T^2 + \frac{4}{\lambda_n}} \).

Proof: By rewriting \( \mathcal{L} \) in a diagonal form as shown in (5.20), (5.46) can be written as

\[
J_r = \sum_{k=0}^{\infty} X^T[0] M \{ (I_n - \beta T \Lambda)^k \Lambda (I_n - \beta T \Lambda)^k + (I_n - \beta T \Lambda)^k (\beta \Lambda)^2 (I_n - \beta T \Lambda)^k \} M^T X[0].
\]

Because \( \mathcal{L} \) has a simple zero eigenvalue, it follows that \( \lambda_i > 0, i = 2, \cdots, n \). After some manipulations, we have

\[
J_r = X^T[0] M \begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & \frac{T}{1 + \beta^2 \lambda_2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \frac{T}{1 + \beta^2 \lambda_n}
\end{bmatrix} M^T X[0].
\]

For \( i = 2, \cdots, n \), taking derivative of \( \frac{2T^2 + \lambda_i}{1 + \beta^2 \lambda_i} - T \) with respect to \( \beta \) and setting the derivative to zero gives

\[
\frac{2(1 + \beta^2 \lambda_i) - 2 \beta \lambda_i (2 \beta + T)}{(1 + \beta^2 \lambda_i)^2} = 0.
\]

It can be computed that \( \beta = \frac{-T + \sqrt{T^2 + \frac{4}{\lambda_n}}}{2} \). Note that for \( \beta < \frac{-T + \sqrt{T^2 + \frac{4}{\lambda_n}}}{2} \), the cost function \( J_r \) will decrease when \( \beta \) increases because \( \frac{T}{1 + \beta^2 \lambda_i} \) increases when \( \beta \) increases, \( i = 2, \cdots, n \).

Similarly, for \( \beta > \frac{-T + \sqrt{T^2 + \frac{4}{\lambda_n}}}{2} \), the cost function \( J_r \) will increase when \( \beta \) increases because \( \frac{T}{1 + \beta^2 \lambda_i} \) decreases when \( \beta \) increases, \( i = 2, \cdots, n \). Combining the previous arguments shows that \( -T + \sqrt{T^2 + \frac{4}{\lambda_n}} \leq \beta_{\text{opt}} \leq -T + \sqrt{T^2 + \frac{4}{\lambda_n}} \).

Remark 5.4.6 The optimal control problem in Theorem 5.4.5 is essentially a polynomial optimization problem. Numerical optimization methods can be used to solve this problem [110].

5.4.3 Illustrative Examples

In this subsection, we provide two illustrative examples about the optimal (nonsymmetric)
Laplacian matrix and the optimal scaling factor derived in Section 5.4.1 and Section 5.4.2, respectively.

In (5.24), let $Q$ and $R$ be defined as in Section 5.3.3 and sampling period $T = 0.1$ s. From Theorem 5.4.1, it can be computed that the optimal (nonsymmetric) Laplacian matrix is given by

$$
\begin{bmatrix}
1.2173 & -0.498 & -0.5484 & -0.1709 \\
-0.249 & 0.8007 & -0.3963 & -0.1554 \\
-0.1828 & -0.2642 & 0.7734 & -0.3264 \\
-0.0427 & -0.0777 & -0.2448 & 0.3653
\end{bmatrix}
$$

Note that this matrix corresponds to a complete directed graph.

In (5.46), let $L$ and initial state $X[0]$ be defined as in Section 5.3.3. Figure 5.2 shows how cost function $J_r$ evolves as scaling factor $\beta$ increases. From Theorem 5.4.5, it can be computed that the optimal scaling factor $\beta$ satisfies $0.45 \leq \beta \leq 0.95$, which is consistent with the result shown in Fig. 5.2.

![Fig. 5.2: Evolution of cost function $J_r$ as a function of $\beta$.](image)
Chapter 6
Decentralized Coordination Algorithms of Networked Fractional-order Systems

In the previous several chapters, we focus on the study of decentralized coordination algorithms for integer-order systems. In practice, the vehicle dynamics are sometimes better to be represented in a fractional-order form instead of an integer-order form, especially when the vehicles are working in complicated environments. Motivated by the broad application of coordination algorithms in multi-vehicle systems and the fact that many practical vehicles demonstrate fractional dynamics, we study coordination algorithms for networked fractional-order systems in this chapter. We study both fixed and switching network topology cases. Some background information is given in Appendix B.

6.1 Fractional Calculus

Fractional calculus can be dated back to the 17th century [111]. Fractional calculus studies fractional derivatives, fractional integrals, and their properties. Different from the integer orders of derivatives and integrals in conventional calculus, the orders of derivatives and integrals in fractional calculus are real numbers. The foundations of fractional calculus were laid on some pioneer work [112–114]. With the development of fractional calculus, its applications were also studied by researchers from different disciplines [115, 116]. Examples include study of formation of particulate aggregates [117] and study of motion of objects in viscoelastic materials [118–120]. In particular, fractional calculus was also introduced into the engineering community to design the CRONE controller [121] and synthesize control systems [122], to name a few.

In addition, fractional dynamics were also presented and studied from different perspectives. The dynamics of self-similar protein was modeled in a fractional-order sense because the relaxation processes and reaction kinematics of proteins deviated from exponential behavior [123]. The
fractional-order dynamics of international commodity prices were demonstrated from the commodity price series [124]. The fractional-order PID controllers were shown to demonstrate better performance when used for the control of fractional-order systems than the classical PID controllers [125, 126]. Fractional equations have become a complementary tool in the description of anomalous transport processes in complex systems [127].

6.2 Mathematical Model

In this section, we introduce a general mathematical model of coordination for fractional-order systems by summarizing the following three different cases:

Case 1: Fractional-order agent dynamics with an integer-order coordination algorithm

Assume that the agent dynamics are

\[ r_i^{(\alpha)}(t) = u_i(t), \]  

(6.1)

where \( r_i(t) \) and \( u_i(t) \) represent, respectively, the state and control input for the \( i \)th agent, and \( r_i^{(\alpha)}(t) \) is the \( \alpha \)th derivative of \( r_i(t) \) with \( \alpha \in \mathbb{R}^+ \).\(^1\) An integer-order coordination algorithm is given by

\[ u_i(t) = \sum_{j \in N_i} a_{ij} \{(r_j(t) - \delta_j) - (r_i(t) - \delta_i)\}, \]  

(6.2)

where \( a_{ij} \) is the \((i, j)\)th entry of the adjacency matrix \( A \), \( N_i \) denotes the neighbor set of agent \( i \), and \( \delta_i \) is constant.

Case 2: Integer-order agent dynamics with a fractional-order coordination algorithm

Assume that the agent dynamics are given by \( \dot{r}_i(t) = u_i(t) \), where \( r_i(t) \) and \( u_i(t) \) are defined as in (6.1). A fractional-order coordination algorithm is given by

\[ u_i(t) = \sum_{j \in N_i} a_{ij} \{(r_j(t) - \delta_j)^{(\beta)} - (r_i(t) - \delta_i)^{(\beta)}\}, \]  

(6.3)

where \( \beta \in \mathbb{R}^+ \), and \( a_{ij} \), \( N_i \), and \( \delta_i \) are defined as in (6.2).

Case 3: Fractional-order agent dynamics with a fractional-order coordination algorithm

\(^1\)For a given system, \( \alpha \) is fixed.
Assume that the agent dynamics are given by (6.1). A fractional-order coordination algorithm is given by (6.3).

Define $\delta_{ij} \triangleq \delta_i - \delta_j$. The objective of the algorithm in each case is to guarantee coordination, i.e., $r_i(t) - r_j(t) \to \delta_{ij}$ as $t \to \infty$ for any initial $r_i(0)$ and $r_j(0)$. Note that integer-order dynamics, i.e., $\alpha$ is an integer in (6.1), is a special case of fractional-order dynamics. The existing consensus algorithm for single-integrator dynamics (e.g., [36, 37, 39]) corresponds to a special case of Case 1 when $\alpha = 1$ in (6.1) and $\delta_{ij} = 0$ in (6.2).

When applying Caputo derivative to (6.1) and (6.3), it follows that Cases 2 and 3 can be written as Case 1 by applying the fractional operator $\frac{C^a}{t^\beta}D_t^{-\beta}$ on both sides of the corresponding system. Therefore, the model in Case 1 can be considered a general model. In the following, we focus on Case 1. For an $n$-agent system, using (6.2), (6.1) can be written in matrix form as

$$\bar{X}^{(\alpha)}(t) = -L \bar{X}(t),$$

where $\bar{X}(t) = [\bar{r}_1(t), \bar{r}_2(t), \ldots, \bar{r}_n(t)]^T \in \mathbb{R}^n$ with $\bar{r}_i(t) = r_i(t) - \delta_i$ and $L$ is the (nonsymmetric) Laplacian matrix. Although the dynamics for a given system are fixed, $\alpha$ in the general model (6.4) can be changed by choosing coordination algorithms with different fractional orders.

### 6.3 Coordination Algorithms for Fractional-order Systems Without Damping Terms

In this section, we study the coordination algorithms in the absence of damping terms, that is, the control algorithms only depends on the states.

#### 6.3.1 Convergence Analysis

We first investigate the conditions on the network topology and the fractional order such that convergence can be achieved. In particular, we study both fixed network topology and switching network topology cases.

**Fixed Network Topology**

We first study the case when the network topology is fixed, i.e., $L$ is fixed in (6.4). We focus
on deriving the conditions on the network topology and the fractional order such that coordination can be achieved.

Note that $\mathcal{L}$ can be written in Jordan canonical form as $\mathcal{L} = P \Lambda P^{-1}$, where $\Lambda_m, m = 1, 2, \ldots, k$, are standard Jordan blocks. Without loss of generality, let the initial time $a = 0$. By defining $Y(t) \triangleq P^{-1} \tilde{X}(t)$, (6.4) can be written as

$$Y^{(\alpha)}(t) = -\Lambda Y(t).$$

Suppose that the diagonal entry of $\Lambda_i$ is $\lambda_i$, i.e., an eigenvalue of $\mathcal{L}$. Noting that the standard Jordan block $\Lambda_i = \begin{bmatrix} \lambda_i & 1 & \cdots & 0 \\ 0 & \lambda_i & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \lambda_i \end{bmatrix}$, it follows that (6.25) can be decoupled into $n$ one-dimensional equations represented by either

$$y_i^{(\alpha)}(t) = -\lambda_i y_i(t)$$

for the equation corresponding to $\Lambda_i$ which has dimension equal to one or the last equation corresponding to $\Lambda_i$ which has dimension larger than one, or

$$y_i^{(\alpha)}(t) = -\lambda_i y_i(t) - y_{i+1}(t),$$

otherwise, where $y_i(t)$ is the $i$th component of $Y(t)$.

Before deriving the main result, we need the following two lemmas.

**Lemma 6.3.1** When $\text{Re}(\lambda_i) \geq 0$, where $\text{Re}(\cdot)$ denotes the real part of a complex number, the solution of (6.26) has the following properties:

1) When $\alpha \in (0, \frac{2\theta_i}{\pi})$ and $\text{Re}(\lambda_i) > 0$, $\lim_{t \to \infty} y_i(t) \to 0$ as $t \to \infty$, where $\theta_i = \pi - \arg\{\lambda_i\}$ with
arg\{\lambda_i\} denoting the phase of \lambda_i.  

2) When \( \alpha \in (0, 1] \) and \( \lambda_i = 0 \), \( y_i(t) \equiv y_i(0), \forall t. \)

3) When \( \alpha \in (1, 2) \) and \( \lambda_i = 0 \), \( y_i(t) = y_i(0) + \dot{y}_i(0)t. \)

4) When \( \alpha \in (2, \infty) \), the system is not stable.

**Proof:** (Proof of Property 1) By taking the Laplace transform of (6.26), it can be computed from the Laplace transform of \( L\{f^{(\alpha)}(t)\} \) in Appendix B that

\[
L\{y_i(t)\} = \frac{y_i(0^-)s^{\alpha-1}}{s^\alpha + \lambda_i}, \quad \alpha \in (0, 1] \tag{6.8}
\]

and

\[
L\{y_i(t)\} = \frac{y_i(0^-)s^{\alpha-1} + \dot{y}_i(0^-)s^{\alpha-2}}{s^\alpha + \lambda_i}, \quad \alpha \in (1, 2). \tag{6.9}
\]

From (6.8) and (6.9), it can be seen that the denominator of \( L\{y_i(t)\} \) is \( s^\alpha + \lambda_i \) when \( \alpha \in (0, 2) \).

To ensure that all poles of \( L\{y_i(t)\} \) are in the open left half plane (LHP), it follows that \( \alpha \in (0, \frac{2(\pi - \arg\{\lambda_i\})}{\pi}) \) [128], that is, \( \alpha \in (0, \frac{2\theta_i}{\pi}) \), where \( \frac{2\theta_i}{\pi} > 1 \) because \( \text{Re}(\lambda_i) > 0 \), i.e., \( \arg\{\lambda_i\} \in (-\frac{\pi}{2}, \frac{\pi}{2}) \). In particular, when \( \lambda_i \in \mathbb{R}^+ \), \( \alpha \in (0, 2) \) because \( \arg\{\lambda_i\} = 0 \).

(Proof of Properties 2 and 3) The proofs of Properties 2 and 3 follow from Podlubny [116].

(Proof of Property 4) See Gorenflo and Mainardi [129].

**Lemma 6.3.2** Assume that continuous function \( y_{i+1}(t) \) satisfies \( \lim_{t \to \infty} y_{i+1}(t) = 0 \). When \( \text{Re}(\lambda_i) > 0 \), i.e., \( \arg\{\lambda_i\} \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), and \( \alpha \in (0, \frac{2\theta_i}{\pi}) \), where \( \theta_i = \pi - \arg\{\lambda_i\} \), the solution of (6.27) satisfies \( \lim_{t \to \infty} y_i(t) = 0 \).

**Proof:** When \( \alpha \in (0, 1] \), by taking the Laplace transform of (6.27), it can be computed from the Laplace transform of \( L\{f^{(\alpha)}(t)\} \) that

\[
L\{y_i(t)\} = \frac{s^{\alpha-1}y_i(0^-) - L\{y_{i+1}(t)\}}{s^\alpha + \lambda_i}. \tag{6.10}
\]

\(^2\)We follow the convention that \( \arg\{x\} \in (-\pi, \pi] \) for \( x \in \mathbb{C} \).
It follows from the proof of Property 1 in Lemma 6.3.1 that the poles of (6.10) are in the open LHP when \( \alpha \in (0, 1] \). By applying the final value theorem of the Laplace transform,

\[
\lim_{t \to \infty} y_i(t) = \lim_{s \to 0} s L\{y_i(t)\} = \lim_{s \to 0} \frac{s^\alpha y_i(0^-) - s L\{y_{i+1}(t)\}}{s^\alpha + \lambda_i} = 0,
\]

where we have used the fact \( s L\{y_{i+1}(t)\} = 0 \) to derive the last equality because \( \lim_{t \to \infty} y_{i+1}(t) = 0 \).

When \( \alpha \in (1, \frac{2\pi}{\alpha}) \), it follows from the proof of Property 1 in Lemma 6.3.1 that the poles of (6.10) are also in the open LHP. By taking the Laplace transform of (6.27), it can be computed from the Laplace transform of \( L\{f^{(\alpha)}(t)\} \) that

\[
L\{y_i(t)\} = \frac{s^\alpha y_i(0^-) + s^{\alpha-2} \hat{y}_i(0^-) - L\{y_{i+1}(t)\}}{s^\alpha + \lambda_i}.
\] (6.11)

Following a similar discussion for \( \alpha \in (0, 1] \) gives \( \lim_{t \to \infty} y_i(t) = 0 \).

Combining the above arguments proves the lemma.

Based on Lemmas 6.3.1 and 6.3.2, we next study the conditions on the fractional order \( \alpha \) and the interaction graph such that coordination can be achieved.

**Theorem 6.3.1** Let \( \lambda_i \) be the \( i \)th eigenvalue of \( L \) and \( \theta = \min_{\lambda_i \neq 0, i = 1, 2, \ldots, N} \theta_i \), where \( \theta_i = \pi - \arg\{\lambda_i\} \). For fractional-order system (6.4), coordination is achieved if the fixed interaction graph has a directed spanning tree and \( \alpha \in (0, \frac{2\pi}{\alpha}) \). When \( \alpha \in (0, 1] \), the solution of (6.4) satisfies \( \tilde{r}_i(t) \to \tilde{r}_j(t) \to p^T \hat{X}(0), \) i.e., \( r_i(t) - r_j(t) \to \delta_{ij} \) as \( t \to \infty \), where \( p \) is the left eigenvector of \( L \) associated with the zero eigenvalue satisfying \( p^T 1 = 1 \). When \( \alpha \in (1, \frac{2\pi}{\alpha}) \), the solution of (6.4) satisfies \( \tilde{r}_i(t) \to \tilde{r}_j(t) \to p^T \hat{X}(0) + p^T \hat{X}(0)t \) and \( \tilde{r}_i(t) \to \tilde{r}_j(t) \to p^T \hat{X}(0), \) i.e., \( r_i(t) - r_j(t) \to \delta_{ij} \), as \( t \to \infty \).

**Proof:** Noting that the interaction graph has a directed spanning tree, it follows that \( L \) has a simple zero eigenvalue and all other eigenvalues have positive real parts [39]. Without loss of generality, let \( \lambda_1 = 0 \) and \( \text{Re}(\lambda_i) > 0, \ i \neq 1 \). When \( \alpha \in (0, 1] \), because \( \lambda_1 = 0 \) is a simple zero eigenvalue, \( \lambda_1 \) satisfies (6.26). It follows from Property 2 in Lemma 6.3.1 that \( y_1(t) \equiv y_1(0) \). When \( \lambda_i, \ i \neq 1, \) satisfies (6.26), it follows from Property 1 in Lemma 6.3.1 that \( \lim_{t \to \infty} y_i(t) = 0, \ i \neq 1 \). When \( \lambda_i, \ i \neq 1, \) satisfies (6.27), it follows from Lemma 6.3.2 that \( \lim_{t \to \infty} y_i(t) = 0, \ i \neq 1, \) as well because
\( y_{i+1}(t) \) also satisfies either (6.26) or (6.27), which implies \( \lim_{t \to \infty} y_{i+1}(t) = 0 \). Combining the above arguments gives \( \lim_{t \to \infty} Y(t) = [y_1(0), 0, \cdots, 0]^T, \ i \neq 1 \), which implies \( \lim_{t \to \infty} \dot{X}(t) = \lim_{t \to \infty} PY(t) = PSY(0) = PSP^{-1}X(0) \), where \( S = [s_{ij}] \in \mathbb{R}^{n \times n} \) has only one nonzero entry \( s_{11} = 1 \). Note that the first column of \( P \) can be chosen as \( 1 \) while the first row of \( P^{-1} \) can be chosen as \( p \) by noting that \( 1 \) and \( p \) are, respectively, a right and left eigenvector of \( L \) associated with \( \lambda_1 = 0 \) and \( p^T 1 = 1 \). Therefore, \( \lim_{t \to \infty} \dot{X}(t) = PSP^{-1}X(0) = 1p^T \dot{X}(0) \), that is, \( \lim_{t \to \infty} \dot{r}_i(t) = p^T \dot{X}(0) \). This implies that \( r_i(t) - r_j(t) \to \delta_{ij} \) as \( t \to \infty \).

When \( \alpha \in (1, \frac{2\theta}{\pi}) \), similar to the previous discussion for \( \alpha \in (0, 1] \), \( \lambda_1 \) satisfies (6.26). It follows from Property 3 in Lemma 6.3.1 that \( y_1(t) = y_1(0) + \dot{y}_1(0)t \). Because \( \text{Re}(\lambda_i) > 0, \ i \neq 1 \), similar to the previous discussion for \( \alpha \in (0, 1] \), it follows from Property 1 in Lemma 6.3.1 and Lemma 6.3.2 that \( \lim_{t \to \infty} y_i(t) = 0, \ i \neq 1 \). Therefore, it follows that \( \lim_{t \to \infty} Y(t) = [y_1(0) + \dot{y}_1(0)t, 0, \cdots, 0]^T \), which implies that \( \lim_{t \to \infty} \dot{Y}(t) = [\dot{y}_1(0), 0, \cdots, 0]^T \). Similar to the proof for \( \alpha \in (0, 1] \), it follows directly that \( \lim_{t \to \infty} \dot{r}_i(t) = p^T \dot{X}(0) + p^T \dot{X}(0)t \) and \( \lim_{t \to \infty} \dot{r}_i(t) = p^T \dot{X}(0) \). This implies that \( r_i(t) - r_j(t) \to \delta_{ij} \) as \( t \to \infty \).

Combining the previous arguments for \( \alpha \in (0, 1] \) and \( \alpha \in (1, \frac{2\theta}{\pi}) \) proves the theorem.

As a special case, when the fixed interaction graph is undirected, we can obtain the following result.

**Corollary 6.3.2** Assume that the fixed interaction graph is undirected. For fractional-order system (6.4), coordination is achieved if the interaction graph is connected and \( \alpha \in (0, 2) \). The coordination equilibria when \( \alpha \in (0, 1] \) and \( \alpha \in (1, \frac{2\theta}{\pi}) \) are the same as those in Theorem 6.3.1.

**Proof:** When the undirected interaction graph is connected, it follows that there is a simple zero eigenvalue and all other eigenvalues are positive, which implies that \( \theta = \pi \). The statements then follow from the proof in Theorem 6.3.1.

From Theorem 6.3.1, it can be seen that the range of the fractional order \( \alpha \) is determined by \( \theta \). Note that \( \theta \) is closely related to the eigenvalues of \( \mathcal{L} \), which are also related to the number of agents. In the following, we characterize the relationship between \( \alpha \) and the number of agents to ensure coordination.
Theorem 6.3.3 Assume that there are $n$ agents with $n \geq 2$. For fractional-order system (6.4), coordination can be achieved if the fixed interaction graph has a directed spanning tree and $\alpha \in (0, 1 + \frac{2}{n})$.

Proof: Letting $\lambda_i$ be the $i$th eigenvalue of $L$, it follows that $\arg\{\lambda_i\} \in [-\frac{\pi}{2} + \frac{\pi}{n}, \frac{\pi}{2} - \frac{\pi}{n}]$ for all $\lambda_i \neq 0$ [130], which implies $\frac{2\theta}{\pi} \geq 1 + \frac{2}{n}$. Therefore, the statement holds apparently from Theorem 6.3.1.

Remark 6.3.4 From Theorem 6.3.1, it can be seen that the final coordination equilibrium of (6.4) for $\alpha \in (0, 1]$ is the same as that of

$$\dot{X}(t) = -L\tilde{X}(t), \quad (6.12)$$

under the same $L$.

Remark 6.3.5 From Theorem 6.3.3, when there exist more agents in a team, i.e., $n$ becomes larger, $\alpha$ has to be chosen smaller to ensure coordination. As $n \to \infty$, $\frac{2\theta}{\pi} \to 1$, i.e., $\alpha \in (0, 1]$, which implies that the coordination property for systems with single-integrator dynamics does not depend on $n$.

Switching Network Topology

In this section, we derive the conditions on the network topology and the fractional orders such that coordination will be achieved for fractional-order system (6.4) under a directed dynamic network topology. We assume that the interaction is constant over time interval $[\sum_{j=1}^{k} \Delta_j, \sum_{j=1}^{k+1} \Delta_j]$ and switches at time $t = \sum_{j=1}^{k} \Delta_j$ with $k = 0, 1, \ldots, 3$ where $\Delta_j > 0, j = 1, \ldots$. Let $G_k$ and $A_k$ denote, respectively, the directed graph and the adjacency matrix for $t \in [\sum_{j=1}^{k} \Delta_j, \sum_{j=1}^{k+1} \Delta_j)$. We also assume that each nonzero entry of $A_k$ has a lower bound $\underline{a}$ and an upper bound $\overline{a}$, where $\underline{a}$ and $\overline{a}$ are positive constants with $\overline{a} \geq \underline{a}$. Then (6.4) becomes

$$\tilde{X}^{(\alpha)}[k + 1] = -L_k\tilde{X}[k], \quad (6.13)$$

where $L_k \in \mathbb{R}^{n \times n}$ represents the Laplacian matrix associated with $A_k$.

\footnote{We define $\sum_{j=1}^{k} \Delta_j \triangleq 0$ when $k = 0$.}
We first focus on the case where \( 0 < \alpha < 1 \). We have the following result.

**Theorem 6.3.6** Assume that \( \alpha \in (0, 1) \). Using (6.2) for (6.1), a necessary condition to guarantee coordination is that there exists a finite constant \( N \) such that the union of \( G_j, j = k, k + 1, \ldots, k + N \), has a directed spanning tree for any finite \( k \). Furthermore, if \( G_j, j = 0, 1, \ldots \), has a directed spanning tree at each time interval, there exists positive \( \Delta_i \) such that coordination will be achieved globally when \( \Delta_i > \Delta_i \).

**Proof:** For the first statement, when there does not exist a finite constant \( N \) such that the union of \( G_j, j = k, \ldots, k + N \), has a directed spanning tree for some \( k \), it follows that at least one system, labeled as \( i \), is separated from the other systems for \( t \in [\sum_{j=1}^{k} \Delta_j, \infty) \). It follows that the state of system \( i \) is independent of the states of the other systems for \( t \geq \sum_{j=1}^{k} \Delta_j \), which implies that all systems cannot always achieve coordination for arbitrary initial conditions.

For the second statement, it follows from Theorem 3.9 [131] that

\[
\tilde{X}(t) = E_{\alpha}(-\mathcal{L}^\alpha)\tilde{X}(0).
\]

Therefore, the solution to (6.13) is given by

\[
\tilde{X}((\sum_{j=1}^{k} \Delta_j) = \prod_{i=1}^{k} E_{\alpha}(-\mathcal{L}_k(\sum_{j=1}^{k} \Delta_j)^\alpha)[E_{\alpha}(-\mathcal{L}_k(\sum_{j=1}^{k} \Delta_j)^\alpha)]^{-1}E_{\alpha}(-\mathcal{L}_0(\sum_{j=1}^{k} \Delta_j)^\alpha)\tilde{X}(0). \tag{6.14}
\]

Define \( \bar{x} = \max_i \tilde{x}_i, \underline{x} = \min_i \tilde{x}_i \), and \( V = \max_i \bar{x}_i - \min_i \bar{x}_i \). It follows from Theorem 3.1 [132] that \( \tilde{x}_i \) converges to \( \bar{x}_j \) as \( t \to \infty \) if the network topology has a directed spanning tree. That is, there exists positive \( \overline{\Delta}_1 \) such that \( V(t) < V(0) \) for any \( t \geq \overline{\Delta}_1 \). Similarly, by considering \([E_{\alpha}(-\mathcal{L}_1(\Delta_1)^\alpha)]^{-1}E_{\alpha}(-\mathcal{L}_0(\Delta_1)^\alpha)\tilde{X}(0) \) as the new initial state, it follows that there exists \( \overline{\Delta}_2 \) such that \( V(t + \Delta_1) < V(\Delta_1) \) for any \( t > \overline{\Delta}_2 \). By following a similar analysis, there also exist \( \overline{\Delta}_3, \ldots \). When \( \Delta_i \geq \overline{\Delta}_i \), \( V(\sum_{j=1}^{i+1} \Delta_k) < V(\sum_{j=1}^{i} \Delta_k) \). Therefore, \( V(\sum_{j=1}^{i} \Delta_k) \to 0 \) as \( i \to \infty \). Therefore, \( \tilde{x}_i[k] \to \bar{x}_j[k] \), i.e., \( x_i[k] - x_j[k] \to \delta_{ij} \) as \( k \to \infty \) under the condition of the theorem.

---

\(^4\)Here the values of \( \overline{\Delta}_i, i = 1, \ldots \), depend on the initial states, the fractional-order \( \alpha \), and \( G_k \).
Remark 6.3.7 For system \( \dot{x}_i(t) = u_i(t) \), \( x_i(t) \) will decrease if \( u_i(t) < 0 \) and \( x_i(t) \) will increase if \( u_i(t) > 0 \). However, for system \( x_i^{(\alpha)}(t) = u_i(t) \) with \( \alpha \in (0, 1) \), due to the long memory process of fractional calculus, the aforementioned properties do not necessarily hold. Therefore, even if the switching network topology has a directed spanning tree at each time interval, coordination might not be achieved ultimately because the switching sequence also plays an important role.

We next study the case where \( 1 < \alpha < 1 + \frac{2}{n} \), where \( n \geq 2 \). When the directed network topology is fixed, we have the following lemma regarding the solution of (6.4).

Lemma 6.3.3 When \( \alpha \in (1, 2) \), the solution of (6.4) is

\[
\hat{X}(t) = E_\alpha(-Lt^\alpha)\hat{X}(0) + tE_{\alpha,2}(-Lt^\alpha)\dot{\hat{X}}(0). \tag{6.15}
\]

Proof: Consider the fractional-order system given by (6.4). By applying the Laplace transform to both sides of (6.4), it follows that

\[
s^{-(2-\alpha)}[L\{\ddot{X}(t)\}] = -L\hat{X}(s). \tag{6.16}
\]

Eq. (6.16) can be written as

\[
s^{-(2-\alpha)}[s^2\hat{X}(s) - s\dot{\hat{X}}(0) - \hat{X}(0)] = -L\hat{X}(s). \tag{6.17}
\]

After some manipulation, (6.17) can be written as

\[
\hat{X}(s) = (s^\alpha I_n + L)^{-1}s^{\alpha-1}\hat{X}(0) + (s^\alpha I_n + L)^{-1}s^{\alpha-2}\dot{\hat{X}}(0). \tag{6.18}
\]

By applying the inverse Laplace transform to (6.18), it follows from Theorem 3.2 [131] that (6.15) is a solution of (6.4). Noting also that \( L \) is a constant matrix, it follows from the uniqueness and existence theorem of fractional equations [116] that (6.15) is the unique solution of (6.4).

Taking derivative of (6.15) with respect to \( t \) gives that

\[
\dot{\hat{X}}(t) = \frac{1}{t}E_{\alpha,0}(-Lt^\alpha)\hat{X}(0) + E_\alpha(-Lt^\alpha)\dot{\hat{X}}(0). \tag{6.19}
\]
Combining (6.15) and (6.19) leads to the following matrix form

\[
\begin{bmatrix}
\hat{X}(t) \\
\hat{\dot{X}}(t)
\end{bmatrix} = \begin{bmatrix}
E_\alpha(-L t^\alpha) & t E_\alpha,2(-L t^\alpha) \\
\frac{1}{\alpha} E_\alpha,0(-L t^\alpha) & E_\alpha(-L t^\alpha)
\end{bmatrix}
\begin{bmatrix}
\hat{X}(0) \\
\hat{\dot{X}}(0)
\end{bmatrix}.
\]  

(6.20)

Therefore, we can get that

\[
\begin{bmatrix}
\hat{X}(\Delta_1) \\
\hat{\dot{X}}(\Delta_1)
\end{bmatrix} = \begin{bmatrix}
E_\alpha(-L_0 \Delta_1^\alpha) & \Delta_1 E_\alpha,2(-L_0 \Delta_1^\alpha) \\
\frac{1}{\alpha} \Delta_1 E_\alpha,0(-L_0 \Delta_1^\alpha) & E_\alpha(-L_0 \Delta_1^\alpha)
\end{bmatrix}
\begin{bmatrix}
\hat{X}(0) \\
\hat{\dot{X}}(0)
\end{bmatrix}.
\]

Similarly, we can also get that

\[
\begin{bmatrix}
\hat{X}(\Delta_k) \\
\hat{\dot{X}}(\Delta_k)
\end{bmatrix} = \prod_{i=1}^{k} C_{k-i} B_{0,0}
\begin{bmatrix}
\hat{X}(0) \\
\hat{\dot{X}}(0)
\end{bmatrix},
\]  

(6.21)

where \( C_k = B_{k+1,k+1} B_{k+1,k}^{-1} \) with

\[
B_{m,n} = \begin{bmatrix}
E_\alpha(-L_m \left( \sum_{i=1}^{n+1} \Delta_i \right)^\alpha) & \sum_{i=1}^{n+1} \Delta_i E_\alpha,2(-L_m \left( \sum_{i=1}^{n+1} \Delta_i \right)^\alpha) \\
E_\alpha,0(-L_m \left( \sum_{i=1}^{n+1} \Delta_i \right)^\alpha) & E_\alpha(-L_m \left( \sum_{i=1}^{n+1} \Delta_i \right)^\alpha)
\end{bmatrix},
\]

where \( C_0 \triangleq I_{2n} \) is the \( 2n \) by \( 2n \) identity matrix. Note that unlike the integer-order systems, there does not exist a transition matrix for fractional-order systems. Therefore, the analysis for fractional-order systems is more challenging than that for integer-order systems. Next we show the sufficient conditions on the directed dynamic network topology such that coordination will be achieved.

**Theorem 6.3.8** Assume that \( \alpha \in (1, 1 + \frac{2}{n}) \) and \( \mathcal{G}_k \) has a directed spanning tree. Define \( V(t) \trianglerighteq \max_j \hat{x}_j(t) - \min_j \hat{x}_j(t) \). For (6.21), there exists positive \( \hat{\Delta}_i \) such that \( V(t) < V(\sum_{j=1}^{i-1} \Delta_j) \) for any \( \Delta_i \geq \hat{\Delta}_i \) when \( t \geq \sum_{j=1}^{i} \Delta_j, \ i = 1, \ldots, 5 \). In addition, if \( \Delta_i \geq \hat{\Delta}_i \), coordination will be achieved globally.

---

Here the values of \( \Delta_i, i = 1, \cdots \), depend on the initial states, the fractional-order \( \alpha \), and \( \mathcal{G}_k \).
Proof: For the first statement, when the directed fixed network topology has a directed spanning tree, it follows from Theorem 3.3 [132] that coordination will be achieved for \( \alpha \in (1, 1 + \frac{2}{n}) \). It then follows that there exists a positive \( \bar{\Delta}_1 \) such that \( V(t) < V(0) \) for any \( t > \bar{\Delta}_1 \). Similarly, by considering \( B_{1,0}^{-1}B_{0,0} \begin{bmatrix} X(0) \\ \dot{X}(0) \end{bmatrix} \) the new initial state, it follows that there exists a positive \( \bar{\Delta}_2 \) such that \( V(\Delta_1 + t) < V(\Delta_1) \) for any \( t > \bar{\Delta}_2 + \Delta_1 \). Similarly, we can also show the existence of \( \Delta_i, i = 3, \ldots \).

For the second statement, because \( V(\sum_{j=1}^{i+1} \Delta_k) < V(\sum_{j=1}^{i} \Delta_j) \), it follows that \( V(\sum_{j=1}^{i} \Delta_j) \rightarrow 0 \) as \( i \rightarrow \infty \). Therefore, we can get that \( \ddot{x}_i[k] \rightarrow \ddot{x}_j[k] \), i.e., \( x_i[k] - x_j[k] \rightarrow \delta_{ij} \) as \( k \rightarrow \infty \) under the condition of the theorem.

Remark 6.3.9 Theorems 6.3.6 and 6.3.8 can be extended to the case when the fractional order \( \alpha \in (1, 1 + \frac{2}{n}) \) is constant for \( t \in [\sum_{j=1}^{k} \Delta_j, \sum_{j=1}^{k+1} \Delta_j] \) and switches at \( t = \sum_{j=1}^{k} \Delta_j \).

6.3.2 Comparison Between Coordination for Fractional-order Systems and Integer-order Systems

In this section, we compare coordination for fractional-order systems with that for integer-order systems. Based on the comparison, we propose a varying-order fractional-order coordination strategy to achieve higher convergence speed. Before moving on, we first derive the solutions of (6.26) and (6.27).

For \( \alpha \in (0, 1] \), the Laplace transform of (6.26) is (6.8). Taking the inverse Laplace transform of (6.8) gives

\[
y_i(t) = y_i(0^-)E_{\alpha}(-\lambda_it^\alpha),
\]

where \( E_{\alpha}(\cdot) \) is the Mittag-Leffler function defined in (B.3). Similarly, for \( \alpha \in (1, 2) \), the Laplace transform of (6.26) is (6.9). Taking the inverse Laplace transform of (6.9) gives

\[
y_i(t) = y_i(0^-)E_{\alpha}(-\lambda_it^\alpha) + \dot{y}_i(0^-)tE_{\alpha,2}(-\lambda_it^\alpha),
\]

where \( E_{\alpha,2}(\cdot) \) is the Mittag-Leffler function defined in (B.2).
For $\alpha \in (0, 1]$, the Laplace transform of (6.27) is (6.10). Taking the inverse Laplace transform of (6.10) gives

$$y_i(t) = y_i(0^-) E_\alpha(-\lambda_i t^\alpha) - y_{i+1}(t) \ast [t^{\alpha-1} E_{\alpha,\alpha}(-\lambda_i t^\alpha)],$$

where $\ast$ denotes the convolution operation. Similarly, for $\alpha \in (1, 2)$, the Laplace transform of (6.27) is (6.11). Taking the inverse Laplace transform of (6.11) gives

$$y_i(t) = y_i(0^-) E_\alpha(-\lambda_i t^\alpha) + \dot{y}_i(0^-) t E_{\alpha,2}(-\lambda_i t^\alpha) - y_{i+1}(t) \ast [t^{\alpha-1} E_{\alpha,\alpha}(-\lambda_i t^\alpha)].$$

It can be observed from these solutions that the decaying speeds of Mittag-Leffler functions determine the speed at which $y_i(t)$, where $\text{Re}(\lambda_i) < 0$, approaches zero. As a result, it follows that the convergence speed of (6.4) is also determined by the decaying speeds of Mittag-Leffler functions due to the fact shown in the proof of Theorem 6.3.1 that coordination is achieved if $y_i(t) = 0$ for all $\lambda_i \neq 0$. As a special case, for single integer-order systems, i.e., $\alpha = 1$, (6.4) becomes (6.12) and the corresponding solution is $\tilde{X}(t) = e^{-Lt} \tilde{X}(0)$. Similarly, the solution for high integer-order systems, i.e., $\alpha = 2, 3, \cdots$, can also be written in the form of exponential functions. Therefore, it is worthwhile to study the difference between Mittag-Leffler functions and exponential functions in order to compare coordination for fractional-order dynamics and that for integer-order dynamics. As an example, we next study the decaying speeds of the Mittag-Leffler function $E_\alpha(-\lambda t^\alpha)$ and the exponential function $e^{-\lambda t}$.

**Theorem 6.3.10** There exists a positive scalar $T$ such that $E_\alpha(-\lambda t^\alpha)$ decreases faster than $e^{-\lambda t}$ for $t \in (0, T)$, where $\lambda \in \mathbb{R}^+$ and $\alpha \in \mathbb{R}^+$.

**Proof:** Note that both $e^{-\lambda t}$ and $E_\alpha(-\lambda t^\alpha)$ equal to 1 when $t = 0$. Taking derivatives of both functions gives

$$\frac{d}{dt}[e^{-\lambda t}]|_{t=0} = -\lambda e^{-\lambda t}|_{t=0} = -\lambda$$

and

$$\frac{d}{dt}[E_\alpha(-\lambda t^\alpha)]|_{t=0} = -\infty.$$  

Because $\frac{d}{dt}[e^{-\lambda t}]$ and $\frac{d}{dt}[E_\alpha(-\lambda t^\alpha)]$ are continuous with respect to $t$, there exists a positive scalar $T$ such that $E_\alpha(-\lambda t^\alpha)$ decreases faster than $e^{-\lambda t}$ for $t \in (0, T)$ by using the comparison principle.

To illustrate, Figs. 6.1(a) and 6.1(b) show, respectively, Mittag-Leffler functions and their derivatives with different orders for $\lambda = 1$. Figure 6.1(a) shows Mittag-Leffler functions when
$\alpha = 0.2i, i = 1, 2, 3, 4, 5.$ A noticeable phenomenon in Fig. 6.1(a) is that the smaller $\alpha$ is, the faster the decaying speed will be when the time is close to zero. Figure 6.1(b) shows the derivatives of Mittag-Leffler functions for $\alpha = 0.2i, i = 1, 2, 3, 4, 5$. Note that Figs. 6.1(a) and 6.1(b) verified Theorem 6.3.10. Because the decaying speeds of Mittag-Leffler functions with different fractional orders are different as shown in Fig. 6.1, we are motivated to adopt a varying-order fractional-order coordination strategy to increase the convergence speed.

**Remark 6.3.11** In order to achieve higher convergence speed, a varying-order fractional-order coordination strategy can be adopted. The strategy can be described as follows: Let $\alpha_1 < \cdots < \alpha_m < 1$ and choose $\alpha$ in (6.4) as

\[
\alpha = \begin{cases} 
\alpha_1, & t < t_1; \\
\alpha_i, & t_{i-1} \leq t < t_i, \ i = 2, \cdots, m; \\
1, & t \geq t_m.
\end{cases}
\]

Here $t_1$ is chosen such that the convergence speed with order $\alpha_1$ is the highest when $t < t_1$. Similarly, $t_i, \ i = 2, \cdots, m$, is chosen such that the convergence speed with order $\alpha_i$ is highest for $t \in [t_{i-1}, t_i)$, and $\alpha = 1$ if $t \geq t_m$. Given the same $L$, the convergence speed of this varying-order fractional-order coordination strategy is higher than that of the single-integrator coordination strategy because the convergence speed of the proposed strategy is higher than that of the single-integrator coordination strategy when $t < t_m$ and equal to that of the single-integrator coordination strategy when $t \geq t_m$.

**Remark 6.3.12** The convergence speed for fractional-order systems can be increased by applying a varying-order fractional-order coordination strategy. Similarly, the convergence speed can also be increased by separating the time interval into more pieces $[t_i, t_{i+1})$.

**Remark 6.3.13** There should exist an optimal varying-order fractional-order coordination strategy to maximize the convergence speed and the order of the corresponding fractional-order coordination strategy may be continuous with respect to $t$. This optimal strategy might be related to the sensitivity function of $E_\alpha(-\lambda t^\alpha)$ with respect to $\alpha$, i.e., $\frac{d}{d\alpha}[E_\alpha(-\lambda t^\alpha)]$.

---

When $\alpha = 1$, the corresponding Mittag-Leffler function becomes the exponential function.
(a) Mittag-Leffler functions with different orders.

(b) Derivatives of Mittag-Leffler functions with different orders.

Fig. 6.1: Mittag-Leffler functions and the derivatives.
6.3.3 Simulation Illustrations and Discussions

In this section, several simulation results are presented to illustrate the fractional-order coordination algorithm proposed in Section 6.2 and the varying-order coordination strategy in Section 6.3.2. We consider a group of twelve agents with an interaction graph given by Fig. 6.2. Note that the interaction graph in Fig. 6.2 has a directed spanning tree with node 1 being the root. Although we only consider twelve agents in our simulation, similar results can be obtained for a large number of agents if the conditions in Theorem 6.3.1 are satisfied. Here for simplicity we have chosen \( \delta_i = 0, i = 1, \ldots, 12 \), i.e., \( \tilde{X}(t) = X(t) \), where \( X(t) = [r_1(t), \ldots, r_{12}(t)]^T \). The corresponding (nonsymmetric) Laplacian matrix is chosen such that \( a_{ij} = 1 \) if \((v_j, v_i) \in W\) and \( a_{ij} = 0 \) otherwise. It can be computed that \( p = [1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1]^T \) and the eigenvalues of \( L \) are \( 0, 1, 1.9595 \pm 0.2817j, 1.6549 \pm 0.7557j, 1.1423 \pm 0.9898j, 0.5846 \pm 0.9096j, \) and \( 0.1587 \pm 0.5406j, \) where \( j \) is the imaginary unit.

For \( \alpha \in (0, 1] \), let the initial states be \( X(0) = [6, 3, 1, -3, 4, 2, 0, -5, -2, -5, 2, 7]^T \). When the fractional order is \( \alpha = 0.8 \), the states using (6.4) are shown in Fig. 6.3(a). It can be seen that coordination is achieved with the final coordination equilibrium for \( r_i(t) \) being \( 0.5455 \), which is equal to \( p^T X(0) \). When \( \alpha = 1 \), i.e., the system takes in the form of single-integrator dynamics, the states using (6.4) are shown in Fig. 6.3(b). From these two figures, it can be seen that the equilibrium states for both cases are the same. In addition, it can also be observed that the convergence speed of the fractional-order case is higher than that of the single-integrator case when \( t \) is close to the origin.

For \( \alpha \in (1, \frac{20}{\pi}) \), we let the initial states be \( X(0) = [6, 3, 1, -3, 4, 2, 0, -5, -2, -5, 2, 7]^T \) and

Fig. 6.2: Interaction graph for twelve agents. An arrow from \( j \) to \( i \) denotes that agent \( i \) can receive information from agent \( j \).
Fig. 6.3: Simulation results using (6.4) with different orders.
\( \dot{X}(0) = [1, 2, 3, 4, 0, 0, 0, 1, 1, 1]^T \). It follows from the definition of \( \theta \) in Theorem 6.3.1 that \( \theta = 1.8563 \), which implies \( \alpha \in (0, 1.182) \). Figures 6.3(c) and 6.3(d) show the states using (6.4) for \( \alpha = 1.15 \) and \( \alpha = 1.5 \), respectively. From Fig. 6.3(c), it can be observed that coordination can be achieved. From Fig. 6.3(d), it can be observed that coordination cannot be achieved. The four subfigures in Fig. 6.3 validate Theorem 6.3.1.

We next present the simulation results using the varying-order coordination strategy described in Remark 6.3.11 and compare the simulation results with those using the integer-order coordination strategy in Fig. 6.3(b). Let the initial states be \( X(0) = [6, 3, 1, -3, 4, 2, 0, -5, -2, -5, 2, 7]^T \). Figure 6.4 shows the states using the varying-order coordination strategy when the parameters in Remark 6.3.11 are arbitrarily chosen as \( \alpha_i = 0.4 + 0.1i \) and \( t_i = 0.1 + 0.04i \) for \( i = 1, 2, 3, 4 \). Note that \( |r_i(t) - r_j(t)| < 0.1 \) for all \( t > 21.73 \) s in Fig. 6.4 while \( |r_i(t) - r_j(t)| < 0.1 \) for all \( t > 22.22 \) s in Fig. 6.3(b). Therefore, we can see that the convergence speed using the varying-order coordination strategy is higher than that using the single integer-order coordination strategy. The comparison shows the effectiveness of the proposed varying-order coordination strategy. Of course, when we choose different parameters \( (\alpha_i, t_i) \) carefully as described in Remark 6.3.11, the convergence speed can be further improved.

### 6.4 Convergence Analysis of Fractional-order Coordination Algorithms with Absolute/Relative Damping

In this section, we propose fractional-order coordination algorithms with absolute/relative damping and then study the conditions on the network topology and the fractional orders such that coordination will be achieved when using these algorithms for fractional-order systems under a directed fixed network topology.
Fig. 6.4: Simulation result using (6.4) with varying orders. \(|r_i(t) - r_j(t)| < 0.1\) for any \(t > 21.73\) s.

### 6.4.1 Absolute Damping

For \(n\ (n \geq 2)\) systems with dynamics given by (6.1), we propose the following fractional-order coordination algorithm with absolute damping as

\[
    u_i(t) = -\sum_{j=1}^{n} a_{ij} [x_i(t) - x_j(t) - (\delta_i - \delta_j)] - \beta x_i^{(\alpha/2)}(t), \tag{6.22}
\]

where \(\beta \in \mathbb{R}^+\) and \(\delta_i \in \mathbb{R}\) is constant. Using (6.22), (6.1) can be written in matrix form as

\[
    \dot{X}^{(\alpha)}(t) + \beta \dot{X}^{(\alpha/2)}(t) + \mathcal{L} \ddot{X}(t) = 0, \tag{6.23}
\]

where \(\dot{X}(t)\) and \(\mathcal{L}\) are defined in (6.4). It then follows that (6.23) can be written as

\[
\begin{bmatrix}
    \dot{X}(t) \\
    \ddot{X}^{(\alpha/2)}(t)
\end{bmatrix}
^{(\alpha/2)} =
\begin{bmatrix}
    0_n \times n & I_n \\
    -\mathcal{L} & -\beta I_n
\end{bmatrix}
\begin{bmatrix}
    \dot{X}(t) \\
    \ddot{X}^{(\alpha/2)}(t)
\end{bmatrix}, \tag{6.24}
\]

where \(0_n \times n\) is the \(n\) by \(n\) all-zero matrix. Note that each eigenvalue of \(\mathcal{L}\), \(\lambda_i\), corresponds to two eigenvalues of \(F\), denoted by

\[
    \mu_{2i-1} = \frac{-\beta + \sqrt{\beta^2 - 4\lambda_i}}{2} \quad \text{and} \quad \mu_{2i} = \frac{-\beta - \sqrt{\beta^2 - 4\lambda_i}}{2}, \tag{71}
\]
Note that $F$ can be written in Jordan canonical form as

$$F = P \begin{bmatrix}
\Lambda_1 & 0 & \cdots & 0 \\
0 & \Lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Lambda_k
\end{bmatrix} P^{-1},$$

where $\Lambda_m, m = 1, 2, \ldots, k,$ are standard Jordan blocks. By defining $Z(t) = [z_1(t), \cdots, z_n(t)]^T \triangleq P^{-1} \begin{bmatrix} \tilde{X}(t) \\ \tilde{X}^{(\alpha/2)}(t) \end{bmatrix}$, (6.24) can be written as

$$Z^{(\alpha/2)}(t) = \Lambda Z(t).$$ (6.25)

Suppose that each diagonal entry of $\Lambda_i$ is $\mu_i$, i.e., an eigenvalue of $F$. Similarly, (6.25) can be decoupled into $n$ one-dimensional equations represented by either

$$z_i^{(\alpha/2)}(t) = \mu_i z_i(t), \quad (6.26)$$

or

$$z_i^{(\alpha/2)}(t) = \mu_i z_i(t) + z_{i+1}(t). \quad (6.27)$$

**Lemma 6.4.1** [133] Let $\lambda_i$ be the $i$th eigenvalue of $L$, $\mu_{2i-1}$ and $\mu_{2i}$ are the two eigenvalues of $F$ corresponding to $\lambda_i$, and $\text{Im}(\cdot)$ denotes the imaginary part of a complex number. When $\text{Re}(\lambda_i) > 0$, $\text{Re}(\mu_{2i-1}) < 0$ and $\text{Re}(\mu_{2i}) < 0$ if and only if $\beta > \sqrt{\frac{\text{Im}(\lambda_i)^2}{\text{Re}(\lambda_i)}}$.

**Theorem 6.4.1** Let $\lambda_i$ be the $i$th eigenvalue of $L$, and $\mu_{2i-1}$ and $\mu_{2i}$ be the two eigenvalues of $F$ corresponding to $\lambda_i$. Define $\theta \triangleq \min_{\mu_i \neq 0, i=1,2,\ldots,2n} \theta_i$, where $\theta_i = \pi - |\arg{-\mu_i}|$. Using (6.22) for (6.1), coordination will be achieved if the directed fixed network topology has a directed spanning tree and $\alpha \in (0, \frac{4\beta}{\pi})$. In particular, the following properties hold.

**Case 1:** $\beta > \max_{\lambda_i \neq 0} \sqrt{\frac{\text{Im}(\lambda_i)^2}{\text{Re}(\lambda_i)}}$. When $\alpha \in (0, 2]$, $\tilde{x}_i(t)$ and $\tilde{x}_j(t)$ converge to $p^T \tilde{X}(0) + \frac{1}{\beta} \tilde{P}^T \tilde{X}^{(\alpha/2)}(0)$ as $t \to \infty$, where $p$ is the left eigenvector of $L$ associated with the zero eigenvalue.
satisfying $P^T 1 = 1$. When $\alpha \in (2, \frac{4\theta}{\bar{r}})$, $\tilde{x}_i(t)$ and $\tilde{x}_j(t)$ converge to $p^T \tilde{X}(0) + \frac{1}{\beta} p^T \tilde{X}^{(1/2)}(0)$ as $t \to \infty$. Then we have that $\dot{x}_i(t)$ and $\dot{x}_j(t)$ converge to $p^T \tilde{X}(0) + \frac{1}{\beta} p^T \tilde{X}^{(1/2)}(0)$ as $t \to \infty$.

**Case 2:** $0 < \beta \leq \max_{\lambda_i \neq 0} \sqrt{\frac{\Im(\lambda_i)^2}{\Re(\lambda_i)}}$. Then we have that $\dot{x}_i(t)$ and $\dot{x}_j(t)$ and $p^T \tilde{X}(0) + \frac{1}{\beta} p^T \tilde{X}^{(1/2)}(0)$ as $t \to \infty$.

**Proof:** (Proof of Case 1) When the directed fixed network topology has a directed spanning tree, $\mathcal{L}$ has a simple zero eigenvalue and all other eigenvalues have positive real parts [39,101]. Without loss of generality, let $\lambda_1 = 0$ and $\Re(\lambda_i) > 0$, $i \neq 1$. For $\lambda_1 = 0$, it follows that $\mu_1 = 0$ and $\mu_2 = -\beta$. Because $-\beta < 0$, it follows from Property 1 of Lemma 6.3.1 that $z_2(t) \to 0$ as $t \to \infty$. When $\alpha \in (0,2]$, because $\mu_1 = 0$ is a simple zero eigenvalue, $\mu_1$ satisfies (6.26). It follows from Property 2 in Lemma 6.3.1 that $z_1(t) \equiv z_1(0)$. When $\beta > \max_{\lambda_i \neq 0} \sqrt{\frac{\Im(\lambda_i)^2}{\Re(\lambda_i)}}$, it follows from Lemma 6.4.1 that $\Re(\mu_{2i-1}) < 0$ and $\Re(\mu_{2i}) < 0$, $i \neq 1$. When $\mu_{2i-1}$ and $\mu_{2i}$ satisfy (6.26), it then follows from Property 1 of Lemma 6.3.1 that $z_{2i-1}(t) \to 0$ and $z_{2i}(t) \to 0$ as $t \to \infty$. When $\mu_{2i-1}$ satisfies (6.26) and $\mu_{2i}$ satisfies (6.27), it then follows from Lemma 6.3.1 and Lemma 6.3.2 that $z_{2i-1}(t) \to 0$ and $z_{2i}(t) \to 0$ as $t \to \infty$ as well. Recalling the structure of the standard Jordan block, by following the previous analysis, it can be shown that $z_{2i-1}(t) \to 0$ and $z_{2i}(t) \to 0$ as $t \to \infty$ when $\mu_{2i-1}$ and $\mu_{2i}$ satisfy (6.27). Combining the above arguments gives $\lim_{t \to \infty} Z(t) = [z_1(0), 0, \cdots, 0]^T$, which implies $\lim_{t \to \infty} \begin{bmatrix} \tilde{X}(t) \\ \tilde{X}^{(1/2)}(t) \end{bmatrix} = \lim_{t \to \infty} PZ(t) = PSZ(0) = P^{SP^{-1}} \begin{bmatrix} \tilde{X}(0) \\ \tilde{X}^{(1/2)}(0) \end{bmatrix}$, where $S = [s_{ij}] \in \mathbb{R}^{n \times n}$ has only one nonzero entry $s_{11} = 1$. Note that the first column of $P$ can be chosen as $[1^T, 0^T]^T$ while the first row of $P^{-1}$ can be chosen as $[p^T, \frac{1}{\beta} p^T]^T$ by noting that $[1^T, 0^T]^T$ and $[P^T, \frac{1}{\beta} P^T]^T$ are, respectively, a right and left eigenvector of $F$ associated with $\mu_1 = 0$ and $[P^T, \frac{1}{\beta} P^T][1^T, 0^T]^T = 1$, where $0$ is an all-zero column vector with a compatible size. Therefore, $\lim_{t \to \infty} \begin{bmatrix} \tilde{X}(t) \\ \tilde{X}^{(1/2)}(t) \end{bmatrix} = P^{SP^{-1}} \begin{bmatrix} \tilde{X}(0) \\ \tilde{X}^{(1/2)}(0) \end{bmatrix} = [1^T, 0^T][p^T, \frac{1}{\beta} p^T]^T \begin{bmatrix} \tilde{X}(0) \\ \tilde{X}^{(1/2)}(0) \end{bmatrix}$, that is, $\lim_{t \to \infty} \tilde{x}_i(t) = p^T \tilde{X}(0) + \frac{1}{\beta} p^T \tilde{X}^{(1/2)}(0)$.

\footnote{Note that $\frac{4\theta}{\bar{r}} > 2$ because $\theta > \frac{\bar{r}}{2}$ according to Lemma 6.3.1.}
When \( \alpha \in (2, \frac{4\theta}{\pi}) \), it follows from Property 3 of Lemma 6.3.1 that \( z_1(t) = z_1(0) + \dot{z}_1(0)t \). A similar discussion to that for \( \alpha \in (0, 2] \) shows that \( z_i(t) \to 0 \) as \( t \to \infty \) for \( i = 3, \cdots, 2n \).

Therefore, it follows that \( \lim_{t \to \infty} Z(t) = [z_1(0) + \dot{z}_1(0)t, 0, \cdots, 0]^T \), which implies that \( \lim_{t \to \infty} \tilde{Z}(t) = [\dot{z}_1(0), 0, \cdots, 0]^T \). Similar to the proof for \( \alpha \in (0, 2] \), we can get that \( \lim_{t \to \infty} \dot{x}_i(t) = p^T \tilde{X}(0) + \frac{1}{\gamma} p^T \tilde{X}^{(\alpha/2)}(0) + [p^T \tilde{X}(0) + \frac{1}{\gamma} p^T \tilde{X}^{(1+\alpha/2)}(0)]t \) and \( \lim_{t \to \infty} \dot{\tilde{x}}_i(t) = p^T \tilde{X}(0) + \frac{1}{\gamma} p^T \tilde{X}^{(1+\alpha/2)}(0) \).

(Proof of Case 2) When \( 0 < \beta \leq \max_{\lambda_i \neq 0} \sqrt{\frac{\text{Im}(\lambda_i)^2}{\Re(\lambda_i)}} \), it follows from Lemma (6.4.1) that \( \Re(\mu_{2i-1}) \geq 0 \) for some \( i \), which implies that \( 4\theta \pi \leq 2 \). Therefore, we can get that \( \alpha \in (0, 2) \). The proof then follows a similar analysis to that of Case 1 when \( \alpha \in (0, 2] \).

Remark 6.4.2 From Theorem 6.4.1, it can be noted that the control gain \( \beta \) can be chosen as any positive number. In particular, the possible range of \( \alpha \) to ensure coordination will be different depending on \( \beta \). In addition, when there exists absolute damping, the final velocity may not be zero as shown in Theorem 6.3.6, which is different from some existing results [61, 71]. The existing coordination algorithms for double-integrator dynamics with absolute damping [61, 71] can be viewed as a special case of Theorem 6.4.1 when \( \alpha = 2 \).

6.4.2 Relative Damping

For \( n \) (\( n \geq 2 \)) systems with dynamics given by (6.1), we propose the following fractional-order coordination algorithm with relative damping as

\[
u_i(t) = - \sum_{j=1}^{n} a_{ij} \left\{ x_i(t) - x_j(t) - (\delta_i - \delta_j) + \gamma [x_i^{(\alpha/2)}(t) - x_j^{(\alpha/2)}(t)] \right\},
\]

(6.28)

where \( \gamma \in \mathbb{R}^+ \) and \( \delta_i \in \mathbb{R} \) is constant. Using (6.28), (6.1) can be written in matrix form as

\[
\tilde{X}^{(\alpha)}(t) + \gamma \mathcal{L} \tilde{X}^{(\alpha/2)}(t) + \mathcal{L} \tilde{X}(t) = 0,
\]

(6.29)
where \( \tilde{X}(t) \) and \( \mathcal{L} \) are defined in (6.4). It follows that (6.29) can be written as

\[
\begin{bmatrix}
\tilde{X}(t)
\tilde{X}^{(\alpha/2)}(t)
\end{bmatrix}^{(\alpha/2)} =
\begin{bmatrix}
0_{n \times n} & I_n \\
-\mathcal{L} & -\gamma \mathcal{L}
\end{bmatrix}
\begin{bmatrix}
\tilde{X}(t)
\tilde{X}^{(\alpha/2)}(t)
\end{bmatrix}.
\]

(6.30)

Note that each eigenvalue of \( \mathcal{L}, \lambda_i \), also corresponds to two eigenvalues of \( G \), denoted by \( \mu_{2i-1} \) and \( \mu_{2i} \) [60]. Note that \( G \) can also be written in Jordan canonical form as

\[
G = Q Q^{-1},
\]

where \( \Sigma_m, m = 1, 2, \ldots, k \), are standard Jordan blocks. By defining \( Z(t) = [z_1(t), \ldots, z_n(t)]^T \),

\[
Q^{-1}
\begin{bmatrix}
\tilde{X}(t)
\tilde{X}^{(\alpha/2)}(t)
\end{bmatrix},
\]

(6.30) can be written as

\[
Z^{(\alpha/2)}(t) = \Sigma Z(t).
\]

(6.31)

Suppose that each diagonal entry of \( \Sigma_i \) is \( \mu_i \), i.e., an eigenvalue of \( G \). Similar to the analysis of (6.25), (6.31) can be decoupled into \( n \) one-dimensional equations represented by either (6.26) or (6.27). Before moving on, we need the following lemma.

**Lemma 6.4.2** Let \( \lambda_i \) be the \( i \)th eigenvalue of \( \mathcal{L} \), and \( \mu_{2i-1} \) and \( \mu_{2i} \) be the two eigenvalues of \( G \) corresponding to \( \lambda_i \). Suppose that \( \text{Re}(\lambda_i) > 0 \). Then \( \text{Re}(\mu_{2i-1}) < 0 \) and \( \text{Re}(\mu_{2i}) < 0 \) if and only if \( \gamma > \bar{\gamma}_i \), where \( \bar{\gamma}_i \) is

\[
\bar{\gamma}_i = \sqrt{\frac{\text{Im}(\lambda_i)^2}{\text{Re}(\lambda_i)}}.
\]

Proof: The characteristic polynomial of \( G \) is given by

\[
s(s + \gamma \lambda_i) + \lambda_i = 0.
\]

(6.32)
Letting \( s_1 \) and \( s_2 \) be the two roots of (6.32), it follows from (6.32) that \( s_1 + s_2 = -\gamma \lambda_i \). Because \( \text{Re}(\lambda_i) > 0 \), at least one of the two roots are in the open left half plane if \( \gamma > 0 \). Note that the bound of \( \gamma \), \( \bar{\gamma}_i \), can be obtained when one of the two roots are on the imaginary axis. Without loss of generality, we let \( s_1 = zj \), where \( z \) is a real constant and \( j \) is the imaginary unit. Substituting \( s_1 = zj \) into (6.32) gives that \(-z^2 + \bar{\gamma}_i \lambda_i z + \lambda_i = 0\). After some manipulation, we can get that \( \bar{\gamma}_i \) satisfies 
\[-\text{Im}(\lambda_i)^2 + \bar{\gamma}_i \lambda_i \text{Re}(\lambda_i) + \bar{\gamma}_i^2 \lambda_i^3 = 0,\]
which can be simplified as \( \bar{\gamma}_i = \frac{\text{Im}(\lambda_i)^2}{\lambda_i - 2\lambda_i^2}. \)

**Theorem 6.4.3**  Let \( \lambda_i \) be the \( i \)th eigenvalue of \( L \), and \( \mu_{2i-1} \) and \( \mu_{2i} \) be the two eigenvalues of \( G \) corresponding to \( \lambda_i \). Define \( \bar{\gamma} = \max_{\mu_i \neq 0, i=1,2,\ldots,2n} \bar{\gamma}_i \) with \( \bar{\gamma}_i \) being defined in Lemma 6.4.2, and \( \theta = \min_{\mu_i \neq 0, i=1,2,\ldots,2n} \theta_i \), where \( \theta_i = \pi - |\arg\{-\mu_i\}| \). Using (6.29) for (6.1), coordination will be achieved if the directed fixed network topology has a directed spanning tree and \( \alpha \in (0, \frac{4\theta}{\pi}) \). In addition, the following properties hold.

**Case 1:** \( \gamma > \bar{\gamma} \). When \( \alpha \in (0, 2] \), \( \bar{x}_i(t) \) and \( \bar{x}_j(t) \) converge to \( p^T \bar{X}(0) + \frac{t^{\alpha/2}}{\Gamma(1 + \alpha/2)} p^T \bar{X}^{(\alpha/2)}(0) \) as \( t \to \infty \), where \( p \) is defined in Theorem 6.4.1. When \( \alpha \in (2, \frac{4\theta}{\pi}) \), \( \bar{x}_i(t) \) and \( \bar{x}_j(t) \) converge to \( p^T \bar{X}(0) + \frac{t^{\alpha/2}}{\Gamma(1 + \alpha/2)} p^T \bar{X}^{(\alpha/2)}(0) + \frac{t^{1+\alpha/2}}{\Gamma(\alpha/2+2)} \bar{X}^{(\alpha/2+1)}(0) \) as \( t \to \infty \).

**Case 2:** \( \gamma \leq \bar{\gamma} \). Then we have that \( \bar{x}_i(t) \) and \( \bar{x}_j(t) \) converge to \( p^T \bar{X}(0) + \frac{t^{\alpha/2}}{\Gamma(1 + \alpha/2)} p^T \bar{X}^{(\alpha/2)}(0) \) as \( t \to \infty \).

**Proof:** (Proof of Case 1) When the directed fixed network topology has a directed spanning tree, \( L \) has a simple zero eigenvalue and all other eigenvalues have positive real parts [39, 101]. Without loss of generality, let \( \lambda_1 = 0 \) and \( \text{Re}(\lambda_i) > 0, \ i \neq 1 \). For \( \lambda_1 = 0 \), it follows from (6.32) that \( \mu_1 = 0 \) and \( \mu_2 = 0 \). Because \( G \) has two zero eigenvalues whose geometric multiplicity is 1, it follows that \( \mu_2 = 0 \) satisfies (6.26) and \( \mu_1 = 0 \) satisfies (6.27). When \( \alpha \in (0, 2] \), it follows from Property 2 in Lemma 6.3.1 that \( z_2(t) = z_2(0) \). By substituting \( z_2(t) = z_2(0) \) into (6.27), it follows that

\[
z_1(t) = z_2(0) \frac{t^{\alpha/2}}{\Gamma(1 + \alpha/2)} + z_1(0).
\]

We next study the case of \( \lambda_i, i \neq 1 \). Because \( \text{Re}(\lambda_i) > 0, i \neq 1 \), it follows from Lemma 6.4.1 that \( \text{Re}(\mu_{2i-1}) < 0 \) and \( \text{Re}(\mu_{2i}) < 0 \) when \( \gamma > \bar{\gamma} \). By following a similar analysis to that in the

\[\text{Note that } \frac{4\theta}{\pi} > 2 \text{ because } \theta > \frac{\pi}{2} \text{ according to Lemma 6.4.2.}\]
proof of Theorem 6.4.1, it can be shown that \( z_{2i-1}(t) \to 0 \) and \( z_{2i}(t) \to 0 \) as \( t \to \infty \) as well. Similar to the analysis in the proof of Theorem 6.4.1, it can also be computed that \( w_1 = [1^T, 0^T]^T \) and \( v_1 = [0^T, p^T]^T \) are the right and left eigenvectors corresponding to \( \mu_1 = 0 \). Meanwhile, \( w_2 = [0^T, 1^T]^T \) and \( v_2 = [p^T, 0^T]^T \) are the generalized right and left eigenvectors corresponding to \( \mu_2 = 0 \), where \( v_1^T w_2 = 1 \) and \( v_2^T w_1 = 1 \). Therefore, the first and second columns of \( Q \) can be chosen as \([1^T, 0^T]^T \) and \([0^T, 1^T]^T \) while the first and second rows of \( Q^{-1} \) can be chosen as \([p^T, 0^T]^T \) and \([0^T, p^T]^T \). Therefore, it follows that:

\[
\lim_{t \to \infty} Q(t) = \lim_{t \to \infty} QSZ(0) = \lim_{t \to \infty} QSQ^{-1}
\]

\[
\begin{bmatrix}
\tilde{X}(0) \\
\tilde{X}^{(\alpha/2)}(0)
\end{bmatrix}
\]

where \( S = [s_{ij}] \in \mathbb{R}^{n \times n} \) has three entries which are not equal to zero, \( s_{11} = 1 \), \( s_{12} = \frac{\alpha/2}{\Gamma(1+\alpha/2)} \) and \( s_{22} = 1 \), where \( s_{12} \) is derived from (6.33). After some manipulation, we can get that:

\[
\lim_{t \to \infty} \tilde{x}_i(t) = p^T \tilde{X}(0) + \frac{\alpha/2}{\Gamma(1+\alpha/2)} p^T \tilde{X}^{(\alpha/2)}(0).
\]

When \( \alpha \in (2, \frac{4\theta}{\pi}) \), it follows from Property 3 of Lemma 6.3.1 that \( z_2(t) = z_2(0) + \tilde{z}_2(0)t \). Because \( z_1(t) \) satisfies (6.27), we can get that:

\[
z_1(t) = z_1(0) + z_2(0) \frac{\alpha/2}{\Gamma(\alpha/2+1)} + \tilde{z}_2(0) \frac{\Gamma(1+\alpha/2)}{\Gamma(\alpha/2+2)}.
\]

A similar discussion to that for \( \alpha \in (0, 2] \) shows that \( z_i(t) \to 0 \) as \( t \to \infty \) for \( i = 3, \cdots, 2n \). Therefore, it follows that:

\[
\lim_{t \to \infty} Z(t) = [z_1(0) + z_2(0) \frac{\alpha/2}{\Gamma(\alpha/2+1)} + \tilde{z}_2(0) \frac{\Gamma(1+\alpha/2)}{\Gamma(\alpha/2+2)}, z_2(0) + \tilde{z}_2(0)t, 0, \cdots, 0]^T.
\]

Similar to the proof for \( \alpha \in (0, 2] \), we can get that:

\[
\lim_{t \to \infty} \tilde{x}_i(t) = p^T \tilde{X}(0) + \frac{\alpha/2}{\Gamma(1+\alpha/2)} p^T \tilde{X}^{(\alpha/2)}(0) + \frac{\Gamma(1+\alpha/2)}{\Gamma(\alpha/2+1)} \tilde{X}^{(\alpha/2+1)}(0).
\]

(Proof of Case 2) When \( \gamma \leq \bar{\gamma} \), it follows from Lemma 6.4.2 that \( \text{Re}(\mu_{2i-1}) \geq 0 \) for some \( i \), which implies that \( \frac{4\theta}{\pi} \leq 2 \). Therefore, we can get that \( \alpha \in (0, 2) \). The proof then follows a similar analysis to that of Case 1 when \( \alpha \in (0, 2] \).

\[
\text{Remark 6.4.4 From Theorem 6.4.3, it can be noted that the control gain } \gamma \text{ can also be chosen as any positive number. In particular, the range of } \alpha \text{ will be different depending on } \gamma. \text{ In addition, when there exists relative damping, the final velocity may not be constant as shown in Theorem 6.4.3, which is different from some existing results [60]. The existing coordination algorithms for double-integrator dynamics with relative damping [60] can be viewed as a special case of Theorem 6.4.3.}
\]
when $\alpha = 2$.

### 6.4.3 Simulation

In this section, we present several simulation results to illustrate the theoretical results in Section 6.4. We consider a network of four systems.

To illustrate the results in Section 6.4, we consider the case of a directed fixed network topology shown by Fig. 6.5 which has a directed spanning tree. The simulation result using (6.22) is shown in Fig. 6.6 when $\alpha = 1.6$ and $\beta = 1$. The simulation result using (6.28) is shown in Fig. 6.7 when $\alpha = 1.2$ and $\gamma = 1$. Here for simplicity we have again chosen $\delta_i = 0$. It can be noted from Figs. 6.6 and 6.7 that coordination is achieved. In particular, it can be seen from the bottom subplot of Fig. 6.7 that using (6.28) the final velocity $\dot{x}_i(t)$ is no longer constant when $\alpha = 1.2$ and $\gamma = 1$.

![Directed network topology for four systems. An arrow from $j$ to $i$ denotes that system $i$ can receive information from system $j$.](image)

Fig. 6.5: Directed network topology for four systems. An arrow from $j$ to $i$ denotes that system $i$ can receive information from system $j$. 
Fig. 6.6: States of the four systems using (6.22) with $\alpha = 1.6$ and $\beta = 1$ with the directed fixed network topology given by Fig. 6.5.

Fig. 6.7: States of the four systems using (6.28) with $\alpha = 1.2$ and $\gamma = 1$ with the directed fixed network topology given by Fig. 6.5.
Chapter 7
Conclusion and Future Research

7.1 Summary of Contributions
The dissertation studied decentralized coordination algorithms under several different cases. First, we investigated decentralized coordination algorithms when there exist none, one, multiple group reference states. When there exists no group reference state, decentralized coordination algorithms for double-integrator dynamics were proposed and studied in the sampled-data setting. In the presence of absolute damping, all vehicles will reach the desired configuration with a zero final velocity. In the presence of relative damping, all vehicles will reach the desired configuration with a (general) nonzero final velocity.

When there exists one group reference state, we studied both consensus tracking and swarm tracking scenarios. We first investigated decentralized coordinated tracking in the continuous-time setting by using a variable structure approach. Compared with other approaches, the proposed approach requires less state information and only local interaction. Then we studied a PD-like discrete-time consensus algorithm and showed the upper bound of the final tracking errors.

When there exist multiple group reference states, we proposed containment control algorithms to guarantee that all followers will move into the convex hull formed by the references. Both single-integrator kinematics and double-integrator dynamics were studied. We also presented experimental results on a multi-robot platform to validate the theoretical results.

Finally, we studied two other problems: optimality problem and the study of coordination algorithms for fractional-order systems. The optimality problem is motivated by the fact that a number of different consensus algorithms can be used to achieve consensus. In particular, the optimality problems, including optimal Laplacian matrix and optimal coupling factor, are studied in the presence of global cost functions. The study of coordination algorithms for fractional-order systems is motivated by the application of fractional calculus in real systems, especially those work-
ing in complicated environments. We proposed and studied decentralized coordination algorithms with/without damping terms.

7.2 Ongoing and Future Research

Currently, there are still a number of open questions which deserve further consideration. First, the current decentralized algorithms are studied mostly under the assumption that no constraint exists. However, each vehicle may have its own constraints as well as the constraint from where the vehicle is involved in. Therefore, it is worthwhile to investigate the decentralized coordination algorithms with constraints. Second, the optimization problems in decentralized coordination algorithms. The current stage mainly focuses on the study of decentralized algorithms without optimization mechanism involved. In real applications, decentralized coordination is not the unique objective. One important problem is to achieve coordination in a better way. Third, the application in economy, social science, engineering, etc. It is worthwhile to mention that the purpose of research is to find the applications in real world. It will be interesting to explain the phenomena in various disciplines and even find ways to solve the problems as well. For example, it might be interesting to study the relationship between centralization and decentralization to avoid the economic crisis. We hope that our research can motivate further research in this field.
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Appendix A

Graph Theory Notions

It is natural to model interaction among vehicles by directed graphs. Suppose that a team consists of \( n \) vehicles. A directed graph \( G = (V, E) \) consists of a node set \( V = \{1, \ldots, n\} \) and an edge set \( E \subseteq V \times V \). An edge \((i, j)\) in a directed graph denotes that vehicle \( j \) can obtain information from vehicle \( i \), but not necessarily vice versa. Accordingly, vehicle \( j \) is called a neighbor of \( i \). All neighbors of vehicle \( i \) is denoted by \( N_i \). Adjacency matrix \( A \) of directed graph \( G \) is defined such that \( a_{ij} \) is a positive weight if \((j, i) \in E\), while \( a_{ij} = 0 \) if \((j, i) \notin E\). In particular, we assume that \( a_{ii} = 0 \), \( i = 1, \ldots, n \) (i.e., no self edge allowed). A subgraph \( G_1 = (V_1, E_1) \) of \( G \) is a directed graph such that \( V_1 \subseteq V \) and \( E_1 \subseteq E \cap (V_1 \times V_1) \). The union of a collection of directed graphs is a directed graph whose node and edge sets are the unions of the node and edge sets of the directed graphs in the collection.

A directed path is a sequence of edges in a directed graph of the form \((i_1, i_2), (i_2, i_3), \ldots, (i_j, i)\), where \( i_j \in V \). A directed graph has a directed spanning tree if there exists at least one node having a directed path to all other nodes. A complete graph is a graph in which each pair of distinct nodes is connected by an edge. A complete graph in which each edge is bidirectional is called a complete directed graph. A complete undirected graph is an undirected graph in which each pair of distinct nodes is connected by an edge.

Let the (nonsymmetric) Laplacian matrix \( L = [\ell_{ij}] \in \mathbb{R}^{n \times n} \) associated with \( A \) be defined as [134] \( \ell_{ii} = \sum_{j=1, j \neq i}^{n} a_{ij} \) and \( \ell_{ij} = -a_{ij}, \ i \neq j \). Zero is an eigenvalue of \( L \) with an associated eigenvector \( 1_n \), where \( 1_n \) is the \( n \times 1 \) column vector of all ones.

Given a matrix \( S = [s_{ij}] \in \mathbb{R}^{n \times n} \), the directed graph of \( S \), denoted by \( \Gamma(S) \), is the directed graph with node set \( V = \{1, \cdots, n\} \) such that there is an edge in \( \Gamma(S) \) from \( j \) to \( i \) if and only if \( s_{ij} \neq 0 \).
Appendix B

Caputo Fractional Operator

There are mainly two widely used fractional operators: Caputo and Riemann-Liouville (R-L) fractional operators [116]. In physical systems, Caputo fractional operator is more practical than R-L fractional operator because R-L fractional operator has initial value problems. Therefore, we will use Caputo fractional operator in this paper to model the system dynamics and analyze the stability of the proposed fractional-order algorithms. In the following of the subsection, we will review Caputo fractional operator. Generally, Caputo fractional operator includes Caputo integral and Caputo derivative. Caputo derivative is defined based on the following Caputo integral

$$\frac{C}{a}D^{-\alpha}_tf(t) = \frac{1}{\Gamma(\alpha)} \int_a^t \frac{f(\tau)}{(t-\tau)^{1-\alpha}} d\tau,$$

where $\frac{C}{a}D^{-\alpha}_t$ denotes the Caputo integral with order $\alpha \in (0, 1]$, $\Gamma(\cdot)$ is the Gamma function, and $a$ is an arbitrary real number. For any real number $p$, Caputo derivative is defined as

$$\frac{C}{a}D^p_t f(t) = \frac{C}{a}D^{-\alpha}_t \left[ \frac{d^{[p]+1}}{dt^{[p]+1}} f(t) \right], \quad (B.1)$$

where $\alpha = [p] + 1 - p \in (0, 1]$ and $[p]$ is the integer part of $p$. If $p$ is an integer, then $\alpha = 1$ and (B.1) is equivalent to the integer-order derivative. Because only Caputo fractional operator is used in the following of this paper, a simple notation $f^{(\alpha)}(t)$ is used to replace $\frac{C}{a}D^\alpha_t f(t)$.

In the following, we will introduce the Laplace transform of Caputo derivative and the Mittag-Leffler function [129]. We first introduce the Laplace transform of Caputo derivative. Let $L\{\cdot\}$ denote the Laplace transform of a function. It follows from the formal definition of the Laplace
transform \( F(s) = L\{f(t)\} = \int_0^\infty e^{-st} f(t)dt \) that

\[
L\{f^{(\alpha)}(t)\} = \begin{cases} 
  s^\alpha F(s) + s^{\alpha-1} f(0^-), & \alpha \in (0, 1] \\
  s^\alpha F(s) + s^{\alpha-1} f(0^-) + s^{\alpha-2} \dot{f}(0^-), & \alpha \in (1, 2],
\end{cases}
\]

where \( f(0^-) = \lim_{\epsilon \to 0^-} f(\epsilon) \) and \( \dot{f}(0^-) = \lim_{\epsilon \to 0^-} \dot{f}(\epsilon) \). For \( \alpha, \beta \in \mathbb{C} \), the Mittag-Leffler function in two parameters is defined as

\[
E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k\alpha + \beta)},
\]

(B.2)

When \( \beta = 1 \) and \( \alpha > 0 \), (B.2) can be written in a special case as

\[
E_{\alpha}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k\alpha + 1)}.
\]

(B.3)
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