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Abstract

A calculation method for quantitative X-ray microanalysis (QXMA) for microparticle specimens of a compound with various shapes is proposed in this paper. On the basis of a simplified physical model, the scattering of electrons in particles is calculated by Monte Carlo simulation. We have derived a series of evaluation formulae of the absorption and fluorescence of characteristic X-rays for the particles with regular shapes. With the use of these theories, along with an iteration calculation, compositions of microparticle specimens can be obtained from the measured X-ray intensity ratios. In order to examine the reliability of the method, a large number of electron probe experiments and analysis calculations were carried out for the microparticle specimens of a variety of geometric shapes, dimensions and compositions. Agreement of calculated concentrations using our method with known compositions of the analyzed particle specimens is fairly good. In practical work, calculation formulae for particle specimens with irregular shapes can be replaced by those of particles with approximate regular shapes.
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Introduction

In quantitative analysis of individual microparticles, Armstrong has developed a series of theoretical corrections for particles of a variety of idealized geometric shapes and an accurate experimental method. In the present paper, a new QXMA method for microparticles based on stricter theories and Monte Carlo technique is introduced. This approach is directly applicable to the electron probe analysis of oxide particles, and can be easily extended to QXMA of particle specimens with arbitrary shapes. The flow chart of the calculating program of our method is given here.

Principle

Calculation of electron scattering and X-ray intensity in alloy particles of arbitrary shapes

When the electron beam with a certain energy bombards an alloy particle (Fig. 1), the spatial positions and energy distribution of the electrons and the X-ray production in the specimen will be decided by the elastic and inelastic scattering of the electrons. The electron scattering, production, absorption and fluorescence of characteristic X-rays are physical processes, which cannot be treated by using conventional methods, such as the ZAF procedures.

The calculation procedures developed by us are as follows:

1) Simulation of incident electron beam. An ideal focused electron beam has a Gaussian intensity distribution along its diameter, and the diameter of the circle containing 80 percent of the current is considered as the diameter of the current is considered as the diameter. Based on these considerations, the electron distribution of incident beam can be simulated by Gaussian random number (Fig. 2).

2) Step length of electron scattering. In the present study, we use a simplified physical model to describe the scattering processes of electrons in a target. In this model, the step length of electron scattering is fixed, and Rutherford cross section in its simplest form is expressed. The calculation approach was established by Curgenven and Dynuemb, and has been extensively applied to QXMA. For the energy range of electron beam microanalysis, the differences
between calculated results (such as the back-scatter coefficient, \( \eta \), and the depth distribution function of X-rays) using the simplified model and 'single scattering model' are very small.

Bethe's energy loss equation for a compound is:

\[
\frac{dE}{ds} = \frac{2m_e^2N}{E} \cdot \sum_{i} \frac{Z_i}{A_i} \ln \left( \frac{1.166E}{J_i} \right), \tag{1}
\]

where \( N \) is Avogadro's number, \( Z_i \) and \( A_i \) are the atomic number and atomic weight of \( i \) atoms, respectively, and \( J_i \) is the mean ionization potential.

The total electron path length \( \rho_{\text{e}} \) is calculated by formula (1). We take 1% of Bethe range \( \rho_{\text{e}} \) as the step length of electron scattering.

3) Angular scattering of electrons: let \( \sigma(\theta) \) be the Rutherford cross section, the total cross section \( \sigma_{\text{t}} \) is obtained by integrating \( \sigma(\theta) \) over the whole solid angle 4\( \pi 
\]

\[
\sigma_{\text{t}} = \left( \frac{Z_i e^2}{2E} \right)^2 \frac{\pi}{\alpha_i (1+\alpha_i)}, \tag{2}
\]

where \( \alpha_i \) is the screening parameter of \( i \) atoms.

The relative total section of \( i \) atoms in an alloy is:

\[
\sigma_{\text{r}_i} = \frac{C_i}{A_i} \sigma_{\text{t}}. \tag{3}
\]

The normalized value:

\[
P_{\text{r}_i} = \frac{\sigma_{\text{r}_i}}{\sum_i \sigma_{\text{r}_i}}, \tag{3}
\]

expresses the probability that an electron is scattering by \( i \) atoms.

The angular distribution of electrons is determined by the Rutherford scattering equation:

\[
\cot \left( \frac{\theta}{2} \right) = \frac{P \cdot E}{0.0072 \cdot z}, \tag{4}
\]

in which \( P \) is the impact parameter, \( P \sigma_0(R)^{1/2} \). \( R \) is uniform random number in the range 0-1, we take \( 0.874 \cdot \left( \sigma_0(E) \right) \) as the maximum collision parameter \( \sigma_0 \). \( E_0 \) is the primary energy of incident electrons.

4) Calculation of X-ray intensity. Suppose that \( f(x,y,z) \) is a surface function of the particle under the electron beam with Gaussian distribution, the electron trajectories in the particle can be evaluated by Monte Carlo simulation from the origin of the primary coordinate \( f(x_0, y_0, z_0) \) until the electron leaves the particle. Thus the spatial coordinates and the energy distribution of incident electrons in an alloy particle are obtained.

Considering the absorption and fluorescence of characteristic X-rays, the general equation of the emitted intensity of X-rays of element \( i \) in specimens with arbitrary shapes:

\[
I_{A,F,i} = K_F \int \int \int \phi(x,y,z) \rho_0 \rho_{\text{e}} \rho_0 \rho_{\text{e}} \mathrm{d}x \mathrm{d}y \mathrm{d}z, \tag{5}
\]

where \( \phi \) is the probability of a characteristic X-ray of element \( i \) excited by incident electrons in particles, \( \mu_i \) is the mass absorption coefficient of the sample for the radiation of the exciting element \( i \) and \( s(x,y,z) \) is the absorption path function of X-ray photons, and \( K_F \) is the fluorescence coefficient.

The X-ray intensity emitted from the standard sample of pure element \( i \) is calculated from the expression:

\[
I_{s,i} = \int_0^\infty \phi(pz) \exp(-\mu p \rho \rho_0 \rho_{\text{e}}) \rho_0 \rho_{\text{e}} \mathrm{d}p \mathrm{d}z, \tag{6}
\]

in which \( \mu \) is the m.a.c. of the standard sample, \( \rho_0 \rho_{\text{e}} \) is the mass depth of X-ray photons, and \( \psi \) is the X-ray take-off angle, i.e., the angle between the take-off direction and the plane of substrates for particle specimens.
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In calculating $\Phi(e^2)$ function, the number of X-rays is determined using the ionization cross-section $Q(U)$. The expression is:

$$Q(U) = \frac{\text{const}}{U} \ln U$$

where $U$ is the overvoltage $E/E_c$, $E$ being the critical excitation potential of the X-ray line of interest.

The X-ray intensity ratio is given by:

$$k_i = \frac{I_A F_i}{I_S i}$$

Calculation formulae of $s(x,y,z)$ and $k_i$

It is impossible to derive strictly the absorption path function $s(x,y,z)$ in eq.(5) for particle specimens with arbitrary shapes. Based on physical fact, we have assumed that the X-ray photons are concentrated on the axis of the incident electron beam, and therefore derive the calculation formulae of the function $s(x,y,z)$ for the particles with the regular shapes of cuboid, cylinder, elliptic cylinder, sphere and elliptic sphere.

For cuboid (length=a, width=b, height=c):

$$s(x,y,z) = s(z) = z / \sin \gamma,$$

where $z < \frac{a+b}{2} \cdot \tan \gamma$,

and

$$s(x,y,z) = a+b \cdot \cos \gamma,$$

where $z > \frac{a+b}{2} \cdot \tan \gamma$.

For sphere (diameter $2r$):

$$s(x,y,z) = \left( r - \frac{c}{2} \cdot \tan \gamma \right)^2 \cdot \cos \gamma.$$

For elliptic sphere (three axes are respectively, a, b and c), let $A = (a+b)^2/4$, $B = (c-b)^2/4$, then:

$$s(x,y,z) = \left( (2A-B \cdot \tan \gamma) - 4(c^2 + B \cdot \tan \gamma) \right)^2 (A-B \cdot \tan \gamma)^2$$

It is similarly impossible to exactly calculate the fluorescence coefficient $k_f$ in particles of arbitrary shapes.

Considering the axial symmetry of primary characteristic X-ray photons and excited fluorescence photons, we have assumed that: 1) X-ray photons have a spherical distribution in specimens and the whole intensities of primary X-rays are concentrated on the centre of the X-ray photon sphere. 2) The excited fluorescence photons concentrate on the centre of the secondary X-ray photons.

The fluorescence intensity formula for the particles of symmetric shapes is derived from these assumptions (deriving process in the Appendix):

$$I_f = \frac{1}{2} C \sum_{j} \int_{\omega(j)}^{\omega(j)} \frac{u_{j}^{1/2}}{u_{i}^{1/2}} \cdot 1.67 \cdot e^{-\mu_{i}r_{i}}$$

where $C_j$ is the concentration of element $j$, $\mu_i$ is the m.a.c. of element $i$ for radiation $j$, $\omega(j)$ is the absorption edge jump ratio of element $j$, $r_{i}$ is the overvoltage ratio, $r$ is the absorption path ratio of fluorescence photons from the centre of the secondary photons to the surface of a particle, $f_{1,2}(\psi)$ is the integrated variate function.

There is a good agreement between the fluorescence coefficients calculated using our equation and those obtained using the ZAF method for thick polished specimens.

Calculation of alloy particle concentration $C_i$ using Monte Carlo iteration

Taking the normalized values of the measured X-ray intensity ratio $M_k$ as the first approximate values $C_i$ of the particle composition, the electron scattering processes in the particle sample with the assumed composition $C_i$ are calculated by Monte Carlo simulation, the emitted intensity ratio $k_f$ is simultaneously determined by using the corrections of the absorption and fluorescence of characteristic X-rays mentioned above.

Usually, there is a certain difference between $k_f$ and $M_k$, it may be written:

$$\Delta k_i = k_i - M_k$$

Since the X-ray intensity emitted from element $i$ increases with a rise of the concentration of element $i$ in specimens, the second approximate composition $C_i$ is given by:

$$C_i = \sum (C_i - \Delta k_i) / \sum \Delta k_i$$

Repeating the calculation process above mentioned until the $n$th iteration, for a given arbitrary small quantity $\delta$, if:

$$|C_i - C_i^{-1}| < \delta,$$

then $C_i^{-1}$ is the concentration of the analyzed particle specimen.

Iteration program by Monte Carlo simulation

We have made the Monte Carlo calculation program using WANG VS BASIC language. Figure 3 shows the flow chart of a Monte Carlo program. The program can be applied to the calculations of QXMA for alloy microparticle specimens containing less than eight elements. The data files of atomic number, atomic weight, density, X-ray mass
attenuation coefficient and the other physical constants of 72 elements from beryllium to uranium have been established in this program, and the calculation formulae of particle specimens with the regular shapes of cube, cuboid, cylinder, spheroid, elliptic cylinder and elliptic spheroid are given here.

The calculation formulae of a particle specimen of irregular shape may be replaced by that of the most approximate regular shape. In our work, the correction calculation for thin film samples is seen as a particular example of a cuboid which has large enough size so that more than 50 µm in its length, width, and height represents the thickness of film samples. Therefore, the calculation formulae of QXMA for cuboids are quite suitable for thin films and thick polished specimens.

In this Monte Carlo program, if we let the value ε be 0.005, usually, the iteration calculation converges quite rapidly.

**EPQA experiments**

In order to examine the reliability of the calculation method proposed in this paper, we have carried out a large number of experiments of the electron probe quantitative analysis (EPQA) for the Fe-Cr-Ni alloy standard thick specimen, the Fe-Cr-Ni-Co-Si-B alloy spherical particles, the alloy particles of cube and cuboid shapes and the PbS crystal particles with shapes approximate cube and cuboid.

**Sample preparation and experimental conditions**

The Fe-Cr-Ni standard specimen was provided by National Bureau of Standards (U.S.), it is the standard for QXMA experiment. The alloy spherical particles were prepared by using the technique of argon protection, the alloy particles were made by using the electrolysis extraction method from the block alloy sample.

The experimental conditions for the alloy standard specimen and the particle specimens are indicated in tables 1 and 2. Figs. 4 and 5 are the micrographs of the spherical particle and the PbS particle.

**Results and Discussion**

The calculated compositions using our method and the ZAF correction method for the Fe-Cr-Ni standard specimen are given in table 1. Agreement of the results calculated using the two methods is fairly good. The results analyzed by using our method for the spherical particles and the PbS particles are in agreement with the true concentrations of these specimens, though some systematic errors appear here. However, there are some deviations between the calculated results using the ZAF procedure and the true concentrations for the particle specimens (table 2), and the smaller the size of particles, the greater is the calculated deviation.

The emphasis of this paper is to propose a series of theories for the QXMA of microparticles. We have analyzed over 200 particles of a variety of materials having known compositions and shapes, and have therefore obtained some experimental rules. Those will be discussed in another paper.

This method can be easily extended to the QXMA of oxide particle specimens of arbitrary shapes.

**EPQA experiments**

EPQA experiments were carried out in JCXA-733 Probe, Monte Carlo simulation was calculated on WANG VS 100 Computer.

**Appendix**

The solid angle subtended by the annulus in Fig. 6 is $2\pi \sin \theta \phi$. Considering the mass attenuation of characteristic X-ray $I$ in the radiation process, then the absorbed $I$ radiation by the thin annulus is $-\mu \int \rho \cdot \sec \phi \cdot d\zeta \cdot \sec \phi \cdot dz$. Let $\xi$ be the rate of fluorescence conversion of element $i$, counting the absorption process of fluorescence in the particle, hence, the excited fluorescence intensity in the annulus:

$$I_f = \frac{1}{2} \int \left\{ \int \rho \cdot \sec \phi \cdot e^{-\mu_i \rho \cdot \sec \phi \cdot dz} \right\} \cdot e^{-\mu_i \rho \cdot \sec \phi \cdot \xi \cdot d\zeta}. \quad (10)$$

Integrating eq. (10) for the lower part and the upper part of plane $EF$ of the particle, we arrive at the total fluorescence intensity in the particle:

$$I_f = I_{f1} + I_{f2} \quad (11)$$

Integration of the lower part

$$I_{f1} = \frac{1}{2} \int \left\{ \int \rho \cdot \sec \phi \cdot e^{-\mu_i \rho \cdot \sec \phi \cdot \xi \cdot d\zeta} \right\} \cdot e^{-\mu_i \rho \cdot \sec \phi \cdot \xi \cdot \cos \phi \cdot \rho \cdot \sec \phi \cdot \rho \cdot \cos \phi \cdot \rho \cdot \sec \phi \cdot \xi \cdot d\zeta}. \quad (12)$$

The integration limit along coordinate $Z$, $O'D = O'A \cdot \cos \phi$. For specimens with arbitrary shapes, $O'A$ versus angle $\phi$ and horizontal position angle $\theta$, i.e.,

$$O'A = f_1(\phi, \theta).$$

For the particle specimens with symmetric shapes,

$$f_1(\phi, \theta) = f_1(\phi).$$

Hence,

$$I_{f1} = \frac{1}{2} \int \left\{ \int \rho \cdot \sec \phi \cdot e^{-\mu_i \rho \cdot \sec \phi \cdot \xi \cdot \cos \phi \cdot \rho \cdot \sec \phi \cdot \xi \cdot d\zeta} \right\} \cdot \int f_1(\phi) \cos \phi \cdot e^{-\mu_i \rho \cdot \sec \phi \cdot \xi \cdot d\zeta}. \quad (10)$$

The integration limit along coordinate $Z$, $O'D = O'A \cdot \cos \phi$. For specimens with arbitrary shapes, $O'A$ versus angle $\phi$ and horizontal position angle $\theta$, i.e.,

$$O'A = f_1(\phi, \theta).$$

For the particle specimens with symmetric shapes,

$$f_1(\phi, \theta) = f_1(\phi).$$

Hence,

$$I_{f1} = \frac{1}{2} \int \left\{ \int \rho \cdot \sec \phi \cdot e^{-\mu_i \rho \cdot \sec \phi \cdot \xi \cdot \cos \phi \cdot \rho \cdot \sec \phi \cdot \xi \cdot d\zeta} \right\} \cdot \int f_1(\phi) \cos \phi \cdot e^{-\mu_i \rho \cdot \sec \phi \cdot \xi \cdot d\zeta}. \quad (10)$$
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\[ \frac{1}{2} \int_{-\mu}^{\mu} \left\{ e^{-\mu \rho} \right\} \cdot \left\{ \sin \rho \right\} d\rho = 0 \]

\[ \frac{1}{2} \int_{-\mu}^{\mu} e^{-\mu \rho} \left( 1 - \int_{-\mu}^{\mu} e^{-\mu \rho} f_1(\phi) \sin \phi d\phi \right) d\rho = 0 \]

\[ \rho = 1 \times \left\{ e^{-\mu \rho} f_1(\phi) \right\} \left( 1 - \int_{-\mu}^{\mu} e^{-\mu \rho} f_2(\phi) \sin \phi d\phi \right) \]

\[ \rho = 1 \times \left\{ e^{-\mu \rho} f_1(\phi) \right\} \left( 2 - \int_{0}^{\rho} \left( e^{-\mu \rho} f_1(\phi) + e^{-\mu \rho} f_2(\phi) \sin \phi d\phi \right) \right) \]

\[ \rho = 1 \times \left\{ e^{-\mu \rho} f_1(\phi) \right\} \left( 2 - \int_{0}^{\rho} \left( e^{-\mu \rho} f_1(\phi) + e^{-\mu \rho} f_2(\phi) \sin \phi d\phi \right) \right) \]

\[ \rho = 1 \times \left\{ e^{-\mu \rho} f_1(\phi) \right\} \left( 1 - \int_{0}^{\rho} \left( e^{-\mu \rho} f_1(\phi) + e^{-\mu \rho} f_2(\phi) \sin \phi d\phi \right) \right) \]

The product of the conversion efficiency factor \( \epsilon \) and the radiation \( \rho \) is expressed as follows:

\[ \rho = \frac{\epsilon}{\rho} \cdot \left\{ \omega(\theta) \cdot \frac{A_i}{A_j} \cdot \left( \frac{u_i}{u_j} - 1 \right) \right\} \cdot 1.67 \]

\[ \rho = \frac{\epsilon}{\rho} \cdot \left\{ \omega(\theta) \cdot \frac{A_i}{A_j} \cdot \left( \frac{u_i}{u_j} - 1 \right) \right\} \cdot 1.67 \]

For spherical particle specimens, \( f_1(\phi) = \frac{1}{r} \), then:

\[ \rho = \frac{\epsilon}{\rho} \cdot \left\{ \omega(\theta) \cdot \frac{A_i}{A_j} \cdot \left( \frac{u_i}{u_j} - 1 \right) \right\} \cdot 1.67 \cdot e^{-\mu \rho} \]

\[ \rho = \frac{\epsilon}{\rho} \cdot \left\{ \omega(\theta) \cdot \frac{A_i}{A_j} \cdot \left( \frac{u_i}{u_j} - 1 \right) \right\} \cdot 1.67 \cdot e^{-\mu \rho} \]
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Discussion with Reviewers

P. Statham: What is the average computation time for correction of a single particle?

Authors: The average computation time is about ten minutes in central processor unit (CPU) on WANG VS 100 Computer for correction of a single particle specimen of a compound.

P. Statham: Have you studied the propagation of errors through this procedure so that it is possible to quantify the likely error if the particle shape is incorrectly specified?

Authors: The error of this correction method mainly results from two aspects: (a) the physical model calculating electron scattering and X-ray excitation, and (b) the correction formulæ of the absorption and fluorescence of X-rays. Usually, the error of calculated X-ray distribution function \( \phi(\rho) \) using the simplified model is smaller than 3% at 15-30 keV except heavy element. Since the absorption and fluorescence effects for particle specimens are very small (<1%), the error due to formulæ of the absorption and fluorescence can be ignored. Consequently, the error of this calculation method is lower than 3%. However, a very important problem in particle analysis is the error from EPMA experiments: the smaller the dimension of particles, the larger is the error. When the particles are smaller in area than the diameter of the electron beam, X-ray intensities are very low so that there is a large error due to the detection limits of the X-ray spectrometer. The particle sizes (or the diameter of beams) and shapes should be carefully measured, otherwise, considerable errors can result. For example, we replaced 0.2 \( \mu m \) (particle size) by 0.22 \( \mu m \) in calculating the compositions of PbS particle (table 2), the concentrations obtained are: S, 0.139; Pb, 0.860. Thus there is 1.4% absolute error.

B. Sartore: With respect to the application of your correction calculations to thin film samples, you mentioned the use of a cuboid structure that is more than 50 microns on a side as a good example.
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Input of shape and size of sample, energy and diameter of beam, measured elements and $k_i$; Read-in physical constants

Calculation of X-ray intensity values of standard samples

Calculation of the Bethe range and energy loss

Read-in Gaussian coordinates of incident electron beam

Monte Carlo iteration calculation

No

Does the electron bombard on the sample?

Yes

Calculation of electron scattering and excited X-ray intensity in samples

No

$N \gg N_0$?

Yes

Calculation of fluorescence correction coefficient $k_i$

No

$|c_i^n - c_i^{n-1}| < \epsilon$?

Yes

Store the calculation results in the data file and output

End

Fig. 3. Schematic flow chart of iteration calculation by Monte Carlo simulation for QXMA of particles of arbitrary shapes. $N_0$ is the total simulated electron number.

What is the range of thin film thicknesses, to which your calculations would be applicable? Would your correction calculations be applicable to film thickness in the 1 micron range?

Authors: In our method, the thin film specimens are treated as the peculiar cuboid ones with large size (more than 50 µm in its length and width) and the height of the cuboid as the thickness of film specimens. In the energy range 10-50 keV of EPMA, this method can be applied to the correction calculations for thin films with thickness range of hundreds Å to several µm.

P. Statham: How do your results on particles compare with those for standard ZAF but with normalization?

Authors: The results calculated using our method and the standard ZAF method (with normalization) are given in table 2 for spherical particles and PbS particles. It is clear that the smaller the size of a particle, the larger are the differences between the compositions calculated using the ZAF procedure and the true concentrations. The differences are small for spherical particles with a diameter of 1.0 µm.

P. Statham: Have you experienced any problems with convergence with your iteration technique?

Authors: Yes, if the measured errors of X-ray intensity ratios $M_i$ are large, there will be a problem with convergence.
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Fig. 4. Alloy spherical particle micrography. Diameter, 1.8 µm; substrate, polished graphite piece.

Fig. 5. PbS particle micrography. Shape, approximate cube; dimension, 0.22x0.22x0.22 µm; substrate, polished graphite piece.

<table>
<thead>
<tr>
<th>Voltage (kV)</th>
<th>Element</th>
<th>Measured K values</th>
<th>Calculated compositions by M.C. method</th>
<th>Calculated compositions by ZAF method</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Cr</td>
<td>0.211</td>
<td>0.180</td>
<td>0.185</td>
</tr>
<tr>
<td></td>
<td>Fe</td>
<td>0.694</td>
<td>0.708</td>
<td>0.709</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td>0.095</td>
<td>0.105</td>
<td>0.104</td>
</tr>
<tr>
<td>25</td>
<td>Cr</td>
<td>0.213</td>
<td>0.180</td>
<td>0.185</td>
</tr>
<tr>
<td></td>
<td>Fe</td>
<td>0.685</td>
<td>0.717</td>
<td>0.711</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td>0.089</td>
<td>0.105</td>
<td>0.104</td>
</tr>
<tr>
<td>30</td>
<td>Cr</td>
<td>0.216</td>
<td>0.184</td>
<td>0.187</td>
</tr>
<tr>
<td></td>
<td>Fe</td>
<td>0.672</td>
<td>0.717</td>
<td>0.709</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td>0.089</td>
<td>0.105</td>
<td>0.104</td>
</tr>
<tr>
<td>35</td>
<td>Cr</td>
<td>0.216</td>
<td>0.182</td>
<td>0.187</td>
</tr>
<tr>
<td></td>
<td>Fe</td>
<td>0.664</td>
<td>0.704</td>
<td>0.714</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td>0.081</td>
<td>0.107</td>
<td>0.105</td>
</tr>
</tbody>
</table>

Table 1. Comparison between the results calculated using Monte Carlo method and ZAF method for the Fe-Cr-Ni standard. Actual conc. Fe 0.696-0.724, Cr 0.176-0.186, Ni 0.107-0.111. Beam current, 1x10^-8 A.

P. Statham: The fluorescence correction is likely to be small yet demands a lot of computation. Do your results suggest any criteria for deciding when fluorescence enhancement can safely be ignored?

Authors: We have calculated the fluorescence coefficients for the Fe-Cr-Ni-Co-Si-B alloy spherical particles of different sizes. The results show that fluorescence effects can be ignored when the particles are smaller than 1 µm.

J.D. Brown: A different approach is generally required in particle analysis depending on whether the particles are larger than the beam size and thicker than the electron penetration depth or smaller than the beam size and thinner than the electron penetration depth. Does the method described apply to both cases and if so what changes or precautions are necessary?

Authors: The method described can be applied to the correction calculations of both the cases you mention, and there is no need of making any change. However, it is necessary to perform the EPQA experiments carefully for the particle specimens which are smaller than the beam size or thinner than the electron penetration depth.
Table 2. The results calculated using Monte Carlo method for the spherical particle specimen and the PbS particle specimens of cuboid and cube. Experimental conditions: spheroid (Fig. 4), voltage 15 kV, beam diameter 0.2 μm, beam current 1x10^-8 A; cuboid, 20 kV, 0.15 μm, 1x10^-8 A; cube(1) 20 kV, 0.15 μm, 1x10^-8 A; cube(2), 20 kV, 0.3 μm, 1x10^-8 A. X-ray lines used: B, Si, Cr, Fe, Co, Ni and S, kα; Pb, lα. *The calculated values by ZAF method are normalized.

<table>
<thead>
<tr>
<th>Particle dimension</th>
<th>Element</th>
<th>Measured k values</th>
<th>Calculated compo. by MC method</th>
<th>Calculated compo. by ZAF method*</th>
<th>Actual compo.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spheroid diameter:</td>
<td>B</td>
<td>0.004</td>
<td>0.012</td>
<td>0.033</td>
<td>0.027</td>
</tr>
<tr>
<td>1.0 μm</td>
<td>Si</td>
<td>0.020</td>
<td>0.045</td>
<td>0.033</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td>Cr</td>
<td>0.139</td>
<td>0.163</td>
<td>0.147</td>
<td>0.155</td>
</tr>
<tr>
<td></td>
<td>Fe</td>
<td>0.045</td>
<td>0.051</td>
<td>0.046</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>Co</td>
<td>0.088</td>
<td>0.097</td>
<td>0.103</td>
<td>0.101</td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td>0.566</td>
<td>0.623</td>
<td>0.640</td>
<td>0.626</td>
</tr>
<tr>
<td>PbS cuboid</td>
<td>S</td>
<td>0.071</td>
<td>0.151</td>
<td>0.087</td>
<td>0.134</td>
</tr>
<tr>
<td>1.7x0.95 x0.95 μm</td>
<td>Pb</td>
<td>0.617</td>
<td>0.849</td>
<td>0.912</td>
<td>0.866</td>
</tr>
<tr>
<td>PbS cube(1)</td>
<td>S</td>
<td>0.069</td>
<td>0.155</td>
<td>0.089</td>
<td>0.134</td>
</tr>
<tr>
<td>1x1x1 μm</td>
<td>Pb</td>
<td>0.584</td>
<td>0.845</td>
<td>0.910</td>
<td>0.866</td>
</tr>
<tr>
<td>PbS cube(2)</td>
<td>S</td>
<td>0.008</td>
<td>0.153</td>
<td>0.082</td>
<td>0.134</td>
</tr>
<tr>
<td>0.2x0.2 x0.2 μm</td>
<td>Pb</td>
<td>0.075</td>
<td>0.847</td>
<td>0.918</td>
<td>0.866</td>
</tr>
</tbody>
</table>

Fig. 6. Schematic diagram of exciting fluorescence in specimens with arbitrary shapes.