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Spatially-distributed water consumption was modeled over a segment of the Lower Colorado River, which contains irrigated agricultural and Tamarisk-dominated riparian ecosystems. For the irrigation scheme, distributed evapotranspiration data were analyzed in conjunction with point measurements of precipitation and surface flow in order to close daily and annual water balance. The annual closure error was less than 1% of the total water diversion to the area. In addition, it was found that the soil water storage component of the water balance cannot be neglected if the analysis is performed over time frames shorter than annual (e.g. growing season).

Water consumption was highly uniform within agricultural fields, and all the full-cover fields were transpiring close to their potential rates. Mapping several new and existing drainage performance indicators showed that neither soil salinization nor water-logging would be of concern in this irrigation scheme. However, the quality of high-volume return flow must be studied, especially since the degraded water quality of the
western US rivers is believed to act in favor of the invasive riparian species in outcompeting native species.

Over the Tamarisk forest, the remotely-sensed evapotranspiration estimates were higher than the results of an independent groundwater-based method during spring and winter months. This was chiefly due to the fixed satellite overpass time, which happened at low sun elevation angles in spring and winter and resulted in a significant presence of shadows in the satellite scene and consequently a lower surface temperature estimate, which resulted in a higher evapotranspiration estimate using the SEBAL model. A modification based on the same satellite imagery was proposed and found to be successful in correcting for this error. Both water use and crop coefficients of Tamarisk estimated by the two independent methods implemented in this study were significantly lower than the current approximations that are used by the US Bureau of Reclamation in managing the Lower Colorado River.

Studying the poorly understood stream-aquifer-phreatophyte relationship revealed that diurnal and seasonal groundwater fluctuations were strongly coupled with the changes in river stage at close distances to the river and with the Tamarisk water extraction at further distances from the river. The direction of the groundwater flow was always from the river toward the riparian forest. Thus the improved Tamarisk ET estimates along with a better understanding of the coupling between the river and the riparian aquifer will allow the Bureau of Reclamation to re-asses their reservoir release methodology and improve efficiency and water savings.
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CHAPTER 1

GENERAL INTRODUCTION

Historically, the western US has been known for its arid climate, low precipitation, and long droughts, which have made water management a very complex issue in this part of the world. Increasingly scarce water resources of the western US need to be allocated in such a way that not only supply increasing human and agricultural demands, but also protect ecosystems and critical habitat for flora and fauna. In addition, new scientific evidence of future climate change has concerned both policy makers and the public. For Western water supplies possible consequences of global warming include, but are not limited to: more mountains precipitation in the form of rainfall and less snow, earlier spring run-off, change in timing of vegetation growth stages, and higher evapotranspiration rates. Water governance in such an environment is not possible without having a thorough knowledge of where the water is most needed and where it can be saved.

The fate of water after diversion from surface resources and/or extraction from aquifers can be categorized into consumptive and non-consumptive uses (Perry 2007). The consumed fraction of water essentially consists of evaporative losses in forms of evaporation from land and water surfaces and transpiration by vegetation, which are usually treated as the combined process of evapotranspiration (ET). Other consumptive uses of water such as human uses or the water that is incorporated in plant tissues are significantly smaller compared to the ET from vegetative surfaces, especially in arid/semi-arid regions. For example, irrigation withdrawals to meet crop ET demand
have been the largest use of fresh water in the United States since 1950, accounting for about 65% of the total water withdrawals. Not surprisingly, the majority of withdrawals (86%) and irrigated area (75%) were in the seventeen contiguous western states (Hutson et al. 2004). The irrigation sector has also been occasionally accused of wasting huge amounts of water and several researchers have concluded that by increasing irrigation efficiency in arid/semi-arid areas, water can be saved and assigned to other purposes. Therefore, it is crucial to study the amount of water that needs to be diverted for irrigation and how it is partitioned into different consumptive and non-consumptive uses in order to identify any water saving potential.

Traditionally, evapotranspiration and consequently irrigation efficiencies have been addressed based on point measurements. A major caveat of this approach is that the results represent only the local conditions of the usually small footprint of measuring instruments. Considering that the hydro-climatological conditions are highly variable, the results of traditional methods are less useful as the size of study area increases from field to scheme and basin. Recent advances in earth observing systems have made remote sensing techniques an efficient tool that can be used either independently or in conjunction with point measurements to assist decision makers with managing water resources.

Remotely-sensed data can be useful at different levels of water consumption studies, from very basic levels of determining land surface type to the more complicated modeling of the spatially-distributed evapotranspiration. One example of using satellite imagery at a basic level is the Lower Colorado River Accounting System (LCRAS), which has been developed by the US Bureau of Reclamation (USBR) to estimate the
water demand of agricultural crops and riparian species along the Lower Colorado River. In LCRAS, the Lower Colorado River Basin is classified into different land cover groups using five satellite images per year. For every land cover group, a tabularized single crop coefficient ($K_c$), estimated based on previous point measurements, is multiplied by the reference evapotranspiration in order to approximate the actual water use of that specific group (Jensen 2003). The total volume of water consumption by each group is then estimated by multiplying the actual ET and the total area associated with each land cover. Integrating all these volumes over appropriate time scale determines the amount of water that needs to be released at each diversion point.

Although this method has been applied for many years, it is subject to many different sources of errors, such as the error in classifying land cover type, the error introduced by assuming that all the fields under the same crop are planted and harvested at the same time, the uncertainty due to applying oversimplified $K_c$ values, and the uncertainty due to ignoring variability within fields. Stehman and Milliken (2007) showed that in 2002, LCRAS classification error alone ranged from about 7% for alfalfa to about 67% for small vegetables. Fortunately, the errors for different crops were partially offsetting in under- or overestimating total volume of water demand, and therefore resulted in a small overall error.

A higher level of incorporating air- or space-borne imagery is in spatial extrapolation of ET estimates. An example of this approach that has been extensively implemented over agricultural areas is developing a relationship between crop coefficients ($K_c$) and vegetation indices (VI’s), obtained from remotely-sensed surface reflectance in different wavebands. Reflectance-based crop coefficients have been
developed for many agricultural crops such as: potato (Jayanthi et al. 2007), sugar beet and green bean (Koksal 2008), soybean, sorghum, and alfalfa (Singh and Irmak 2008), cotton (Shuhua et al. 2003; Hunsaker et al. 2005a), corn (Bausch and Neale 1987; Neale et al. 1989; Bausch 1993, 1995; Singh and Irmak 2008), and wheat (Choudhury et al. 1994; Ray and Dadhwal 2001; Duchemin et al. 2006; Hunsaker et al. 2005b, 2007). This approach is similar to LCRAS in which that classification of agricultural crops is required in order to assign the appropriate VI-Kc relationship to each type of crop. However, the advantage of this method is in the use of remotely-sensed VIs, which provides information on the actual growth condition of crops, rather than assuming a similar condition over all fields under the same crop. The effects of other agricultural and water management practices and within field variations are also reflected in this method.

Compared to land surface classification and ET extrapolation, an even higher level of using remotely-sensed data is the modeling of surface energy balance components. Although energy balance models have existed since the early 1970’s (Brown and Rosenberg 1973; Stone and Horton 1974), recent improvements in estimating sensible heat flux (Norman et al. 1995; Bastiaanssen et al. 1998a) have significantly enhanced their accuracy. One of the best performing energy balance models in irrigated areas is “Surface Energy Balance Algorithm for Land (SEBAL)” (Bastiaanssen et al. 1998a). Being applied in more than thirty countries, SEBAL estimates of ET have been validated against ground measurements and showed that this model has the ability to accurately model ET (Bastiaanssen et al. 1998b; Ramos et al. 2009) at field and catchment scales (Bastiaanssen et al. 2005). In this model, net radiation (Rn) is calculated through estimating all components of incoming and outgoing
radiation. Once net radiation is determined, soil heat flux (G) is modeled as a fraction of \( R_n \). The ratio of G over \( R_n \) is a function of surface vegetative fraction, which is estimated using Normalized Difference vegetation Index (NDVI).

SEBAL utilizes an innovative approach in modeling sensible heat flux (H). This approach is based on the assumption that over a wet surface, the transfer of water between land and atmosphere is solely controlled by atmospheric demand. In other words, since there is no shortage of water, most of the available energy is used for evapotranspiration; therefore, the temperature gradient over the wet surface, and, consequently, sensible heat flux, would be negligible. In contrast, since there is little or no water to evaporate over a very dry surface, the vertical vapor pressure gradient and latent heat flux would approach zero. Spatially anchoring these two extreme limits makes it possible to interpolate H over all other surfaces in between, using the surface temperature estimated from the thermal infrared band (Bastiaanssen et al. 1998a). After \( R_n \), H, and G are identified, latent heat flux (LE) can be calculated as the residual of energy balance equation, assuming that the energy used in photosynthesis and the canopy storage of energy are both insignificant.

Space- or airborne imagery – as input data to models such as SEBAL – is only a snapshot of latent heat flux at a specific time during the day. As a result, remote sensing techniques offer only an instantaneous estimate of ET that needs to be scaled up to longer periods (hourly, daily, and seasonal) for most practical purposes (e.g. water balance analysis). In the earlier versions of SEBAL, and some other energy balance models, instantaneous ET is extrapolated to daily values using Evaporative Fraction (EF or Λ). This concept is based on the assumption that the ratio of instantaneous ET to
instantaneous available energy \((R_n – G)\) is constant during the day (Brutsaert and Sugita 1992; Crago 2000), especially under cloud-free conditions (Zhang and Lemeur 1995). Once this ratio is determined, daily ET could be calculated by multiplying EF ratio and the daily value of available energy. Although the EF technique has provided reliable results in many studies (Gowda et al. 2008), its accuracy decreases in arid regions, where afternoon advection is common. To overcome this problem, Trezza (2002) suggested a new concept (ETrF method), which modifies EF ratio by replacing available energy with estimated alfalfa-base reference evapotranspiration \((\text{ET}_r)\). Since measured daily \(\text{ET}_r\) contains some information about the energy imported from dry neighboring areas, up-scaled daily ET estimates would be significantly improved (Romero 2004; Allen et al. 2007 a, 2007b). Alternatively, grass-based reference ET \((\text{ET}_o)\) could also be used in extrapolating instantaneous ET values (EToF method). Colaizzi et al. (2006) compared estimates of five different up-scaling techniques with measurements of precision weighing lysimeters at Bushland, Texas, where strong advection of heat usually occurs. For cropped surfaces, the EToF method performed better than ETrF and EF methods. Chavez et al. (2008) also indicated that for irrigated agricultural crops under advective condition, the performance of EToF is better than ETrF and EF mechanisms.

**Problem statement**

As the demand for water increases in the western US, the need to better estimate the evaporative losses from irrigated agriculture becomes significantly more important. However, accurately identifying evapotranspiration alone would not answer all of the questions and concerns about agricultural uses of water. As summarized by Jensen
(2007) there are many misunderstandings about the agro-hydrological water cycle that have led to false conclusions. The most important misunderstanding is that by improving irrigation efficiency, water can be saved and assigned to other purposes. However, the possibility of any water saving can be evaluated only if in addition to ET, other water balance components are also quantified. Spatially-distributed ET has been estimated over many irrigation schemes, but a thorough water balance closure to identify the fate of water after irrigation is lacking in the literature. This is mainly due to the mismatch between hydrological and irrigation scheme boundaries, as well as the difficulties in obtaining information on other water balance components.

Irrigation managers are also interested in evaluating the performance of different components of irrigation and drainage systems. Remotely-sensed energy and water balance components can be used in addressing irrigation performance at a wide variety of spatial and temporal scales. Spatially-distributed performance indicators (PIs) provide water managers with a powerful tool that can be used for locating poor-performing fields and for investigating the factors responsible for that, rather than going through the time and expense-extensive point evaluation of every single field. Although remote sensing techniques have been occasionally applied in performance evaluation studies, there is still a gap between research projects and practical application of these techniques in irrigation management (Ambast et al. 2002). Bastiaanssen and Bos (1999) stated that more demonstration projects and case studies should be carried out to bridge this gap and to show the potential of remote sensing to water managers. In addition, combining water balance analysis and remotely-sensed performance evaluation can standardize the
definition and interpretation of the existing PIs, which is very important in developing benchmarks and in comparing performance of different irrigation schemes.

Addressing the performance of drainage systems has an equal, if not greater, importance compared to the irrigation performance, since the sustainability of irrigation schemes is strongly affected by the functioning of agricultural drains and their effectiveness in removing extra water and salts from the crop root zone. Soil salinization and water-logging has been responsible for the failure of several ancient agriculture-based civilizations in the world, and unless drainage systems are evaluated appropriately, even the new and modern irrigation projects are in danger of a similar system failure. However, spatially-distributed drainage performance and its linkage to irrigation performance have not been investigated before. Bos (1997) defined a few drainage PI’s to be studied along with irrigation PI’s, but his ideas have never been developed beyond the theory level.

Besides the evaporative losses from irrigated areas, the amount of water extraction by phreatophytes is also of great concern, especially in arid/semi-arid regions. The issue of riparian water consumption is even more complicated along the western US watercourses, where invasive species such as Tamarisk (*Tamarix* spp.) have replaced with high density native riparian species such as Mesquite (*Prosopis* spp.) and Willows (*Salix* spp.). For decision makers in the semi-arid western US with scarce water resources, it is of crucial importance to accurately estimate Tamarisk evapotranspiration and the amount of water that can be salvaged by its removal.

However, the debate over the actual amount of Tamarisk ET is still unresolved. For example, in estimating riparian water consumption along the Lower Colorado River,
USBR applies a coefficient of 0.86 as the ratio of annual Tamarisk ET to grass reference ET, while Murray et al. (2009) estimated a value of only 0.42 over the same area. Such large differences have resulted in contrasting opinions on the effectiveness of Tamarisk control efforts for water salvage purposes. Fostering an aggressive eradication program, Zavaleta (2000) reported that the negative effects of Tamarisk water consumption on agricultural and municipal water supplies, hydropower generation, and flood control reach an annual value as high as 285 million USD. On the other hand, Vandersande et al. (2001) found that water use of Tamarisk is similar to other native species and Murray et al. (2009) concluded that water salvage from Tamarisk removal in the Lower Colorado River would be negligible.

The existing remote sensing methods for estimating riparian ET are those that have been developed for agricultural crops. However, agricultural crops and phreatophytes are very different in nature. Analyzing spatially-distributed energy and water balance components over these areas requires proper understanding of different processes that are involved. In irrigated agriculture, the water cycle is artificially enhanced by human interference in such a way that crops are provided with sufficient water at the appropriate time and location. On the other hand, riparian vegetation in arid regions relies on groundwater availability. If the groundwater level drops below the effective root depth, evapotranspiration would decrease, regardless of atmospheric demand. In addition, the quality of soil and water may be different for agricultural and riparian ecosystems. In a well-managed irrigation scheme, excessive water is drained and even sometimes water is applied just to wash the salts out of root zone. While in a
riparian area, diurnal and seasonal fluctuations of ground water and continuous extraction
by phreatophytes may deposit salts in the top layer of the soil.

Although an accurate estimation of spatially-distributed riparian ET is needed, it
does not provide a comprehensive understanding on the mechanisms that control riparian
water use; unless it is supported by a detailed investigation of stream-aquifer-
phreatophytes interaction (Devitt et al. 1997). Carrying out a comprehensive study to
accurately identify the amount of riparian ET and its inter-relationship with respect to
groundwater availability and quality, as well as river stage fluctuations would answer the
questions of many decision makers in arid/semi-arid parts of the world.

Research significance

In this study, satellite-derived evapotranspiration estimates at high spatial
resolution were integrated with point measurements of surface flow at high temporal
resolution to study water balance over co-occurring agricultural and riparian ecosystems
along a segment of the Lower Colorado River. Integrating the fine spatial and temporal
resolutions resulted in a water balance analysis that has rarely been performed at these
scales before, especially over mixed ecosystems.

Over the studied irrigation scheme, distributed groundwater dynamics were
investigated using more than 260 piezometers. The current literature is lacking such a
detailed analysis of groundwater dynamics and the effects of irrigation and drainage on
the observed water table fluctuations. The results of this study revealed that the soil
water storage component of agricultural water balance can be neglected only if an
appropriate time frame is selected based on the local agro-hydrological conditions of the
study area. Specifying the appropriate time frame is particularly important if one of the components (e.g. evapotranspiration) is estimated as the residual of the water balance equation.

In arid/semi-arid regions, it is of crucial importance to accurately evaluate the performance of different components of irrigation schemes in order to identify if water quality and quantity can be preserved. However, current literature focuses primarily on the performance of irrigation conveyance and water application components rather than the performance of drainage system. In addition, most of the reported values on system performance are based on point measurements. In this study, besides a comprehensive evaluation of distributed irrigation uniformity and adequacy, GIS techniques were implemented to estimate drainage efficiency on a pixel-by-pixel basis to locate areas of concern and areas that performance can be improved. One of the studied drainage performance indicators (PIs) has been introduced by Bos (1997), but it has never been applied in a case study before and no actual estimate of this PI is available. In addition, a new drainage PI is introduced and mapped, using the actual groundwater depth measurements. This PI determines if the agricultural fields are uniformly drained or not.

A novel approach for modifying the results of energy balance models to account for the effect of low sun elevation angles at the time of sensor overpass was introduced. Since the proposed modification is based on the same remotely-sensed data used in running energy balance models rather than ground-based data, it is transferable to other riparian ecosystems at different parts of the world (especially those that are poorly gaged). Tamarisk ET was also estimated using another independent method based on high-frequency diurnal groundwater fluctuations measurements. The results of this
method were in agreement with the results of the modified energy balance approach, and both were significantly lower than the Tamarisk water use approximations currently

Another original aspect of this research was in shedding light on the poorly-understood river-aquifer-phreatophytes interaction in the studied Tamarisk-dominated riparian forest. The lack of knowledge about this complex interaction and more specifically about the direction of the groundwater flow between river and aquifer poses operational challenges in the management of over-allocated Colorado River. With knowledge of these interactions, the new estimates of Tamarisk water consumption were projected over the entire Lower Colorado River Basin to provide decision maker with an insight into the consumptive use of water by Tamarisk monocultures.

The findings of this study will significantly assist water managers in allocating limited water resources of the Lower Colorado River Basin in a more efficient way, as well as in performing a more accurate cost-benefit analysis of the expensive riparian eradication activities.

**Objectives**

The general objective of this study is to apply different satellite-based remote sensing techniques over a composite agricultural and riparian ecosystem in order to study water consumption and use the information for closing the water balance over the entire river reach. In addition, a study of the complex stream-aquifer interaction will be conducted. To accomplish these objectives the following tasks will be conducted:
1. Estimate spatially-distributed ET of agricultural crops, using two different remote-sensing techniques: a surface energy balance model and a reflectance-based crop coefficient method;

2. Conduct a daily water balance analysis and close the water budget over the studied irrigation scheme at different time scales;

3. Study groundwater dynamics over the irrigated area and identify the effect of irrigation and drainage on groundwater seasonal patterns;

4. Map several new and existing performance indicators in order to evaluate the performance of irrigation and drainage systems;

5. Study the water consumption of Tamarisk forests using a remotely-sensed energy balance model and another independent method based on diurnal water table fluctuations;

6. Modify the energy balance model to account for the different bio-physical characteristics of riparian thickets;

7. Investigate the effect of groundwater availability and quality on riparian ET;

8. Identify the stream-aquifer interaction and the direction of groundwater flow; and,

9. Conduct a daily water balance analysis and close the water budget over a stretch of the river that contains both agricultural and riparian ecosystems.

To address the different objectives of this study, three papers were prepared. The first paper presents the results of the SEBAL model applied to the irrigated agricultural area, along with the spatially-distributed irrigation and drainage performance indicators. The results of the water balance study on daily and annual bases will be provided as well. The second paper focuses on cotton, as the second major crop of the studied area. Cotton
growing season is extracted from the remotely-sensed data. Cotton crop coefficients from the energy balance model are compared with the estimates of an existing reflectance-based crop coefficient, as well as with tabulated values suggested in two separate publications. In addition, a new regression model that approximates cotton $K_c$ from a satellite-based vegetation index is developed. Finally, the third paper deals with water consumption of the studied riparian communities and introduces modifications to the SEBAL model be able to apply this model over riparian ecosystems. A detailed investigation of stream-aquifer-phreatophyte interaction, including the effect of water availability on Tamarisk ET and the source-sink relationship of riparian aquifer and the Colorado River are also presented in this paper.
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CHAPTER 2
REMOTE SENSING AND GIS TECHNIQUES FOR MANAGING
IRRIGATION SCHEMES: A CASE STUDY
IN SOUTHERN CALIFORNIA

Abstract

This paper presents the potential of remotely-sensed data in managing irrigation schemes, as well as in addressing spatially distributed irrigation equity, adequacy, and sustainability. The “Surface Energy Balance Algorithm for Land (SEBAL)” was implemented over an irrigation district along the Lower Colorado River in southern California. Satellite and ground-based data were combined in an ArcGIS environment to estimate daily components of water balance. On an annual basis, the water balance closure error was less than 1%. Out of 2,266 mm of applied water (diverted water minus canal spills, plus precipitation), 1,286 mm was used in evapotranspiration processes. This amount of agricultural consumptive use was about 52% of the total diverted water, and 7% of the annual flow in the Colorado River above the diversion dam. Evaluating several irrigation and drainage performance indicators revealed that, overall, irrigation practice was adequate and highly uniform. The extensive network of deep open drains was also found to be functioning at an optimal level. In addition, the application of two commonly used methods in estimating spatially-distributed potential evapotranspiration under advective conditions was studied and suggestions were made to avoid the error introduced by ignoring the effect of horizontally-transported energy on enhancing/suppressing water consumption.
Introduction

Historically, the western US has been known for its arid climate, low precipitation, and long droughts, which have made water management a very complex issue in this part of the world. Water governance in the western US must be performed in such a way as to not only provide for increasing human and agricultural demands, but also to protect ecosystems and critical habitat for flora and fauna. In addition, new concerns on the possible consequences of climate change have added to the complexity of this already challenging task.

Accounting for about 65% of total water withdrawals, irrigation has been the largest use of fresh water in the United States since 1950. Not surprisingly, the majority of agricultural withdrawals (86%) and irrigated area (75%) were in the seventeen contiguous western states (Hutson et al. 2004). Therefore, it is of great importance to accurately determine how much water needs to be diverted for irrigation and how it is partitioned into different consumptive and non-consumptive uses. Quantifying water balance components at irrigation scheme scales has a wide variety of applications, including but not limited to: initiating and evaluating water conservation practices, improving irrigation scheduling (Santos et al. 2008), developing irrigation modernization scenarios (Isidoro et al. 2004), assessing biophysical and economical water productivities (Teixeira et al. 2008), and managing soil salinization (Faci et al. 1985; Khan et al. 2006; Marlet et al. 2009).

In irrigated agriculture, the most significant water balance components are crop transpiration and soil evaporation. These two processes are usually treated as the
combined process of evapotranspiration (ET), not only due to the fact that separating them is difficult in practice, but also because both have the same effect in transforming the state of water from liquid into gas, which makes it unrecoverable, at least within the area in which it was lost. Although accurate point measurements of ET have been extensively used in managing agricultural water resources, recently developed remote sensing techniques also have acceptable levels of accuracies (above 94% on seasonal scales: Gowda et al. 2008). In addition, these techniques provide spatially-distributed data that enables researchers to enhance the scale of their analysis from the entire irrigation scheme to a pixel that could be only a few square meters in size. Another advantage of air- or space-borne remote sensing data is their objectiveness; an important characteristic that can revolutionize developing and standardizing benchmarks for comparing irrigation schemes from around the world.

When combined with water balance information, remotely-sensed ET can also be utilized in evaluating the performance of irrigation and drainage systems. Irrigation performance is traditionally evaluated based on point measurements. A major caveat of this approach is that the results can only provide one average value representing the entire study area. Considering that water application and management are highly variable from field to field, the results of traditional methods are less useful as the scale of the study increases from field to district and basin. Recent developments in remote sensing and GIS techniques have made it possible to assess scheme-wide performance on a pixel-by-pixel basis (Bastiaanssen and Bos 1999).

Although remote sensing techniques have been successfully applied in improving irrigation management, there is still a gap between research projects and practical
application of these techniques in real world (Ambast et al. 2002). Bastiaanssen and Bos (1999) and Bastiaanssen et al. (2000) stated that more demonstration projects are needed to increase the level of awareness among water managers about the potential of air- and space-borne imagery. The study presented herein was carried out over an irrigation district in semi-arid southern California in order to map evapotranspiration of agricultural crops, as well as several new and existing irrigation and drainage performance indicators. To achieve this objective, the results of a satellite-based energy balance model were integrated in an ArcGIS environment with ground measurements of agro-hydrological parameters to identify water balance components for the entire irrigation scheme over different temporal scales.

**Methods and materials**

**Study area**

Palo Verde Irrigation District (PVID) is located in Imperial and Riverside counties, California, on the west bank of the Colorado River. With about 500 km$^2$ of territory, PVID was privately developed in 1925 to serve local water users. Colorado River water is diverted into the PVID main canal at Palo Verde diversion dam on the Northeast side of the district. The most common irrigation method is gravity-fed surface irrigation (laser-graded borders and furrows), supported by an extensive network of 400 km of irrigation canals and 230 km of open drains. The alluvial soils in the PVID were deposited over the years by Colorado River floods. The medium texture of PVID soils allows them to hold a considerable amount of water, and to be easily drained. The main
Fig. 2.1 Palo Verde Irrigation District (PVID) in southern California, within the Colorado River basin

crops are alfalfa, cotton, small grains, and winter vegetables, with a year-round growing season facilitated by the favorable climate of southern California (warm summers and mild winters). Figure 2.1 shows the location of the study area.

Water balance components

Water balance analysis over irrigated areas can be summarized by the following equation:

\[ I + P + WT = ET + DP + RO + \Delta S \]

(2.1)

where I is applied irrigation water, P is precipitation, WT is water table contribution (e.g. sub-surface irrigation), ET is evapotranspiration, DP is deep percolation, RO is surface runoff, and \( \Delta S \) is the change in soil water content over the study period. The RO and \( \Delta S \)
terms may be positive, negative, or zero. Due to the great extent of heterogeneity in agroecosystems, accurate estimation of scheme-wide $\Delta S$ is usually very difficult. One solution is to select a study period over which the net change in soil moisture is negligible. Therefore, the first step in this study was to define an appropriate time-frame based on groundwater fluctuations. Groundwater data were obtained once a month from more than 260 piezometers, scattered over the whole PVID area on approximately one-mile by one-mile grids.

Precipitation

PID benefits from a network of 32 rain gages installed on major hydraulic structures of irrigation canals (about 7 rain gages per every 100 km$^2$ of PVID’s cultivated land). These point measurements were imported into an ArcGIS environment and maps of precipitation depth were generated using simple interpolation methods.

Water inflow/outflow

Colorado River water is diverted into PVID’s main canal using a small diversion dam. Since the valley is relatively flat and the fields are mostly blocked-end furrows and borders, the surface runoff is not significant, and any possible runoff is directed toward the drains. Therefore, water outflow from PVID consists of only two components, namely drainage and canal spills. The high density of deep open drains (about 0.5 km$^{-1}$) along with the medium texture of PVID’s alluvial soils significantly enhances the movement of water from the root zone toward the drains. All of the drains merge and discharge into a main outfall drain at the downstream end of PVID. The United States Geological Survey (hereafter USGS) measures the flow rates of water diversion, drain
discharge, and all canal spills on a daily basis and reports them on-line. These data were downloaded from USGS web portal at: http://az.water.usgs.gov/pubs/yuma.htm

Evapotranspiration

The “Surface Energy Balance Algorithm for Land (SEBAL)” was implemented in this study to estimate spatially distributed evapotranspiration (Bastiaanssen et al. 1998a). Having been applied in more than thirty countries, SEBAL estimates of ET have been validated against ground measurements (Bastiaanssen et al. 1998b; Ramos et al. 2009), showing a high accuracy at field and catchment scales (Bastiaanssen et al. 2005). In SEBAL, net radiation ($R_n$) is estimated through quantifying all of the incoming and outgoing short- and long-wave radiation components. Once $R_n$ is determined, soil heat flux ($G$) is modeled as a ratio of net radiation and a function of surface temperature and fraction of vegetation cover.

SEBAL utilizes an innovative approach for modeling sensible heat flux ($H$). This approach is based on the assumption that over a well-watered vegetation at full cover, the transfer of water between land and atmosphere is solely controlled by atmospheric demand. In other words, since there is no shortage of water, most of the available energy is used in evaporating water, leaving a negligible amount of energy to be used in generating a temperature gradient. In contrast, since there is little or no water to evaporate over a dry surface (e.g. a bare agricultural soil), the vapor pressure gradient and latent heat flux would approach zero. Spatially anchoring these two extreme limits makes it possible to interpolate $H$ over all other surfaces in between, using the remotely sensed surface temperature. After $R_n$, $H$, and $G$ are identified, latent heat flux (LE) can
be calculated as the residual of the energy balance equation, assuming that the energy consumed in photosynthesis and the canopy storage of energy are both insignificant (equation 2.2).

\[ \text{LE} = \text{R}_n - \text{G} - \text{H} \]  

(2.2)

Space or airborne imagery – as input data to models such as SEBAL – provide only a snapshot of LE at the time of overpass. As a result, remote sensing techniques offer only an instantaneous estimate of ET that needs to be scaled up to longer periods (daily and seasonal) for most practical purposes. In the earlier versions of SEBAL, instantaneous ET was extrapolated to daily values using the Evaporative Fraction (EF or Λ). This concept is based on the assumption that the ratio of instantaneous ET to instantaneous available energy (\(\text{R}_n - \text{G}\)) is constant during the day (Brutsaert and Sugita 1992; Crago 2000), especially under cloud-free conditions (Zhang and Lemeur 1995). Once this ratio is determined, daily ET could be calculated by multiplying the EF ratio and the daily value of available energy. Although the EF technique has provided reliable results in many studies (Gowda et al. 2008), its accuracy decreases in arid regions due to the occurrence of afternoon advection. Trezza (2002) modified the EF ratio by replacing available energy with alfalfa reference evapotranspiration (\(\text{ET}_r\)), which encompasses the effect of any energy imported from dry neighboring areas. Up-scaled daily ET estimates using this new method (ETrF method) have shown to be significantly improved (Romero 2004; Allen et al. 2007 a, 2007b). Alternatively, grass-based reference ET (\(\text{ET}_o\)) could also be used in extrapolating instantaneous ET values (EToF method). Colaizzi et al. (2006) compared estimates of five different up-scaling techniques with measurements of precision weighing lysimeters at Bushland, Texas, where strong advection of heat is
common. For cropped surfaces, the EToF method worked better than ETrF and EF methods. Chavez et al. (2008) also indicated that under advective condition, the performance of EToF is better than ETrF and EF approaches.

Since PVID is surrounded by dry desert regions, EToF was selected as the up-scaling method in this study. Daily \(E_T\) estimates and other weather parameters required in running SEBAL were downloaded from the website of the California Irrigation Management Information System (CIMIS), for a weather station located in the middle of PVID (CIMIS # 135). The input satellite data to the SEBAL model consisted of all cloud-free Landsat TM5 imagery acquire between January 2008 and January 2009. PVID is located on the overlap zone of two Landsat paths (38 and 39; row 37). This enabled the authors to acquire 6 extra scenes from path 39 in addition to 15 scenes from path 38 (total of 21 scenes). All the images were obtained from the website of the USGS Global Visualization Viewer (GLOVIS), [http://glovis.usgs.gov/](http://glovis.usgs.gov/). GLOVIS provides Landsat scenes that are processed using the LPGS processing system, which results in 60-m resolution for the thermal band and 30-m resolution for other bands.

Irrigation and drainage performance

Several performance indicators (PI) were studied at different spatio-temporal resolutions. These PIs can be arranged in three groups based on the aspect of the system that they address:

1. equity: Water Consumption Uniformity (WCU),
2. adequacy: Relative ET (RET) and Depleted Fraction (DF), and;
3. sustainability: Drainage Ratio (DR), Drainage Distribution Uniformity (DDU), Relative Groundwater Depth (RGD).

**Water consumption uniformity (WCU)**

A great advantage of estimating spatially distributed ET is that such information can be used as a simple performance indicator by itself. For example, the variability of ET within and among agricultural fields is a measure of irrigation equity (Bastiaanssen and Bos 1999). ET variability is estimated as the Coefficient of Variation at two levels, namely within an irrigation unit (CV\textsubscript{w}) and among irrigation units (CV\textsubscript{s}). In order to extract required statistical parameters for each field in PVID, a crop classification layer was used in ArcGIS as a mask layer. Developed from Landsat TM5 imagery by the US Bureau of Reclamation (USBR), this classification layer defines field boundaries and provides information on the cropping pattern in 2008. However, since the thermal band of Landsat TM5 has a coarser resolution than the other six bands, an inner buffer zone of 60 m was defined for each field boundary to avoid any edge effects. The mean and standard deviation of ET were obtained for every field that had a remaining area larger than 4 ha after applying the buffer. This reduced the number of studied fields from a total of over 2,000 to 1,485 fields.

**Relative evapotranspiration (RET)**

Relative evapotranspiration is defined as the ratio of actual ET (ET\textsubscript{a}) to potential ET (ET\textsubscript{p}). This indicator is used as a measure of irrigation adequacy to investigate any water shortage and its severity. But before evaluating RET over irrigated areas, an exact definition of ET\textsubscript{p} should be provided, along with an accurate method for estimating this
parameter. As the name implies, ET_p is the level of water consumption that a specific crop could potentially reach. It is similar to reference ET (ET_o) in that both of them are estimated for stress-less conditions, when no environmental factor (e.g. water shortage, disease, etc.) is limiting the ability of the crop to consume water. However, the difference between ET_p and ET_o is in accounting for the actual growth stage of the crop. While ET_o is estimated over a reference surface (grass or alfalfa) that is maintained at a certain height, ET_p is a crop-specific parameter that could vary between zero (right after sowing) to a value equal to or sometimes higher than ET_o (Droogers and Bastiaanssen 2002). From a crop coefficient perspective, ET_p can be estimated by multiplying ET_o and a locally-developed crop coefficient (K_c), setting the stress coefficient (K_s) to unity.

To the best of our knowledge, two distributed ET_p estimation methods have been used in evaluating RET over large and heterogeneous irrigation schemes: available energy (R_n – G) method, implemented by Roerink et al. (1997) and Bastiaanssen et al. (1996); and the Priestley-Taylor approach (Priestley and Taylor 1972), utilized by Bastiaanssen et al. (2001), Bandara (2003), and Karatas et al. (2009). A major concern in applying these methods is that, in both of them, only radiative energy is considered and advection of heat is neglected (Glenn et al. 2007). However, irrigated areas located in arid/semi-arid regions of the world frequently experience an oasis effect. If water is available, the effect of advection on enhancing ET in these regions is large enough that neglecting it would result in significant underestimation of ET_p. Another important factor that deserves extra attention is the fact that available energy (from either radiation or horizontal transport) would be converted to latent heat flux only if crops are present to transpire or if the soil surface is wet to evaporate. Therefore, the application of these
methods over agricultural fields with exposed dry soil would result in an ET overestimation error. The underestimation error of ignoring advection may partially compensate the overestimation error of including bare soils in analysis, resulting in an average RET value that is "right for the wrong reasons."

In this study, ET$_p$ is estimated on a pixel-by-pixel basis using Priestly-Taylor (PT) equation (Priestly and Taylor 1972):

\[
LE = \alpha \frac{\Delta}{(\Delta + \gamma)} \times (R_n - G)
\]  

(2.3)

where \(\alpha\) is the Priestley-Taylor parameter, \(\Delta\) is the slope of the water vapor saturation curve, \(\gamma\) is a psychrometric constant, and other terms are defined previously. However, to account for the effect of advection, the above equation was calibrated for the local condition of PVID through a process similar to what is implemented by Diaz-Espejo et al. (2005). In this process the original \(\alpha\) value of 1.26 was modified in a fashion that would force PT equation to estimate ET rates similar to what was estimated over a reference grass surface, using Penman-Monteith equation (Allen et al. 1998). To avoid the effect of exposed soil, all the fields that were not close to full-cover were eliminated from analyzing RET. Based on expert knowledge and spectral characteristics of the fields, a SAVI (Soil Adjusted Vegetation Index, Huete 1988) value of 0.65 was defined as the threshold. All the fields with an average SAVI less than this threshold were excluded from the analysis.

**Depleted fraction (DF)**

In essence, DF is a rather new term for an old concept that has been given several names such as irrigation efficiency, water efficiency, water application efficiency, and
consumptive use coefficient. All of these terms provide information on the fraction of water that has been depleted from available resources (Jensen 2007). According to Bos et al. (2005), DF is defined as:

$$DF = \frac{ET_a}{P_g + V}$$  \hspace{1cm} (2.4)

where $P_g$ is the gross precipitation over the study area; and, $V$ is the volume of applied ($V_a$) or diverted ($V_d$) water. For the sake of developing benchmarks and comparing irrigation schemes, it is important to differentiate between applied and diverted water, because operational and maintenance constraints might impose a large variation in the amount of canal spills. Estimated DF would be gross ($DF_g$) or net ($DF_n$), if $V_d$ or $V_a$ is used in the above equation, respectively.

**Drainage ratio (DR)**

The drainage ratio is another performance indicator that provides information on what portion of applied water has left the study area in the form of drainage. DR is inversely related to $DF_n$ (Bos et al. 2005):

$$DR = 1 – DF_n$$  \hspace{1cm} (2.5)

The leaching fraction (LF) necessary for maintaining a favorable salt balance can be taken as a critical value of DR. If estimated DR is less than required LF, soil salinisation may become problematic in the future. A DR value greater than LF means that applied water can be reduced without affecting the current level of agricultural production. If this is the case, irrigation managers may want to reduce the amount of applied water to preserve its quality, even though it is not lost to the system and will be available somewhere downstream.
Drainage distribution uniformity (DDU)

This indicator that evaluates drainage performance is introduced in this study for the first time. DDU is assessed by evaluating among and within field coefficient of variation (CV_a and CV_w) of the depth to groundwater. A low DDU is only an indication of uniform depth to groundwater and it does not necessarily mean that water is at a depth that allows an adequate root respiration. Therefore, this indicator should be studied along with other drainage performance indicators, such as relative groundwater depth (explained below). In areas where crop water requirement is met by controlling the level of groundwater, DDU could serve as a measure of traditional irrigation distribution uniformity (commonly abbreviated as DU).

Relative Groundwater Depth (RGD)

Bos (1997) proposed RGD as the ratio of Actual Groundwater Depth (GWD_a) to Critical Groundwater Depth (GWD_c). Although defined over a decade ago, RGD has never been actually estimated over any irrigated area, to the best of our knowledge. Since for most crops, groundwater should be kept at levels below the root zone to avoid any negative effects caused by water-logging and/or soil salinisation, it is assumed that GWD_c is equal to the effective root depth for every crop group. Table 22 Allen et al. (1998) suggest a range of effective depths for each crop. In this study, the upper limit of this range is selected as the GWD_c. Selected GWD_c is assigned to each field in PVID, using the crop classification layer. Then, the minimum GWD_a is obtained for each field from the interpolated maps of depth to groundwater for the months of February and September, when groundwater is furthest from and closest to the surface, respectively.
RGD estimates based on minimum GWDₐ and maximum GWDₑ represent the portion of the field that has the worst drainage conditions. Values less than unity indicate that the water table is within the crop root zone, a situation that irrigation managers should avoid for most crop types.

**Results and discussion**

Groundwater fluctuations

Figure 2.2 summarizes the groundwater dynamics of PVID, monitored at 260 piezometers on a monthly basis during 2008. In Fig. 2.2a, monthly averaged measurements from all 260 piezometers are presented to provide a general idea of the overall groundwater dynamics and the influence of irrigation on it. PVID groundwater levels reach their highest elevation in September and October, after irrigation has been extensively practiced for several months.

![Figure 2.2](image)

**Fig. 2.2 (a)** Monthly average of all piezometer readings and (b) Cumulative frequency distribution of depth to groundwater for three months: February, June, and September 2008
In November, when the irrigation of agricultural fields decreases, groundwater levels began to decline and eventually returned to the same level as a year before. Figure 2.2a clearly shows that the closing water balance for the irrigation season (March to November), rather than for the whole year, would introduce a significant underestimation error in water outflow. Based on this information, the study period was defined from mid-January 2008 to mid-January 2009, when PVID usually discontinues diversions to perform maintenance on the main canal.

Point measurements of piezometers were interpolated in ArcGIS in order to generate depth to groundwater maps. The results were analyzed on a pixel-by-pixel basis and cumulative frequency curves are developed for the three months of February, September, and December 2008 (Fig. 2.2 b). These months are selected to show three different levels of groundwater, namely the lowest, the highest, and an intermediate position. According to Fig. 2.2 b, nowhere in PVID groundwater level raises higher than 2 m below the soil surface, an indication of a successfully functioning drainage system. The idea of using spatially distributed depth to groundwater data for evaluating the performance of drainage network is further investigated in the drainage performance section.

Water balance components

*Precipitation*

During the study period, a total of 25 precipitation events happened (all in forms of rain). Point measurements of precipitation depth were interpolated in ArcGIS environment to develop precipitation maps. Out of all the rain events, only two had an
average cumulative depth of over 10 mm. The total annual precipitation depth was about 71 mm, underscoring the aridity of this region.

**Water inflow/outflow**

According to USGS flow measurements, the volume of the Colorado River water diverted into PVID main canal between January 2008 and January 2009 was 1,088 Mm$^3$. This amount of water is equal to 0.9 million ac-ft, or 2,480 mm of water depth over the whole PVID cultivated area (about 440 km$^2$). Considering that the diversion to the main canal was shut down for maintenance purposes during the first week of January, the monthly average flow rates ranged between 14.5 and 49.3 (m$^3$/s) in January and June, respectively.

With a volume of about 125 Mm$^3$, canal operational spills accounted for about 11.5% of the total annual water diversion. Monthly average canal spills measured at discharge structures varied from 2.3 to 4.5 m$^3$/s in January and June, respectively. It is very important to take the amount of canal spills into account when evaluating system performance since this water is never applied and therefore returns to the river with (most probably) an unchanged quality. Monthly average flow rates of drainage discharge measured at downstream end of outfall drain ranged between 10.2 m$^3$/s in January and 16.2 m$^3$/s in July, which shows a lag in comparison with the peak flow rate of diversion. With a volume of about 438 million m$^3$, the total annual amount of drainage was 40% of diversion. This portion increases to over 45% if only applied water (diverted minus spills) is considered.
Evapotranspiration

The SEBAL model was applied over all cloud-free Landsat TM5 images acquired during the study period. Figure 2.3 presents a SEBAL-derived ET map on July 29th, 2008 as an example of one of the 21 processed images.

**Fig. 2.3** SEBAL-derived spatially distributed daily ET on July 29th, 2008 (DOY: 211)
On this date, 19% of all pixels had a modeled ET rate higher than grass-based ET$_o$ for the same date (8.4 mm). By using three separate GIS layers, namely crop classification, SAVI, and surface temperature, it was found that these pixels belong to recently-irrigated alfalfa and cotton fields at full cover.

Spatially distributed ET estimates were linearly interpolated for all the dates between satellite overpasses and summed over the study period to obtain the total water consumption of every pixel. On average, the annual ET$_a$ over 440 km$^2$ of PVID cultivated land was 1,286 mm. Annual field-level ET$_a$ ranged from less than 70 mm for fallow fields to more than 2,000 mm for alfalfa fields. Evapotranspiration from the fields under other dominant crops was less than alfalfa and about 905, 1063, and 1320 mm for small grains, Sudan grass, and cotton, respectively. It should be noted that the growing seasons and conditions are different for each crop. For example, Sudan grass is planted in March and harvested in August, a period which usually has no rainfall; while small grains (wheat, barley, oats, and millet) are planted in November and harvested in June of the next year, a period with cooler temperatures and almost all the annual precipitation events.

Crop coefficients (K$_c$) were also determined by dividing SEBAL-derived ET by the grass-based reference ET estimated at a standard weather station in a central location at PVID. The frequency distribution and cumulative frequency of K$_c$ values over PVID are demonstrated in Fig. 2.4a and b, for the same two satellite overpass dates in 2008 (April 8$^{th}$ and July 13$^{th}$).
As depicted in Fig. 2.4(a), the general distributions of $K_c$ frequencies follow the same pattern. On both dates the most frequent $K_c$ occurs at values about 1.1, which is the peak $K_c$ of alfalfa, the most dominant crop in PVID. There is a middle range of $K_c$, from 0.25 to 1.0, over which frequencies are stable for enclosed values and on both dates. This range represents small grains and alfalfa and grass fields that are not at full cover. Since alfalfa has a year-round growing season, early-April curve represents a $K_c$ distribution that is mainly controlled by alfalfa. The divergence from this base curve on July 13th can be attributed to cotton, which is the second major crop of PVID. Cotton is planted in mid-March, so its water consumption is still negligible on April 8th ($K_c$ values less than 0.25). By mid-July, however, most of the cotton fields are at full cover, consuming water at the highest rates. As a result, the low-$K_c$ frequencies moved to a range between 1.0 and 1.15. The areas between the two curves over these two intervals ($K_c$ smaller than 0.25 and between 1.0 and 1.15) are roughly equal, reaffirming that the observed difference between the two dates is a result of the contribution by cotton. On April 8th,
slightly higher frequencies for $K_c$ values higher than 1.17 are from a few large cotton fields that had their first heavy irrigation on that date.

**Closing water balance**

Daily water balance components estimated in previous steps are used to close water balance for the period from mid-January 2008 to mid-January 2009. Since reporting water balance components in depth units are more common among irrigation engineers, volumes are divided by the total cultivated area of PVID (about 440 km$^2$). Figure 2.5 shows the daily magnitude of water inputs and outputs. Several sudden decreases in water diversion coincided with the occurrence of precipitation events.

Annual water inputs consisted of 2,479 mm of surface inflow and 71 mm of precipitation. Water outputs included 284 mm of canal spills, 998 mm of drainage, and 1,286 mm of ET. Based on these data, water balance closure error was only 18 mm, which is less than one percent of the water inputs (Table 2.1).

![Fig. 2.5 Stack bars of daily depths of (a) water inputs and (b) outputs](image-url)
Table 2.1 Total annual amounts of water balance components and associated percentages

<table>
<thead>
<tr>
<th></th>
<th>Depth (mm)</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation</td>
<td>71</td>
<td>3</td>
</tr>
<tr>
<td>Surface inflow</td>
<td>2479</td>
<td>97</td>
</tr>
<tr>
<td>Σ Inputs</td>
<td>2550</td>
<td>100</td>
</tr>
<tr>
<td>Canal Spills</td>
<td>284</td>
<td>11</td>
</tr>
<tr>
<td>Drainage</td>
<td>998</td>
<td>39</td>
</tr>
<tr>
<td>Evapotranspiration</td>
<td>1286</td>
<td>50</td>
</tr>
<tr>
<td>Σ Outputs</td>
<td>2568</td>
<td>100</td>
</tr>
<tr>
<td>Σ Inputs – Σ Outputs</td>
<td>-18</td>
<td>-0.7</td>
</tr>
</tbody>
</table>

Over PVID and for the same study period, Murray et al. (2009) used a simple linear equation that relates ET<sub>a</sub> to ET<sub>o</sub> and MODIS-derived Enhanced Vegetation Index (EVI). They estimated annual ET of 1,962 mm, which is more than 50% greater than our result. The authors of this paper have more confidence in the estimate of 1,286 mm, not only because it is supported by an accurate water balance closure, but also because the empirical EVI approach was developed using ground measurements taken over a well-irrigated alfalfa field. As a result, the ET of any crop is assumed to be equal to the ET of alfalfa with a similar EVI. But SEBAL is a physically-based energy balance model that takes advantage of satellite imagery in all bands, including thermal. In addition, the results presented herein are based on high-resolution images of Landsat TM5 which can capture surface heterogeneity much better that low-resolution MODIS imagery.
Irrigation and drainage performance

*Water consumption uniformity (WCU)*

Within field variability ($CV_w$) of annual $ET_a$ ranged from 1 to 80%, with an average and median of 7.0 and 3.4%, respectively. Although variabilities as high as 80% were detected, 85% of the fields had a $CV_w$ lower than 10%. Using maps of $CV_w$, PVID irrigation managers can easily locate the remaining 15% of the fields with $CV_w$ values higher than 10% and focus their attention only to these flagged fields rather than all the fields. This is a great example of how the distributed nature of remotely sensed data can save a lot of time and energy. The low values of average $CV_w$ suggest that, overall, water application at the field level is uniform in PVID. A primary reason behind such a high uniformity is that almost all of PVID fields are precisely leveled, using modern laser grade-control systems. Among field variation ($CV_s$) for PVID fields was about 38.2%, but this high value does not translate into poor irrigation equity, since PVID fields are diverse in crop type, growing season, water requirement, etc. Table A.1 in Appendix compares the CV estimates found in this study with reported values in the literature.

Crop-specific ET variability was also studied over cotton and alfalfa fields in PVID. For 22 large cotton fields, $CV_s$ and $CV_w$ were 8.5 and 3.2%, respectively. Santos et al. (2008) reported slightly higher variability for 13 cotton fields in Genil–Cabra Irrigation Scheme (GCIS) in southern Spain ($CV_s = 12\%$ and $CV_w = 5\%$). It is worth mentioning that GCIS fields are under a modern pressurized system with an on-demand delivering regime, while PVID fields are under surface irrigation and a modified-demand water delivery. Evapotranspiration variability for 45 large alfalfa fields in PVID was also
promising, with CV<sub>s</sub> and CV<sub>w</sub> values of 9.4 and 3.1%, respectively. According to Molden and Gates (1990), a CV<sub>s</sub> of less than 10% is considered a good uniformity.

Relative evapotranspiration (RET)

Priestly-Taylor (PT) equation (Priestly and Taylor 1972) is applied to map potential ET over PVID. Instead of using the traditional PT parameter (α) of 1.26, α is adjusted to include the effect of advective energy on enhancing/suppressing water consumption. New values are estimated by dividing Penman-Monteith ET<sub>o</sub> (Allen et al. 1998) to equilibrium ET (Δ/(Δ+γ) × (R<sub>n</sub>-G)). The analyses were limited to the period from the first of March to the first of October, a time frame that is more representative of a usual agricultural growing season. Figure 2.6 shows adjusted daily α values for the mentioned period. According to this figure, out of 215 days of analyzed data, only one day had a PT parameter less than the traditional value of 1.26.

Fig. 2.6 Adjusted values of daily PT parameter (α). Dashed and solid gray lines represent 1.26 and 1.4, respectively
This date (May 24th) is the day on which PVID rain gages recorded an average precipitation depth of 14.4 mm, the most intensive rainfall in this period. Therefore, it is highly probable that moist and cool air from surrounding desert lands was converged over PVID, resulting in water consumption lower than predicted by the available energy.

Several research studies conducted at different locations (e.g. Davis, CA; Campinas, Brazil; China Plains, etc.) have found that $\alpha$ value greater than 1.4 (Diaz-Espejo et al. 2005; Pereira and Nova 1992) and 1.5 (Li and Yu 2007) indicate the occurrence of enhanced advective conditions. The fact that, except for three days, adjusted $\alpha$ values were all above 1.4 suggests that advection is a major contributor to water consumption of PVID crops. Thus, utilizing a simple available energy approach or the original PT method for PVID would result in an underestimation of $ET_p$, and consequently overestimation of RET (Fig. 2.7).

![Fig. 2.7 Average RET over all and full-cover fields of PVID, under hypothetical non-advective and actual advective conditions](image-url)
Average RET for all PVID fields was 0.97 when an original $\alpha$ value of 1.26 was used. Adjusting the PT parameter for actual advective condition reduced the average RET to 0.69. However, performing the analysis only over full-cover fields significantly increased RET from 0.69 to 1.06, meaning that full-cover fields of PVID are consuming water at a rate which is 6% higher than their potential rate. This extra 6% is detected because PT parameter was calibrated with grass-based ET, while ET of alfalfa (the most dominant crop in PVID) is usually about 20% higher than grass under the same agro-climatological conditions. Ignoring advection over full-cover fields resulted in ET estimates that were 49% smaller than actual crop ET. Subtracting this 49% from the 6% estimated under actual advective condition results in a value of 43%, which is the average underestimation error of ET introduced by not accounting for the horizontally transported energy. When all fields are considered in analysis, ET underestimation over full-cover fields is compensated by ET overestimation over fallow fields and those with exposed dry soil, resulting in an average RET value of 0.97.

Assuming that ET is simply equal to available radiative energy ($R_n - G$), Roerink et al. (1997) reported average RET values of about 0.6 for several secondary and tertiary irrigation units in Rio Tunuyan irrigation scheme in Argentina. The authors also suggested that RET values of 0.75 and higher are acceptable for irrigated agriculture. Using traditional PT approach, Karatas et al. (2009) estimated an average RET of 0.7 for the period of May until September over irrigated area of the Lower Gediz Basin (LGB) in Turkey, which is similar to PVID in terms of irrigation method (surface) and main crops. It may seem appropriate to compare RET estimates of LGB with RET estimate of PVID before adjusting PT parameter ($\alpha = 1.26$). Such a comparison would give credit to PVID,
with an average RET of 0.97. For LGB, however, the effect of advection on enhancing ET is not known. Although the amount of precipitation during the study period was very similar for both regions (about 30 mm), advective conditions may be different under the Mediterranean climate of LGB. If that is the case, comparing average RET of LGB with average RET of PVID after adjusting $\alpha$ may be more reasonable (0.7 vs. 0.69). The same logic applies in comparing PVID results with average RET of 0.76 over Nilo Coelho, a pressurized irrigation scheme in Brazil (Bastiaanssen et al. 2001).

_Depleted fraction (DF)_

Gross and net DF were estimated on a daily basis and averaged for each month in 2008. $DF_g$ ranged between 0.33 in December and 0.58 in May, with annual average of 0.49. As expected, $DF_n$ values were higher from 0.41 in December to 0.64 in May, with annual average of 0.55. Figure 2.8 demonstrates the inter-monthly variation of $DF_g$ and $DF_n$ in 2008. For the Nilo Coelho irrigation scheme in Brazil, Bastiaanssen et al. (2001) reported $DF_n$ values ranging between 0.4 in April and 0.85 in November with annual average of 0.61. For the condition of this irrigation scheme (perennial orchards under pressurized irrigation), DF values beyond the operational range of 0.7 to 1.0 were found to result in at least 10% reduction in the yield. Over the semi-arid Lower Gediz Basin Karatas et al. (2009) estimated $DF_g$ values higher than 3.0 in May and September. The authors claimed that a depletion which was 300% greater than diverted water was probably provided from the soil moisture stored in the root zone. $DF_g$ values dropped to as low as 0.28 in July, resulting in an average $DF_g$ of 0.69 for the whole study period (May to September).
Fig. 2.8 Average $DF_g$ and $DF_n$ for each month in 2008

**Drainage ratio (DR)**

Average annual DR over PVID was 0.45, ranging from 0.36 in May to 0.59 in December. Since no soil salinity study has been carried out in PVID, there is no information on leaching requirement to be used as target value for DR. If the PVID leaching requirement is similar to the typical values of irrigated areas in arid/semi-arid regions (about 5 to 10%), the fact that drainage is 45% of applied water may be an indication of over-irrigation in this area. Reducing the amount of applied water may not be in the farmers’ interest, but it is important from a riparian management standpoint, especially since elevated levels of salts in irrigation return flow can significantly foster the replacement of native phreatophytes by invasive riparian species (Glenn et al. 1998).

**Drainage distribution uniformity (DDU)**

The among field and within field coefficients of variability ($CV_s$ and $CV_w$) of the depth to groundwater were estimated for large PVID fields for the two months of
February and September, representing the conditions when groundwater is furthest from and closest to the soil surface. CV$_s$ was 13.4 and 15.5% in February and September, respectively. CV$_w$ was significantly smaller, with average values of 0.9 and 1.1% for February and September, respectively.

**Relative Groundwater Depth (RGD)**

RGD was also estimated for the two months of February and September. In both months there was not a single field in PVID with a RGD value less than unity, meaning that the saturated zone is always kept below the maximum depth that crop roots could reach. However, the distribution of RGD values was different between two months (Fig. 2.9). For example in February only 2.5% of the fields had RGD between 1.0 and 1.5, but this frequency increased to about 27% in September.

![Figure 2.9](image_url)  
**Fig. 2.9** Frequency distribution of RGD of all PVID fields for February and September
Spatially distributed information on drainage performance generated by GIS techniques can significantly assist irrigation managers to locate the fields that are at higher sustainability risk (Fig. 2.10). Focusing only on these fields would result in a significant saving of money and human resources. In order to examine the effect of drain proximity on RGD, the distance between the centroid of each field and the closest drain was estimated in ArcGIS. But there was no correlation between distance to drain and RGD. This means that even the most distant fields from drains are still close enough to prevent groundwater from entering the root zone.

Fig. 2.10 Field-specific DDU (left) and RGD (right) of larger PVID fields in September 2008
Summary and conclusions

All available cloud-free Landsat TM5 imagery acquired from January 2008 through January 2009 (21 images) were collected and processed using the “Surface Energy Balance Algorithm for Lands (SEBAL)” to estimate spatially distributed evapotranspiration over Palo Verde Irrigation District in Southern California. The results were then combined with ground measurements of precipitation, water diversion, operational canal spills, and drainage. Monitoring groundwater fluctuations showed that on average groundwater level was at its lowest position in February 2008 (about 3.3 m from the surface). This is after a period of several months with reduced irrigation. The groundwater level rose gradually as the irrigation applications became more intensive until it reached its peak of about 2.9 m from the surface in September and October. As irrigation decreased during the winter months, groundwater dropped to the same level in February of the next year.

The detailed study of groundwater dynamics showed that over irrigation schemes, neglecting the “soil water storage” component of the water balance is only valid if the appropriate study period is selected based on sufficient groundwater measurements. As an example, closing water balance over PVID for the usual agricultural growing season (March to November) would fail to account for a significant amount of water that is still stored in the soil and has not reached the drains. This unaccounted water would introduce error in the analysis, especially if one of water balance components (e.g. ET) is estimated as the residual of water balance closure.
The annual water balance closure error was less than 1%, suggesting that all the water balance components were accurately quantified or estimated. During the study period, precipitation accounted for only 3% of water inputs (71 mm). The rest (2,479 mm) was diverted from the Colorado River, using the Palo Verde diversion dam on the river. Canal operational spills, drainage, and ET were 11, 39, and 50% of total water outputs from the system, respectively. However, decision makers are usually more interested to know what portion of manageable diverted water (excluding precipitation) is consumed. Consumptive use of water by PVID crops in 2008 was about 52% of diverted water and 7% of the Colorado River discharge (7,815 Mm$^3$) upstream of the Palo Verde diversion dam.

Several irrigation and drainage performance indicators were also estimated. Field water consumption was very uniform (7% variability on average). Such a high uniformity most probably resulted from a precise grading of PVID fields, using laser leveling equipment. However, 15% of the fields had variability higher than 10%. Using the distributed information of ET variability, PVID irrigation managers can easily locate these fields and focus their attention specifically on them to investigate possible reasons behind the observed low uniformity in those fields.

In this study, the Priestley-Taylor method (Priestley and Taylor 1972) was applied to map potential ET, a parameter that is required in estimating several performance indicators. To account for the advective condition of PVID, the Priestley-Taylor (PT) parameter was adjusted using $\text{ET}_o$, from the data measured at a standard grass-based weather station. On some days, adjusted values were up to two times greater than the original value of 1.26, meaning that neglecting advective enhancements could result in
significant underestimation of potential ET in arid/semi-arid regions like southern California. However, there is another source of error that is acting in the opposite direction (overestimation of ET$_p$). This error is generated by including ET$_p$ estimates over fallow fields and fields with soil exposure in analyses. If soil surface is dry, no water consumption would occur, even if energy is provided by either radiation and/or advection. Therefore the analyses were limited to those fields that were at full cover. Using adjusted ET$_p$ values, SEBAL-derived actual water consumption of full-cover fields was 6% greater than their potential rate estimated by the PT method. This higher rate of water consumption is detected because the PT parameter was calibrated using ET estimates over a full-cover grass patch, while most of PVID fields are under alfalfa, with one of the highest water consumption rates among all agricultural crops. A relative ET of 1.06 indicates that, on average, PVID fields are provided with adequate water.

Three drainage performance indicators were also estimated over PVID to investigate irrigation sustainability. The drainage ratio was 0.45, a value much higher than the typical leaching requirements of irrigation schemes (0.05 to 0.10). This high amount of drained water would prevent any salt accumulation in the crop root zone. Assuming that the leaching requirement in PVID is not greater than 0.15, water application can be reduced by about 30% without negatively affecting agricultural production. Overirrigating always raises concerns about waterlogging problems. However, the depth to the water table was not only uniformly distributed over PVID, but it was also below the maximum range of crop effective root depth at all times. This means that PVID drains are successfully functioning, and water logging is not an issue.
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CHAPTER 3
REMOTE SENSING OF CROP COEFFICIENTS AND WATER REQUIREMENTS OF IRRIGATED COTTON

Abstract

The crop coefficient of cotton (Gossypium spp.) was estimated using a remotely-sensed energy balance model and a reflectance-based crop coefficient method. The results were compared with tabulated crop coefficients presented in the FAO-56 paper, as well as the values that are developed by the U.S. Bureau of Reclamation to be used in the “Lower Colorado River Accounting System.” Remote sensing methods detected a longer growing season in comparison with tabulated values. In addition, a heavy pre-planting irrigation event was correctly detected by the implemented energy balance model. In order to modify tabulated crop coefficient values that are currently used in the management of water deliveries on the Lower Colorado River, remotely-sensed estimates were averaged over the traditional four stages of crop growth. Piece-wise crop coefficients from all four sources were analyzed to estimate daily and seasonal water consumption of cotton during the 2008. Total seasonal water use of cotton was largest using the energy balance model at 1,364 mm, which was 78% of the total reference ET during the same period. Since the application of energy balance models is complicated and time-consuming, a simple linear model that can be easily used in irrigation scheduling was developed to approximate cotton basal crop coefficient from the satellite estimates of Soil Adjusted Vegetation Index (SAVI).
Introduction

As one of the major crops in the western US, accurately identifying the water consumption of cotton (*Gossypium* spp.) can significantly assist decision makers with managing the limited water resources in this semi-arid region. Although traditional point measurements can be very accurate, they provide only one value, which has limited application over large irrigation schemes with considerable variations in agro-hydrological conditions. Remote sensing techniques have proved to be reliable in estimating spatially-distributed evapotranspiration (ET) at different temporal and spatial scales (Gowda et al. 2008). These methods can fall into two main categories, namely the reflectance-based crop coefficient approach and the surface energy balance modelling.

In the first approach, a regression function is developed relating the crop coefficients of bare soil and effective cover to remotely-sensed vegetation indices (VI’s) at the same point in time. The resulting spatially-distributed crop coefficients can then be multiplied by the reference ET to generate maps of actual crop ET. Depending on the methods used for estimating regression parameters, developed functions may approximate either the single ($K_c$) or the basal ($K_{cb}$) crop coefficient. The difference between these two coefficients is that the $K_c$ includes evaporation from soil surface, while the $K_{cb}$ represents mostly plant transpiration, a dry soil surface, and well-water conditions in the root zone. As a result, VI-$K_{cb}$ relations are more robust when they are transferred to other areas, as irrigation method, frequency, and application depth are highly variable among irrigation schemes. For example, soil evaporation under a high-frequency sprinkler irrigation that applies small amount of water is probably larger
compared to a low-frequency, heavy surface irrigation, and both are lower than subsurface drip irrigation systems.

Several previous studies have developed VI-$K_c$ and/or VI-$K_{cb}$ relationships for cotton. Over an arid irrigated area in China, Shuhua et al. (2003) related the Normalized Difference Vegetation Index (NDVI), obtained from a single Landsat ETM+ image, to cotton $K_c$, estimated using Penman-Monteith equation. Hunsaker et al. (2003) observed that for the period between planting and full-cover, cotton $K_{cb}$ and NDVI had similar evolutions, but $K_{cb}$ started to decline shortly after reaching the full-cover point, while NDVI remained nearly constant. Therefore, they developed two separate relationships: a linear regression equation for the pre-full-cover stage, and a bi-parameter equation for the post-full-cover period. This model was applied a few years later in order to schedule cotton irrigation, but it resulted in a significant underestimation of water requirement and consequently a lower yield (Hunsaker et al. 2005). To overcome this issue, a new set of non-linear NDVI-$K_{cb}$ relationships were developed for early and late season periods. Applying the new equations for irrigation scheduling of the following year was very successful and the entire crop water requirement was met (Hunsaker et al. 2005).

As Hunsaker et al. (2005) correctly noted, a major factor that hampers the transferability of NDVI-based models is the sensitivity of this VI to the soil background effects. Therefore, other researchers have proposed the implementation of the Soil Adjusted Vegetation Index (SAVI), which is less sensitive to the soil surface wetness conditions compared to the NDVI (Huete 1988). For irrigated cotton in southern Spain, González-Dugo and Mateos (2006) developed a power function that estimated “fraction of cover ($f_c$)” from SAVI. Estimated $f_c$ values were then used to obtain $K_{cb}$ over the
entire growing season of cotton. Neale and González-Dugo (2011, personal communication) also developed a linear SAVI-$K_{cb}$ regression model for the cotton planted in southern Spain. Table A.2 in the Appendix presents the previously developed VI equations for estimating cotton crop coefficient, along with the methods used in obtaining each parameter and the location of the study site.

Unlike the empirical VI-based approach, energy balance models are physically-based. In these models, net radiation ($R_n$), sensible heat flux ($H$), and soil heat flux ($G$) are quantified on a distributed basis, using aerial or satellite imagery. Latent heat flux (LE) is then estimated as the residual of energy balance equation. One of the main parameters used in the estimation of $H$ is the radiometric land surface temperature. Any increase in the value of this parameter translates into higher values of $H$ and consequently lower estimates of LE. Hence, energy balance models have the advantage of being able to detect stress development sooner than the VI approach, since canopy temperature is one of the first bio-physical parameters that reacts to the presence of stress factors. Vegetation indices are not affected by the sub-optimal conditions, unless the presence of stress factors prolongs enough to cause wilting or detectable changes in crop foliage.

In this study, a remotely-sensed energy balance model was applied to estimate the spatially-distributed ET and $K_c$ of cotton fields in an irrigation scheme in southern California. The results were then compared with the estimates of a previously developed SAVI-$K_{cb}$ model, and with tabulated $K_c$ values presented in the FAO-56 publication and the Lower Colorado River Accounting System (LCRAS) report. Finally, a new equation was developed to approximate the basal crop coefficient of cotton, using satellite-based SAVI.
Methods and materials

Study Area

Palo Verde Irrigation District (PVID) is located in Imperial and Riverside counties, California, on the west bank of the Lower Colorado River. The river water is diverted into the PVID main canal using a small diversion dam at the upstream end of the district. The most common irrigation method is the gravity-fed surface irrigation supported by an extensive network of 400 km of irrigation canals and 230 km of open drains. The medium texture of PVID alluvial soils allows them to hold a considerable amount of water, and to be easily drained. The main crops are alfalfa and cotton, with a year-round growing season facilitated by the favorable climate of southern California.

Fig. 3.1 Palo Verde Irrigation District (PVID) in southern California
Cotton agricultural practices in PVID

The legal planting and plowing dates of cotton at PVID are March 15th and January 1st, respectively. However, the actual sowing may happen two to three weeks before or after the legal date, depending on farmer’s plan for the harvest. Regardless of the planting date, a rest period of two months or more should be considered between plowing the fields and the planting. There are two methods of planting cotton in the region, namely wet-bed and dry-bed planting. In case of wet-bed planting, which is the more common method, a heavy pre-planting irrigation (250 mm of water) is applied about three weeks before sowing. This irrigation provides the water requirement for cotton seeds to germinate and usually no further irrigation is needed until early May (Henning 2010, personal communication).

Finishing boll development is achieved using either of the two different methods. If the farmer wants to turn fields around quickly, cotton would be sprayed by growth regulators during the season to stop the vegetative growth and promote boll development. Growth regulators may be also applied earlier in the season to prevent the plant from growing taller than about 1.2 m. Alternatively, finishing boll development can be accomplished by stopping irrigation. Harvest date depends on when crop has developed bolls for maximum yield and how fast the cotton gin can process products. Generally, the first cotton bales are harvested around October 1st, depending on weather conditions. Harvesting continues into January or February with cotton being stacked in dry areas so that when the gin is ready, it can be picked up and hauled for processing (Henning 2010, personal communication).
Energy balance model

The “Surface Energy Balance Algorithm for Land” (SEBAL) is one of the better performing energy balance models in irrigated areas, which has been applied and validated in more than 30 countries worldwide (Bastiaanssen et al. 1998a, 1998b). In this study, the SEBAL model was implemented to map spatially-distributed instantaneous ET over the entire PVID, using all available and cloud-free Landsat TM5 images acquired between January 2008 and January 2009. A detailed explanation on methods, results, and results’ validation based on water balance analysis is presented in Chapter 2. In order to estimate spatially-distributed $K_c$, the modelled instantaneous ET was divided by the instantaneous grass-based reference ET ($ET_o$), estimated at a local standard weather station in the middle of PVID, close to the city of Blythe, CA. This weather station was owned and operated by the California Irrigation Management Information System (CIMIS). Instantaneous $ET_o$ values were estimated based on the FAO-56 Penman-Monteith equation (Allen et al. 1998) and reported on the CIMIS web portal at http://wwwcimis.water.ca.gov/cimis/welcome.jsp.

Field selection

PVID cotton fields were selected using a crop classification map developed by the US Bureau of Reclamation (USBR). Classification of crop types was carried out based on surface spectral signature retrieved from Landsat imagery (Fig 3.2).
However, Stehman and Milliken (2007) showed that although ground-truthing can enhance the accuracy of the results, classification error could still be significant (from 7% for alfalfa to 67% for small vegetables in 2002). In this study, only ground-truthed cotton fields were considered in analyses in order to avoid any classification error. This resulted in the selection of 22 cotton fields, with the total area of about 350 ha. In addition, an inner buffer zone of 60 m was defined for each of the 22 studied fields to eliminate any edge effect. The new buffered, ground-truthed cotton field layer was finally used as a mask in ArcGIS to obtain field statistics from the SEBAL-derived $K_c$ maps.
Comparing crop coefficients

Remotely-sensed $K_c$ estimates of SEBAL were compared with the results of three other independent methods. The first method was an empirical VI approach developed by Neale and Gonzalez-Dugo (2011, personal communication), in which $K_{cb}$ was related to SAVI through the following equation:

$$K_{cb} = 1.587 \times SAVI + 0.007 \quad (3.1)$$

This relationship was developed over an irrigated cotton field within a semi-arid area in southern Spain, which is similar to the southern California in terms of agro-climatological conditions. Equation (3.1) was applied to the same 21 Landsat images used in running SEBAL model. As mentioned before, SAVI-based $K_{cb}$ estimates are expected to be lower than the SEBAL results, since SAVI is not sensitive to the soil surface wetness.

Besides the VI approach, SEBAL-$K_c$ was also compared against tabulated values presented in two sources, namely the FAO-56 publication and the LCRAS report. Since FAO-56 values are developed for sub-humid climatic condition, they were adjusted to represent the semi-arid climate of PVID (Allen et al. 1998). The adjustment was made based on the FAO-56 guidelines, using the relative humidity and wind speed data (measured at the CIMIS weather station), as well as irrigation frequency information collected by interviewing PVID farmers. LCRAS values are also based on FAO-56 recommendations, but they have been modified for the specific agro-climatological conditions of the Lower Colorado River Basin (Jensen 2002).

Since $K_c$ values from both FAO-56 and LCRAS reports assume a four-stage crop growth, SEBAL-derived and SAVI-based crop coefficients were averaged over each of
the growth stages in order to generate piece-wise functions comparable with FAO-56 and LCRAS curves. Daily and seasonal water consumption of cotton were also determined through multiplying the piece-wise crop coefficients by the grass-based reference ET, estimated at the local CIMIS weather station.

**Results and discussion**

Remotely-sensed crop coefficients

The average SEBAL-$K_c$ values for all of the studied cotton fields ranged from 0.25 before emergence to 1.12 in summer. Among-field variation in $K_c$ was large before reaching the full-cover and after the onset of senescence with a maximum standard deviation of 0.39, but it was significantly lower during the mid-season, with a standard deviation of 0.03. Tasumi et al. (2005) also observed large variation in remotely-sensed $K_c$ of several agricultural crops during early and late season periods. The SAVI-$K_{cb}$ values followed a pattern very similar to the SEBAL-$K_c$, ranging between 0.18 and 1.11, but always less than or equal to the SEBAL-$K_c$. The smaller peak of ET detected by SEBAL in the initial stage of cotton growth is due to the heavy pre-planting irrigation event that usually occurs between late February and late March (Fig. 3.3).

According to Fig. 3, cotton at PVID has a growing season of about 9 months (270 days), which is longer than the 225 and 214 days reported in FAO-56 and LCRAS, respectively. To allow for the comparison of SEBAL and SAVI results with the FAO-56 and LCRAS, the traditional four stages of crop growth, namely the initial, development, mid-season, and late-season were identified using the remotely-sensed data, as well as the
Fig. 3.3 Average cotton crop coefficient during the 2008, estimated by (a) the SEBAL model and (b) the SAVI method. Vertical dashed lines represent the range of values for all 22 studied fields

information obtained by interviewing the local farmers. March 10th and December 1st were assumed to represent the average cotton planting and harvest dates, respectively.

While the length of the initial stage was similar among all approaches (45 to 51 days), the length of the development stage based on the remotely-sensed data was 75 days, significantly shorter than the 90 days, recommended by the FAO-56 and LCRAS. Contrarily, the remotely-sensed mid-season period was 65 days, longer than the FAO-56 and LCRAS assumptions of 45 and 35 days, respectively. The length of the remotely-sensed late-season stage (77 days) was also longer than the FAO-56 and LCRAS by 32 and 38 days, respectively.

Both SEBAL-$K_c$ and SAVI-$K_{cb}$ estimates were then averaged over each of the growth stages (Fig. 4). During the initial growth stage, SEBAL detected a $K_c$ value of 0.37, which was higher than FAO-56 and LCRAS suggestions of 0.25 and 0.26, respectively.
Fig. 3.4 Piece-wise crop coefficients: SEBAL-$K_c$ (solid black line), SAVI-$K_{cb}$ (dashed black line), FAO-56-$K_c$ (solid gray line), and LCRAS-$K_c$ (dashed gray line)

The high initial SEBAL-$K_c$ was mainly a result of the heavy pre-planting irrigation, which is not accounted for in the tabulated methods. As expected, SAVI-$K_{cb}$ was lower than the $K_c$ estimates, with a value of 0.20.

Over the mid-season period, FAO-56 predicted a $K_c$ of 1.20, which was 9% higher than the $K_c$ estimate from SEBAL (1.10). For a 20-ha, flood-irrigated cotton field in western Turkey, Allen (2000) also found that FAO-56 crop coefficient was higher than SEBAL estimates by 30 and 20% on June 26th and August 29th of 1998, respectively. SEBAL- $K_c$ of 1.10 is equal to the mid-season cotton $K_c$, estimated by Karam et al. (2006) over eastern Lebanon. Mid-season crop coefficient was 1.12 and 1.06 from LCRAS and SAVI, respectively. The negligible difference between the estimates of SEBAL and SAVI (1.10 vs. 1.06) implies that although the SAVI model was developed in Spain, it is efficient in estimating $K_{cb}$ under the conditions of southern California.
The late-season estimates of SEBAL and LCRAS were similar at 0.53 and 0.57, respectively. The FAO-56 value was lower at 0.39, while the SAVI-$K_{cb}$ had the lowest value (0.21), very close to the $K_{cb}$ estimate during the initial stage (0.20).

Water consumptions

Piece-wise crop coefficients were multiplied by the daily $E_{T_o}$, calculated at the CIMIS weather station (CIMIS # 135), in order to estimate cotton water use. SEBAL estimates were higher than other methods during the initial and late season stages. But the maximum rate of daily water use resulted from the FAO-56, with a value of 10.6 mm/day in late July. Maximum daily $E_T$ was 9.7, 9.4, and 9.5 from SEBAL, SAVI, and LCRAS approaches, respectively (Fig. 3.5).

Daily $E_T$ rates were then summed over the entire growing season of cotton. The cumulative water use of cotton based on SEBAL model was 1,364 mm, higher than both FAO-56 and LCRAS with estimates of 1,216 and 1,064 mm, respectively. The reflectance-based crop coefficient approach resulted in seasonal water transpiration of 1,167 mm, lower than SEBAL and FAO-56, but higher than LCRAS. As mentioned before, the difference between SEBAL and SAVI estimates represents soil surface evaporation, which was 196 mm (14% of the total ET) over the entire growing season. For a cotton field in western Turkey, Allen (2000) reported that the contribution of soil evaporation to the total ET was 29 and 6% during annual and growing season periods, respectively.
Remotely-sensed seasonal ET estimates of this study were not only greater than the tabulated values, but they were also greater than most of the cotton water use estimates reported in the literature. Allen (2000) used FAO-56 method and estimated 800 mm of cotton water consumption. Using a soil water balance approach, Tennakoon and Milroy (2003) showed that seasonal water consumption of six largest cotton production areas in eastern Australia vary between 600 to 1000 mm. Karam et al. (2006) measured only 642 mm of ET in the Bekaa Valley of Lebanon, using drainage lysimeters.

It seems that the main reason behind the high water consumption of PVID cotton fields is the significantly longer growing season in this irrigation scheme. For example, cotton planting date was in early May in both Lebanon and Turkey study sites, which is about two months later than the usual planting date in PVID (early March). Compared to PVID, the harvest also happened sooner in these two studies, around mid-October. This resulted in a growing-season length of 134 and 164 days in Lebanon and Turkey, respectively, which is about half of the growing season in PVID.
Bulletin 113-3 of the California Department of Water Resources also reported the results of a cotton water use study that was conducted in the Imperial Irrigation District (IID). Since IID is located downstream of PVID in southern California, the agro-climatological conditions of these two irrigation schemes are very similar. In addition, both schemes divert the Colorado River water for irrigation purposes. The study was carried out between 1967 and 1969, using a hydraulic ET tank. The length of the growing season was 213 and 210 days in 1967 and 1968, respectively, longer than the growing season in both Lebanon and Turkey study sites and closer to the PVID condition. Measured ET was 998 and 1021 mm in 1967 and 1968, respectively. Growing season was longer in 1969 (238 days) and resulted in a seasonal ET estimate of 1067 mm (California DWR 1975).

According to PVID cotton growers, the total application depth of irrigation water is approximately between 1450 and 1650 mm, depending on the agro-climatological conditions of each growing season. This is similar to the previously reported values of 1524 and 1646 mm in Coachella Valley and IID, respectively (California DWR 1975). Since most of PVID fields are blocked-end borders and furrows, it is reasonable to assume that no run-off is generated from irrigation events and all the applied water percolates through the root zone. Therefore, the application efficiency of cotton irrigation could be estimated by dividing the actual ET (from SEBAL) with the depth of applied water. This resulted in an application efficiency ranging from 83 to 94%, which is high for surface irrigation systems. This high efficiency is most probably achieved because PVID fields are precisely leveled using laser-leveling technology.
SAVI-$K_{cb}$ relationship

Cotton is one of the more dominant crops in the arid/semi-arid western US. Developing a locally-calibrated and easy-to-use method for estimating cotton water use from remotely-sensed VIs can significantly assist irrigation managers. Therefore, SEBAL-$K_c$ was plotted against satellite SAVI to determine their relationship. This resulted in a triangular distribution of SAVI-$K_c$ pairs, where the range of modelled SEBAL-$K_c$ decreased with the value of SAVI (Fig. 3.6). The high variation in $K_c$ for lower SAVI values was a result of evaporation from soil surfaces after irrigation and/or precipitation events.

Tasumi et al. (2005) also plotted SEBAL-$K_c$ versus NDVI and observed a similar triangular pattern for several hundred potato and sugar beet fields in Idaho. They suggested that the lower envelop to the triangular distribution of all points could serve as the VI-$K_{cb}$ relationship.

![Fig. 3.6 SEBAL-$K_c$ versus SAVI. Each point represents one Landsat TM5 overpass and one field. A total of 21 satellite scenes were used to study 22 cotton fields. The solid black line represents the lower envelop to the estimated $K_c$-SAVI pairs](image)
Applying this assumption to the SAVI-$K_c$ point cloud of this study resulted in the following linear equation:

$$K_{cb} = 1.745 \times \text{SAVI} - 0.235$$

(3.2)

The slope of this model is 10% larger than the slope of the model developed by Neale and Gonzalez-Dugo (2011, personal communication). It should be noted that the lower envelop approach would provide an estimate of basal crop coefficient, only if the lower values in the SAVI-$K_c$ point cloud are due to a negligible soil evaporation and not the presence of stress factors such as disease or water shortage. For the studied fields, visiting the fields and the results of a previous study (see Chapter 2) suggested that stress factors were absent.

**Summary and conclusions**

Two remotely-sensed methods were used to monitor the timing and duration of different growth stages, as well as water consumption of cotton, grown in southern California. The results suggest that tabular crop coefficients (FAO-56 and LCRAS) underestimate the length of the growing season. The energy balance model implemented herein was also able to detect a heavy pre-planting irrigation event that is not accounted for in FAO-56 and LCRAS. The growth length underestimation along with neglecting the pre-planting irrigation event resulted in lower estimates of cotton seasonal water consumption by FAO-56 and LCRAS. Based on the energy balance model, seasonal cotton water use was 1,364 mm, which was about 78% of the total reference ET during the same period (1,736 mm). Of the total cotton water use, 14% was evaporated from the soil surfaces and the rest was crop transpiration. The remotely-sensed information was
used to modify current tabulated values used in the management of water deliveries on the Lower Colorado River. In addition, to provide irrigation managers with a simple and efficient method in scheduling cotton irrigation, a linear model was developed to calculate cotton basal crop coefficient from satellite-detected SAVI estimates. The slope of this model was 10% larger than the slope of a similar model developed in southern Spain. Since the developed model is only based on SAVI, it can be easily applied to satellite imagery as soon as they become available, which results in a near real time approximation of cotton water requirement.
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CHAPTER 4
WATER CONSUMPTION AND STREAM-AQUIFER-PHREATOPHYTE INTERACTION ALONG A TAMARISK-DOMINATED SEGMENT OF THE LOWER COLORADO RIVER

Abstract

Spatially-distributed evapotranspiration was modelled over the Tamarisk-dominated riparian forest along the Lower Colorado River by implementing a modified remotely-sensed energy balance approach. Water consumption estimates were validated using an independent method based on diurnal groundwater fluctuations. In addition, point measurements of groundwater elevation and electrical conductivity were analyzed in conjunction with the Colorado River stage measurements in order to study stream-aquifer interaction and the effect of water availability on riparian evapotranspiration. In general, Tamarisk evapotranspiration and aquifer depth were strongly coupled and the onset of water use coincided with the fall of water table. The Colorado River always acted as a source to the riparian ecosystem, with hydraulic gradients being largest in summer and smallest in winter and spring, during Tamarisk dormancy. The annual Tamarisk water consumption was 913 mm, which was significantly lower than the Tamarisk water use approximation that is currently used in the management of the Lower Colorado River. Projecting these estimates over the entire Tamarisk monocultures along the Lower Colorado River resulted in 166.2 Mm$^3$ of annual evaporative losses, which was 1.4% of the total annual release from the Davis dam.
Introduction

Invasive vegetation species such as Tamarisk (*Tamarix* spp.) and Russian olive (*Eleagnus angustifolia*) have spread throughout the Western US water systems and rivers, out-competing and replacing native species such as Cottonwoods (*Populus* spp.) and Willows (*Salix* spp.) in the Upper Colorado Basin and Mesquite (*Prosopis* spp.) and other desert trees and scrubs in the floodplains of the Lower Colorado Basin. Tamarisk in particular is one of the most dominant invasive species in the Lower Colorado Basin that has a high tolerance to drought (Cleverly et al. 1997) and salinity (Glenn et al. 1998; Vandersande et al. 2001) and grows in medium to dense stands covering large areas of the generally wider floodplains. For decision makers in the semi-arid western US with scarce water resources, it is of crucial importance to accurately estimate Tamarisk evapotranspiration (ET) and the amount of water that can be salvaged by its removal. However, Tamarisk ET rates reported in the literature are inconsistent, covering a wide range from very low to unrealistically high values (Owens and Moore 2007). For example, in estimating riparian water consumption along the Lower Colorado River, US Bureau of Reclamation (USBR) applies a coefficient of 0.86 as the ratio of annual Tamarisk ET to reference ET, while Murray et al. (2009) estimated a value of only 0.42 over the same area. Such differences have resulted in contrasting opinions on the effectiveness of Tamarisk control efforts for water salvage purposes. Fostering an aggressive eradication program, Zavaleta (2000) reported that the negative effects of Tamarisk water consumption on agricultural and municipal water supplies, hydropower generation, and flood control reach an annual value as high as 285 million USD. On the
other hand, Vandersande et al. (2001) found that water use of Tamarisk is similar to other native species while Murray et al. (2009) concluded that water salvage from Tamarisk removal in the Lower Colorado River would not be negligible.

Most of the methods that have been developed for quantifying Tamarisk water use are based on point measurements, representing the very local condition of the site where measurements take place. Given the high level of heterogeneity in hydro-climatological conditions of riparian communities, extrapolating the results of point measurements to catchment and basin scales may fail to provide a comprehensive picture of actual riparian water consumption. Air and space-borne imagery provide spatially-distributed information that can significantly improve the approximation of Tamarisk ET. In addition, since the same aerial or satellite image is provided to all researchers, a huge source of error introduced during collecting and processing of ground measurements is avoided. Over the past few decades, many ET estimation methods have been developed based on remotely-sensed data, with the accuracies ranging from 67 to 97%, and above 94% for daily and seasonal temporal scales, respectively (Gowda et al. 2008). Existing remotely-sensed ET methods fall into two main categories: empirical approaches based on vegetation indices (VI) and physically-based models for quantifying surface energy balance components.

In the first category (VI approach), several methods have been proposed for estimating ET over riparian thickets. Nagler et al. (2005) developed a bi-parameter regression equation that related ET measurements of energy-flux towers (Bowen-ratio and eddy-covariance) to the point measurement of air temperature and remotely-sensed Enhanced Vegetation Index (EVI: Huete et al. 2002), obtained from the MODIS
instrument. Applying this method over a Tamarisk-dominated corridor in Upper Colorado River Basin resulted in annual ET of about 700 mm (Dennison et al. 2009), while Hultine et al. (2010) measured only 260 to 270 mm over the same area, using sap-flux sensors that were specifically calibrated for Tamarisk studies. This significant difference between the methods was attributed to the fact that in developing ET-EVI relationship, ET measurements from energy-flux towers were plotted against EVI of the single MODIS pixel containing that tower. However, tower footprints are highly variable in size and direction and sometimes fall over surfaces other than narrow riparian corridors (Hultine et al. 2010). Likewise the spatial resolution of the MODIS pixels (250 m for red and near-infrared bands) is coarse for the narrow riparian zones of the Upper Colorado River system.

Later, Nagler et al. (2009a) modified the EVI method by making two adjustments. The first adjustment was the replacement of air temperature with grass-based reference ET ($\text{ET}_o$), estimated at a standard weather station. The second adjustment was the use of sap-flux technique rather than energy balance towers in estimating actual ET rates. Both EVI approaches (original and modified) were applied over the Cibola National Wildlife Refuge (the same site in this study), where original equation produced 20% higher estimates than the modified one. The authors claimed that since energy-flux towers measure evapotranspiration but sap-flux sensors measure only transpiration, the extra 20% detected by original method represents evaporation from soil surface. However, such a contribution from soil evaporation seems to be too high for a semi-arid area with annual precipitation of less than 100 mm and average depth to groundwater of more than
2 meters. In addition, most of rainfall events in this area happen during winter, while the data were collected over summer months (June to September).

A major drawback of the VI approach is that vegetation indices are not effective in capturing stress development, unless stress factors prolong enough to cause detectable changes in plants vegetative conditions (Nagler et al. 2005; Nagler et al. 2009a). In addition, the inherent empiricism in VI approach limits its extrapolation to sites other than the one it is developed over (Scott et al. 2008). In case of EVI, another limitation arises from the fact that high temporal resolution of MODIS imagery comes at the cost of a spatial resolution (250 m for visible bands) that is rather coarse for mapping ET of heterogeneous riparian communities. This could be problematic especially in differentiating between water consumption of different species in mixed stands, as well as in estimating ET along the edges of riparian corridors, where MODIS pixels may partially cover water bodies or bare soils. Pixel contamination could have significant effects, given that many riparian corridors along western rivers are only few hundred meters wide. Scott et al. (2008) improved EVI method by incorporating MODIS-derived nighttime land surface temperature (LST) maps. Although new model was successfully validated over the same area it was developed, it should be noted that the pixel size of the MODIS thermal band is four times greater than its visible bands (1 km). Groeneveld et al. (2007) also developed a linear regression equation that approximated the ratio of actual to reference ET based on scaled NDVI estimates derived from Landsat imagery. High spatial resolution of Landsat visible bands was a great advantage in capturing riparian heterogeneity (64 Landsat pixels can easily fit in one MODIS pixel), but the
mismatch between highly variable footprint of energy-flux towers – used in model parameterization – and fixed pixels used in NDVI extraction was a major source of error.

Unlike the VI approach, energy balance (EB) models take advantage of the ability of air- and space-borne imagery to estimate net radiation, sensible, and soil heat fluxes. Latent heat flux is then estimated as the residual of the energy balance equation. Although recent improvements in estimating sensible heat flux (Norman et al. 1995; Bastiaanssen et al. 1998a) have significantly enhanced the accuracy of EB models, it should be noted that these models are originally developed to be applied over agricultural ecosystems. Therefore, modifications are required before applying these models over riparian ecosystems, where biophysical characteristics of surface vegetation are significantly different compared to agricultural crops. To the best of our knowledge, only one riparian application of remotely sensed energy balance models has been reported so far, and it is the research carried out by Bawazir et al. (2009) over the Middle Rio Grande Basin in New Mexico.

The implemented energy balance approach in this study is very similar to the “Surface Energy Balance Algorithm for Land (SEBAL),” developed by Bastiaanssen et al. (1998a). The only modification made is in selection of the wet pixel, which is used in interpolating sensible heat flux between two known extremes. In newer versions of SEBAL, a well-irrigated alfalfa field at full-cover is selected as the wet pixel and it is assumed that temperature gradient and consequently sensible heat flux over this pixel is negligible. In the study by Bawazir et al. (2009), however, wet pixel was selected from the footprint of an eddy-covariance tower over a dense Tamarisk canopy. Instead of assuming a negligible value, associated temperature gradients were obtained from the
measurements of the same tower. Although this modified EB model was successful in accurately estimating ET over Tamarisk and cottonwood communities of the Middle Rio Grande Basin, its general application is limited to areas where energy-flux towers are available. Since installing such towers over the large river systems of the western US and collecting/correcting their measured fluxes are time- and expense-extensive, applying this modified model to manage large watercourse systems is not feasible.

The goal of this study is to provide water managers with new sources of information on highly-debated Tamarisk water consumption. However, although such information is extremely needed, it does not provide a comprehensive understanding on the mechanisms that control Tamarisk water use; unless it is supported by a detailed investigation of stream-aquifer-phreatophytes interaction (Devitt et al. 1997). Therefore, another objective of this study is to study the complicated interaction between the river stage, water table fluctuations, and Tamarisk ET. In order to achieve these objectives, SEBAL model is implemented over a riparian ecosystem, located in southern California along the Lower Colorado River. Remotely sensed ET estimates are further analyzed using an independent method based on diel groundwater fluctuations. Possible sources of error in applying SEBAL over riparian communities are identified and appropriate modifications are also suggested. Finally, a water balance analysis is performed over a 75-km stretch of the Colorado River containing the studied riparian and a large irrigated agricultural area: the Palo Verde Irrigation District.

A major factor that adds to the importance of conducting this research study is the release of saltcedar leaf beetle (*Diorhabda carinulata*) in a few locations along the Upper Colorado River. Recent studies have shown that the spread rate of beetle is rather fast
(Hultine et al. 2009) and it is very likely that they would travel southward to the Lower Colorado River in search for more food. Since the effect of beetle release on Tamarisk water consumption is largely unknown (Hultine et al. 2010), it is critical to accurately identify current ET rates, so the water salvage from future beetle defoliation could be estimated by comparison with existing estimates.

**Methods and materials**

Study area

The study area is within the Cibola National Wildlife Refuge (CNWR) located downstream from the Palo Verde Irrigation District (PVID) in southern California. Established in 1964, CNWR occupies about 70 km$^2$ of floodplains on the west bank of the Lower Colorado River. Figure 1 demonstrates a stretch of the river between Palo Verde diversion dam and a river flow measurement gage at Cibola and its location within the Colorado River Basin. A water balance analysis was performed over this river reach, which includes both PVID (at north) and CNWR (at south).

Ground elevation at CNWR ranges from 66 m at the east (the river) to about 70 m at west (desert hills). CNWR is the home of more than 280 bird species and several phreatophytes. Over 90% of the area is covered by Tamarisk (Nagler et al. 2009b) with an average age of about 20 years (Godaire and Klinger 2007). Mesquite (*Prosopis velutina*) and arrowweed (*Pluchea sericea*) are the next dominant species.

Three specific measurement stations within the lower CNWR were selected for performing the analyses of this study. These stations were called Slitherin, Diablo, and Swamp with far, medium, and close proximities from the river, respectively.
Fig. 4.1 The stretch of the Lower Colorado River between Palo Verde diversion dam and USBR gaging station at Cibola

The locations of these sites were selected in a fashion to capture the variability in Tamarisk density and groundwater availability and quality. Table 4.1 summarizes different characteristics of these sites (geo-hydrological parameters are averaged for the 2008).

Figure 4.2 shows two high-resolution airborne images of the lower CNWR, acquired in summer of 2008 by Utah State University aircraft. The false-color image (left plot) shows the location of each measuring station, with five groundwater observation wells at each site. Part of the new, engineered channel of the Colorado River is captured on the east side of the image. Further to the west is the old river channel that carries small flow rates just to protect the flora and fauna of this riparian ecosystem.
Other features of this image are: abandoned agricultural fields at north, desert hills at the western boundaries and interspaced bare soil represented with blue/green tones, and the “Three Fingers” lake at the south-central part of the image.

The 1-m airborne LiDAR image (right plot) illustrates the variability in canopy height, ranging from zero over bare soil and water to more than eight meters over dense Tamarisk stands at Slitherin. To generate this canopy height layer, a bare earth elevation layer was first generated from the classification of LiDAR point cloud data. Then, the laser beam returns from the top of vegetation (first returns) were converted into a top of canopy elevation layer. Finally, the bare earth elevation layer was subtracted from the top of canopy elevation layer in ArcGIS environment to obtain pixel-wise canopy height.

Table 4.1 Characteristics of measuring stations

<table>
<thead>
<tr>
<th></th>
<th>Swamp</th>
<th>Slitherin</th>
<th>Diablo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamarisk density</td>
<td>Medium-low</td>
<td>High</td>
<td>Medium-high</td>
</tr>
<tr>
<td>Distance from old river channel (m)</td>
<td>100</td>
<td>650</td>
<td>1500</td>
</tr>
<tr>
<td>Distance from existing river channel (m)</td>
<td>850</td>
<td>2900</td>
<td>2400</td>
</tr>
<tr>
<td>Groundwater temperature (°C)</td>
<td>22.2</td>
<td>21.7</td>
<td>22.3</td>
</tr>
<tr>
<td>Depth to groundwater (m)</td>
<td>2.9</td>
<td>3.5</td>
<td>3.4</td>
</tr>
<tr>
<td>Groundwater electrical conductivity (dS/m)</td>
<td>4.1</td>
<td>8.0</td>
<td>17.0</td>
</tr>
</tbody>
</table>
Groundwater characteristics

As mentioned above, five observation wells were drilled near each measuring station (total of 15 wells) to monitor groundwater dynamics. One well was in a central position and the rest of the wells were located at about 80 m from the central well in all four directions. A hand-held EC-meter was used to measure groundwater electrical conductivity of each well on a monthly basis. In addition, submerged HOBO water level data loggers (Onset Computer Corporation, Bourne, MA, USA) were used to monitor groundwater head and temperature at 15 min intervals. Besides these submerged loggers, a HOBO barometric sensor was also installed above groundwater level at a Slitherin well to monitor changes in atmospheric pressure. Recorded atmospheric pressure was subtracted from all water pressure measurements of submerged sensors to obtain the pressure that is exerted only by water column above the sensors. Water head data were
then converted to depth to groundwater, using the measured distance between HOBO loggers and ground surface at each observation well. Daily and seasonal patterns in depth to groundwater data were used in studying the effect of water availability on Tamarisk ET. However, the depth to groundwater needs to be converted to groundwater elevation before any analysis of groundwater flow and stream-aquifer interaction can be performed. In order to do so, soil surface elevation at each observation well was extracted from LiDAR data at 1-m resolution. Depth to groundwater was subtracted from the associated soil surface elevation to estimate groundwater elevation.

One of the most important aspects of studying stream-aquifer interaction is the direction of groundwater flow to determine if the river is acting as a source or a sink. In this study, groundwater elevation data were analyzed in conjunction with river stage data. USBR owns and operates two stage gages within few kilometers of CNWR, where river stage is measured on an hourly basis. These sites are “Taylor Ferry” and “Cibola” gages, located upstream and downstream of CNWR, respectively. However, it was only necessary to select one point on the river to be able to compare river stage data with groundwater elevation at each site. Therefore, a line passing through the Swamp site and perpendicular to the river was drawn in ArcGIS and the intersection of this line and the river was selected as the river stage reference point. This point was about 24 river km downstream of the Taylor Ferry gage and 7 km upstream of the Cibola gage. It was assumed that the river stage varies between these two gages in a linear fashion, so the stage value at the reference point was interpolated between the two measurements, proportional to the distances.
Tamarisk evapotranspiration

Tamarisk ET was estimated using two independent methods. The first method is based on high-frequency point measurements of groundwater diel fluctuations (White method), while the second method is a remotely sensed energy balance modeling approach (SEBAL).

White method

After a comprehensive study of groundwater dynamics in the Escalante Valley in southeastern Utah, White (1932) proposed a method for estimating riparian evapotranspiration from water table fluctuations:

\[ ET = S_y (24r \pm s) \]  

where ET is daily evapotranspiration (mm), \( S_y \) is the specific yield of the aquifer (dimensionless), \( r \) is the average rate of groundwater recharge between midnight and 4:00 AM (mm/hr), and \( s \) is the net change in water table over a 24-hour period (mm). The White method is based on several key assumptions. The first assumption is that \( r \) represents daily average rate of groundwater flux. Another important assumption is that diurnal decline and the following nocturnal incline in groundwater level is a result of presence and absence of water extraction by tapping roots of phreatophytes, respectively. However, other factors such as barometric pressure changes, freeze-thaw processes, tropical rainfall, and anthropogenic factors may also induce groundwater fluctuation (Gribovszki et al. 2010). In this study the first factor is accounted for by measuring atmospheric pressure on a same time scale, using the same type of sensors. Measured values are subtracted from groundwater pressure measurements to obtain a pressure that
is exerted only by the head of water above sensors. The next two factors are also ruled out, since CNWR is located in a semi-arid environment with annual precipitation of less than 100 mm and minimum air temperatures that rarely fall below zero. Diablo and Slitherin sites are also far enough from any anthropogenic activity, so the third factor is not an issue either. However, the Swamp site was close to the old Colorado River channel that currently carries agricultural drainage water from the upstream PVID and some regulated flow rates for supporting riparian ecosystem. It is also directly influenced by the fluctuating river stages. Therefore, this site was excluded from ET estimation by White method.

The White method is particularly sensitive to the value of specific yield. Previous studies have shown that except for clean sand, laboratory-derived values of this parameter result in a significant overestimation error by White method (Gribovszki et al. 2010). This is chiefly due to the fact that unlike laboratory conditions, water table rise or fall in a real situation does not happen instantaneously. To avoid this source of error, Meyboom (1966) suggested a 50% reduction in $S_y$ values and called it “readily available specific yield.” In this study we used adjusted specific yield values developed by Loheide et al. (2005) for structure-less loam to sandy-loam soils of Diablo and Slitherin.

Since the White method is solely based on diel fluctuations in groundwater, any water extraction by phreatophytes from the vadose zone is neglected. Therefore, the results are usually considered to represent only that part of the total daily ET that is provided by the aquifer. Consequently, White estimates are usually referred to as “groundwater consumption” rather than “ET.” Over CNWR, however, annual precipitation rarely exceeds 100 mm, with usually less than a quarter of the annual
amount falling during the growing season of Tamarisk. Due to such a low precipitation and the aridity of this region, the contribution of vadose zone water content to ET from precipitation is negligible and almost all of the riparian water consumption is provided by the aquifer.

**SEBAL**

The “Surface Energy Balance Algorithm for Land (SEBAL)” is a remotely sensed energy balance model that was developed by Bastiaanssen et al. (1998a). This model has been successfully applied over agricultural ecosystems in more than thirty countries, producing accurate estimates of crop ET (Bastiaanssen et al. 1998b, 2005; Ramos et al. 2009). In SEBAL, net radiation ($R_n$) is estimated through quantifying all of the incoming and outgoing short- and long-wave radiation. Soil heat flux ($G$) is also modeled as a ratio of net radiation. Finally, sensible heat flux ($H$) is mapped using an innovative approach that interpolates $H$ between two extreme conditions, representing minimum and maximum sensible heat flux. For the minimum condition, a cold, well-irrigated agricultural field at full cover is selected. Over such a surface, the available energy is used in changing the state of water from liquid to gas, resulting in a negligible temperature gradient. The maximum-$H$ pixel is selected over a dry agricultural bare soil, where there is little or no water to evaporate and the available energy is used in heating the soil and the air. As a result, vapor pressure gradient and latent heat flux approach zero. After identifying these two extreme limits, $H$ is interpolated over all other pixels using Monin-Obukhov similarity theory. Knowing $R_n$, $H$, and $G$, latent heat flux (LE)
can be calculated as the residual of the energy balance equation, assuming that the energy consumed in photosynthesis and the canopy storage of energy are both insignificant:

\[ LE = R_n - G - H \] (4.2)

Latent heat flux estimated from equation (4.2) is only an instantaneous estimate at the time of overpass, which has limited application for practical purposes such as managing water resources. Several methods have been proposed in literature for scaling instantaneous values up to longer periods (daily and seasonal). The original up-scaling method of SEBAL is based on the Evaporative Fraction (EF or Λ) which is the ratio of instantaneous ET to instantaneous available energy \((R_n - G)\). Assuming that EF remains constant during the day (Brutsaert and Sugita 1992; Zhang and Lemeur 1995; Crago 2000), daily ET is calculated by multiplying EF and daily available energy. Although this technique has provided reliable results in many studies (Gowda et al. 2008), its accuracy is hampered over arid/semi-arid irrigated areas, where afternoon advection can substantially enhance the ET.

Trezza (2002) modified EF method by using the ratio of instantaneous ET to instantaneous alfalfa-based reference ET \((ET_r)\), estimated at a standard weather station. Extrapolated daily ET estimates of irrigated crops using this new method \((ET_rF\) method) have shown to be improved (Allen et al. 2007a, 2007b), since the effect of converged energy is detected by \(ET_r\) estimates. Similar to \(ET_r\), grass-based reference ET \((ET_o)\) could also be used in up-scaling instantaneous ET values \((ET_oF\) method). Colaizzi et al. (2006) and Chavez et al. (2008) reported that under advective condition, \(ET_oF\) method works better than \(ET_rF\) and EF methods. In present study, both EF and \(ET_oF\) methods
were implemented in extrapolating instantaneous ET of Tamarisk. The performance of each of these methods was evaluated by using expert knowledge and by comparing the results with White approach approximations and water balance closure. In the absence of any other extrapolation method, suggestions are made on how to modify current methods to attend to the specific hydro-climatological conditions of phreatophytes.

Daily ET$_o$ estimates and other required weather parameters were obtained from a nearby weather station located in Blythe, California and operated by The California Irrigation Management Information System (CIMIS). In addition, all cloud-free satellite imagery acquired by Landsat TM5 between January 2008 and January 2009 were downloaded from the website of USGS Global Visualization Viewer, GLOVIS (http://glovis.usgs.gov/). This resulted in a total number of 21 scenes (path/row: 38/37 and 39/37).

Closing water balance

A water balance analysis was performed over a 75-km stretch of the Lower Colorado River between Palo Verde diversion dam and Cibola flow measuring gage. In addition to CNWR and the riparian corridor, this stretch of the river also contains Palo Verde irrigation district (PVID). Closing the water balance was used not only to validate the results of spatially-distributed ET, but also to provide water managers with unique information on the consumptive use of water over this river reach. Following equation was the basis of water balance analysis in this study:

$$Q_{in} + P = ET + Q_{out} + \Delta S$$  \hspace{1cm} (4.3)
where $Q_{in}$ is the river flow at the upstream end of the study area, $P$ is precipitation, ET is evapotranspiration, $Q_{out}$ is the river flow at the downstream end, and $\Delta S$ is the change in soil water content over the study period. Since accurate approximation of $\Delta S$ is very difficult, study period is usually selected in a fashion that would result in a negligible net change in soil moisture. A detailed investigation of the readings from 260 piezometer revealed that between January 2008 and January 2009, net change in water table over the PVID is negligible (see Chapter 2). A similar study over CNWR also showed that fluctuations in riparian aquifer is also negligible over the same time frame (refer to results and discussion section).

Besides ET, which was modeled using a remotely-sensed EB approach, other components of water balance were measured. For every rainfall event, point measurements of 32 rain gages located over the study area were imported into ArcGIS environment and rainfall maps were generated, using simple interpolation methods. Pixel-wise interpolated estimates were then summed over the entire river reach to obtain the total annual volume of water input from precipitation. In addition, USBR measures river discharges at upstream and downstream ends of the studied river reach. These data were acquired and analyzed to estimate the volume of surface inflow and outflow through the boundaries of the studied control volume.

Results and discussion

Groundwater characteristics

Groundwater electrical conductivity (EC) was measured at every observation well and then averaged over all the five wells of each station. EC increased with distance
from the closest source of water (old river channel), with annual averages of 4.1, 8.1, and 17.0 dS/m at Swamp, Slitherin, and Diablo, respectively (Fig. 4.3). The trend in observed groundwater EC could be an indication that aquifer is being recharged only by the river and no other source, because groundwater quality is best at the closest station to the river and degrades substantially as denser Tamarisk canopies of middle and west CNWR extract water and leave the salts behind. In addition, groundwater EC at Diablo may be high enough to impose adverse effects on water consumption. Glenn et al. (1998) conducted a greenhouse experiment and observed 50% reduction in Tamarisk transpiration rates when the salinity of soil extract was higher than 16 dS/m. For Diablo, the average EC of the five observation wells ranged from 16.2 to 18.0 dS/m during the 2008, always higher than the threshold value found by Glenn et al. (1998).

![Fig. 4.3 Average groundwater EC during 2008 at Diablo (light gray), Swamp (dark gray), and Slitherin (black)](image-url)
Depth to groundwater was greatest over Slitherin and smallest over Swamp, with annual average values of 3.5 and 2.9 m from soil surface, respectively. Water table at Diablo was slightly higher than Slitherin at 3.4 m on average. This means that overall; Tamarisk individuals at Swamp have a better access to groundwater, most probably due to the close distance between this station and the river. Deeper levels at Slitherin and Diablo may be another indication that the direction of groundwater flow is away from the river, but this can be verified after examining groundwater elevation, as soil surface elevation is also higher at these two stations. Although groundwater depth was largest at Slitherin, groundwater EC was at this station was significantly lower than Diablo, which is most probably due to the proximity of Slitherin to the old river channel. Seasonal pattern of groundwater fluctuation was also studied over all three stations (Fig. 4.4).

Fig. 4.4 Average daily depths to groundwater during 2008 at Diablo (light gray), Swamp (dark gray), and Slitherin (black)
For all three sites, groundwater returned to the same level over a period of one year. This confirms that assuming a negligible change in soil water storage over the selected study period (January 2008 to January 2009) is valid. Groundwater level had an obvious seasonal fluctuation pattern over Slitherin and Diablo with the deepest level in mid to late summer, when atmospheric demand and riparian water consumption are substantially high. As the air temperature decreases in October and Tamarisk start senescing, aquifer recharge rate becomes greater than water extraction by phreatophytes and groundwater starts to rise until it reaches the shallowest level in April. Water table at Swamp had a different behavior, with a peak in spring and an approximately constant level of about 3.0 m from the surface during the rest of the year. Higher frequency fluctuations observed at this station are most probably a result of stage variations in both old and new Colorado River channels. The annual magnitude of water level variation was 0.56, 0.64, and 0.70 m over Swamp, Slitherin, and Diablo, respectively.

The two indents in the depth to groundwater curves of Slitherin and Diablo (pointed by dashed arrows) coincided with two monsoon rain events in late May and mid July with average cumulative depth of 12.2 and 8.6 mm, respectively. These two events together consisted 29% of the total annual rainfall (71 mm). The rest of precipitation happened during the period when groundwater was gradually rising, therefore no effect on water table is observed. In the following sections, groundwater depth data are further analyzed to determine any possible effect of water availability on Tamarisk ET. LiDAR-derived high-resolution map of ground surface elevation was used to extract the elevation of each observation well for converting groundwater depth to groundwater elevation data. Interestingly, this conversion removed almost all of the observed
variability in measured groundwater depth between the five closely-located wells at each station. As an example, Fig. 4.5 shows before and after conversion values for the five wells at Diablo station. Daily groundwater elevation data were then averaged over all five wells at each station and compared with the interpolated river stage to study the stream-aquifer interaction (Fig. 4.6).

**Fig. 4.5** Daily average (a) depths to groundwater and (b) groundwater elevation, at five observation wells of the Diablo station

**Fig. 4.6** Daily average groundwater elevation (m) at Diablo (light gray), Swamp (dark gray), and Slitherin (black), along with the river stage (double blue line). All elevations are based on the same datum
Water table elevation had a seasonal fluctuation pattern over Slitherin and Diablo. However, fluctuations at Swamp were clearly different, following a pattern similar to the Colorado River stage fluctuations. Diablo groundwater elevation was always lower than the two other stations and the river stage, ranging from 62.9 m in late summer to 63.6 m in April. The fact that water level at Diablo was the deepest confirms the hypothesis that the direction of sub-surface flow is from water bodies toward the heart of CNWR. On average, water table at Slitherin was 0.4 m higher than Diablo, with a minimum level of 63.3 m and a maximum of 64.0 m, occurring at roughly the same times as Diablo.

The Colorado River reached a high stage of 65.5 m in mid-April and a low of 63.9 m in late December. Over the entire 2008 calendar year, the river stage was at a higher level than the CNWR aquifer, except for one date (12/28/2008), when it was equal to the aquifer level at Swamp. This indicates that the hydrologic interaction between the Colorado River and the CNWR aquifer is a one-way, source-sink interaction, where water is always flowing from the river toward the riparian forest. Based on measured aquifer and river elevations, the hydraulic gradients were also estimated. The hydraulic gradient between the river and Swamp varied from zero to a maximum of about 0.14% (1.4 mm/m) in July, reaffirming the presence of a westward subsurface flow. Compared to the River-Swamp gradient, inter-station gradients were lower (Fig. 4.7a).

Swamp-Diablo and Swamp-Slitherin gradients had similar patterns, following the greening and senescence of Tamarisk, which occur in March and November in CNWR (Nagler et al. 2009b). However, Slitherin-Diablo gradient did not pose a significant seasonal pattern, suggesting the existence of a rather constant southward flow in addition to the westward flow.
This southward flow is most probably fed by the old river channel on the north boundary of CNWR, which carries a significant amount of drainage water from the upstream PVID, as well as a fraction of the river flow. Unlike the Swamp-Slitherin path which is west-east, the Swamp-Diablo path has a southwest direction. Therefore, observed Swamp-Diablo gradient may be enhanced by the southward subsurface flow. To examine the effect of this, the Slitherin-Diablo gradient was subtracted from Swamp-Diablo gradient (Fig. 4.7b). Interestingly, the subtraction eliminated almost all the differences between hydraulic gradients toward the Diablo and toward the Slitherin.

Tamarisk evapotranspiration

White method

Monitoring the aquifer fluctuations revealed that water table at Swamp is strongly affected by the heavily-regularized fluctuations in river stage. Therefore, the five observation wells of this station were not included in applying White method. Figure 4.8
presents the average daily groundwater consumption estimates for Slitherin and Diablo. The White method estimates confirmed the 240-day growing season of Tamarisk in CNWR, with emerging new leaves in mid-March and dropping them in mid-November. Since diurnal water table fluctuations were not significant during the Tamarisk dormancy, a small decline in the water level between midnight and 4:00 AM resulted in several dates with negative estimates over this period.

**Fig. 4.8** 2008 daily groundwater consumption estimated by White method (black), overlaid by the measured depth to groundwater (gray), average for all the five observation wells at (a) Slitherin and (b) Diablo
Groundwater depth and Tamarisk ET were strongly coupled. The rather sharp increase in Tamarisk water consumption happened at the same time as the aquifer level started to decline. For Slitherin, ET rates remained high at about 8 mm/day until early July, when water table fell to its deepest level of 3.85 m from the soil surface. It seems that the rapid 50% reduction in Tamarisk ET at the same time is a result of this deep water level. The reduced ET caused an increase in water level for about a month until mid-August, but the feed-back effect of the elevated water level was increased ET which again caused a slower response in the water table rise. Aquifer level remained approximately constant for another month and then it started increasing as the Tamarisk ET decreased due to the lower atmospheric demand. Over Diablo, however, such a distinct water stress was not recognizable, probably because groundwater at this station was always higher compared to Slitherin.

According to these data, a groundwater depth of 3.85 is the water availability threshold for Tamarisk individuals at Slitherin. Dropping water table to levels below this threshold would significantly suppress Tamarisk water consumption. This is contradictory to the general belief that Tamarisk has the ability to extract large amounts of water from deep aquifers. A few other research projects (e.g. Devitt et al. 1997) have also shown that Tamarisk transpiration has an inverse relationship with water table depth. Over Hassayampa River in Arizona; Horton et al. (2001) observed canopy dieback in Tamarisk when depth to groundwater was beyond the range of 2 – 3 m.
Since remotely-sensed energy balance models have not been applied over riparian ecosystems before, their limitations and potentials in estimating riparian ET are not known. An important unanswered question in implementing these models is how to extrapolate instantaneous ET estimates to longer periods (e.g. daily). In this study, instantaneous ET was estimated over the CNWR on a pixel-by-pixel basis, using SEBAL model applied to 21 Landsat TM5 images. Both of the two existing up-scaling methods, namely EF and ET_oF were used to obtain daily estimates of Tamarisk ET (Fig. 4.9).

For a short period of few days in late May, advection of cold air preceded by over 12 mm of rainfall resulted in an ET increase to more than 10 mm followed by a sudden decrease to 3.0 mm. Except for this period, Slitherin daily ET reached values as high as 8.0, and occasionally higher than 9.0 mm. As depicted in Fig. 9, ET rates from the ET_oF techniques were always higher than the EF. The difference ranged from almost zero in May and June to about 2 mm/day during Tamarisk dormancy.

![Fig. 4.9 Daily ET rates over Slitherin station, estimated by SEBAL model and two different extrapolation techniques: ET_oF (black) and EF (gray)](image-url)
In general, SEBAL estimates over Diablo were lower than Slitherin, but they showed the same behavior (ET₀,F being higher than EF). The observed difference between the two extrapolating methods is chiefly due to the fact that ET₀,F method is based on the ground measurements of air temperature and vapor deficit. Therefore, some effect of horizontally-transported energy under advective conditions is taken into account in this method. For well-irrigated agricultural crops that have enough access to water, advective enhancement translates into ET rates higher than what is predicted by the EF technique. However, riparian ET is mainly water-limited rather than energy-limited. Devitt et al. (1997) observed that when water table that was about 3.0 m from soil surface, Tamarisk individuals were not able to meet increased atmospheric demand of advective condition. Hence, EF seems to be a more appropriate up-scaling technique, since it does not assume that all the converged energy is used in transforming the state of water from liquid to gas.

Another major concern in extrapolating instantaneous ET is the validity of a key assumption that is made in both techniques. According to this assumption, the instantaneous ET₀,F and/or EF ratio at the time of satellite overpass remains constant throughout the day. This may not be the case if phreatophytes experience afternoon depression. However, Nagler et al. (2009a) found that Tamarisk individuals at Slitherin station had a rather constant diurnal EF. Over Diablo, however, signs of midday depression were observed, but it was compensated by nocturnal transpiration, resulting in the validity of assuming a generally constant EF ratio. Figure 4.10 illustrates the map of ET modeled by SEBAL-EF method on July 29\textsuperscript{th}, 2008, as one example of the 21 processed Landsat scenes.
Fig. 4.10 Spatially-distributed ET rates modeled by the SEBAL-EF methods over CNWR

*SEBAL-White comparison*

Remotely-sensed estimates of Tamarisk ET from SEBAL-EF model were plotted along with the groundwater consumption estimates of the White method. Both methods resulted in similar ET rates during the growing season over both stations. However, the
estimates were significantly different during the first few months of 2008 (Fig. 4.11). For example, while White method estimated no significant ET in early March, SEBAL-EF estimates were about 3.0 and 2.0 mm for Slitherin and Diablo, respectively. These ET rates seem to be overpredicted as Tamarisk was still at the end of its dormancy period in early March and not transpiring. In addition, no measurable precipitation event had happened in more than a month prior to this date, so the remotely-sensed ET cannot be attributed to soil evaporation. During the entire Tamarisk dormancy period, SEBAL-EF estimated ET of 188 and 142 mm for Slitherin and Diablo, respectively, much higher than the total precipitation during the same period (50 mm).

One hypothesis to explain this overestimation was that empirical equations in SEBAL model for estimating surface roughness length are calibrated against measurements over agricultural crops, with a relatively short and homogeneous height compared to Tamarisk trees that could be as tall as 10 m (over Slitherin).

Fig. 4.11 A comparison of daily ET rates estimated by SEBAL-EF method (black) with the White method (gray) over (a) Slitherin and (b) Diablo.
To investigate this hypothesis, a high-resolution, LiDAR-derived map of Tamarisk canopy height was used to estimate actual roughness length (based on Prueger and Kustas 2005). A comparison of ET estimates using the actual roughness length layer with the estimates using original empirical equations showed no significant difference (results not presented here). This was not surprising as any effect from an underestimated canopy height would have been projected over the entire study period, not only the first few months of the year. In addition, Wang et al. (2009) evaluated the sensitivity of SEBAL estimates over pecan orchards in New Mexico. Changing the value of roughness length from zero to 2.5 (representing vegetation heights from zero to 20.8 m) did not have a significant effect on the modeled ET, especially when canopy cover was higher than 50%. Tasumi (2005) also reported that METRIC (an energy balance model based on SEBAL) was not sensitive to the value of this parameter.

Further investigation of all the steps in running SEBAL model revealed that the main reason behind overestimation of ET is the dominant presence of shadows in the Tamarisk forest that contaminate and lowers the canopy temperatures detected by satellite sensors. The overpass times for all of the Landsat scenes used in this study were within 7 minutes of 18:00 Greenwich Mean Time, which is about 10:00 Pacific Standard Time (PST = GMT – 8:00). This fixed overpass time resulted in a sun elevation angle that varied between 30.8 degrees on January 19th and 66.2 degrees on June 11th, 2008. The values of sun elevation and azimuth angles reported in the header file of the Landsat imagery and the LiDAR-derived map of top-of-canopy elevation were used as input data to the “Hill-shade” function in ArcGIS. Analyzing the generated maps showed that the percentage of the shadow pixels (shaded relief value of zero) ranged from 33.4% on
January 19\textsuperscript{th} to 2.5\% on May 26\textsuperscript{th}, 2008. This extensive presence of shadows lowered the canopy temperature in the 60-m by 60-m pixel of Landsat thermal band. Contaminated pixels tended to shift more toward the selected cold extreme in the image, resulting in a lower assigned sensible heat flux, and consequently a higher latent heat flux.

\textit{Modified SEBAL}

The evolution of vegetation indices had a typical pattern opposite of the changes in shaded area, so a pixel-wise normalized SAVI (Huete 1988) was used as the adjusting coefficient to correct for the overestimation error introduced by pixel contamination. The normalized SAVI was estimated by dividing the SAVI of each pixel in every satellite image by the maximum SAVI of the same pixel among all 21 images. This coefficient was finally multiplied by the ET from SEBAL-EF to develop new maps of ET. Applying the correction coefficient reduced the remotely-sensed Tamarisk ET during non-growing season to levels similar to what was predicted by White method (Fig. 4.12).

The modified ET rates were close to zero in January and December, but rose rather rapidly in mid to late March as Tamarisk transpiration initiated with the green up of the vegetation. The annual RMSD of adjusted SEBAL estimates and White results were 1.1 and 1.0 mm/day over Slitherin and Diablo, respectively. Figure 4.12 also shows the daily ET rates measured by Bowen-ratio (BR) towers located at the center of each station. At Slitherin, Bowen-ratio measurements were very close to the adjusted SEBAL and White estimates, with RMSDs of 0.9 and 1.2 mm/day, respectively, for the 251 days of available BR data for this station. At Diablo, however, measured ET rates were
**Fig. 4.12** A comparison of daily ET rates estimated by SAVI-adjusted SEBAL-EF method (black), the White method (light gray), and measured by the Bowen-Ratio tower (dark gray) over (a) Slitherin and (b) Diablo. The low values of measured ET over Diablo may be a result of poor groundwater quality at this station and possibly the fact that the ET in the upwind footprint to the tower is not representative of the vegetation immediately around the tower where the wells are located.

In managing water deliveries on the Lower Colorado River, USBR utilizes an approach that is known as the “Lower Colorado River Accounting System (LCRAS).” LCRAS is based on the crop coefficient ($K_c$) concept in which, the daily ET rates of agricultural and riparian species are expressed as a fraction of reference ET on the same day. To make the results of this study more useful for the river managers, daily $K_c$ was estimated based on both adjusted SEBAL-EF and White method, then piece-wise linear curves were fitted to the data in order to be consistent with the traditional 4-stage $K_c$ curves of LCRAS (Figure 4.13).
As depicted in Fig. 4.13, the lengths of different Tamarisk growth stages were similar among all presented approaches. However, $K_c$ values currently used by USBR were significantly higher than the estimates of both adjusted-SEBAL and White methods. For example, $K_c$ estimates over Slitherin station during the mid-season period (mid-May to late-September) were 0.74 and 0.76 based on SEBAL and White methods, respectively. These values are similar to the Tamarisk $K_c$ of 0.76, estimated using the measurements of the Bowen-ratio flux towers at the Havasu National Wildlife Refuge, which is located upstream of the CNWR (Westenburg et al. 2006). But LCRAS assumes a mid-season $K_c$ of 1.10, about 45% higher than estimated and measured Tamarisk $K_c$. Except for the month of December, LCRAS assumptions were higher than SEBAL and White method estimates over both Diablo and Slitherin stations during the entire 2008. Such a high $K_c$ approximation can result in water releases in excess of actual demand.

Fig. 4.13 Piece-wise $K_c$ curves over (a) Slitherin and (b) Diablo, using the following methods: adjusted SEBAL-EF (solid black), White (solid gray), LCRAS (dashed black), and LCRAS modified by Westenburg et al. (2006) (dashed gray)
Annual and seasonal Tamarisk ET

Adjusted EF technique resulted in ET estimates lower than EF and both were lower than ET$_0$F on annual and growing-season basis. In general, seasonal ET estimates were lower than annual estimates for both Diablo and Slitherin, but the situation was opposite for the fraction of ET$_0$. Lower annual ET$_0$ fractions were a result of insignificant Tamarisk ET during its dormancy, while grass surface was consuming water at the same time (Table 4.2). Adjusted remotely-sensed and White estimates for Slitherin are consistent with the findings of Nagler et al. (2008). They applied the MODIS-derived EVI approach and estimated an annual Slitherin ET of 1,300 mm, averaged over a period of six years (2000 – 2006).

**Table 4.2** Annual and seasonal water consumption in mm over Slitherin and Diablo. Values in parentheses are the percentage of the corresponding (annual or seasonal) grass-based reference ET.

<table>
<thead>
<tr>
<th>Time scale</th>
<th>Method</th>
<th>Slitherin</th>
<th>Diablo</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Annual</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SEBAL-ET$_0$F</td>
<td>1,889 (94%)</td>
<td>1,444 (72%)</td>
</tr>
<tr>
<td></td>
<td>SEBAL-EF</td>
<td>1,478 (73%)</td>
<td>1,178 (58%)</td>
</tr>
<tr>
<td></td>
<td>SEBAL-EF (Adj)</td>
<td>1,211 (60%)</td>
<td>999 (50%)</td>
</tr>
<tr>
<td></td>
<td>White</td>
<td>1,191 (59%)</td>
<td>1,119 (56%)</td>
</tr>
<tr>
<td></td>
<td><strong>Growing season</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SEBAL-ET$_0$F</td>
<td>1,551 (93%)</td>
<td>1,183 (71%)</td>
</tr>
<tr>
<td></td>
<td>SEBAL-EF</td>
<td>1,290 (77%)</td>
<td>1,036 (62%)</td>
</tr>
<tr>
<td></td>
<td>SEBAL-EF (Adj)</td>
<td>1,137 (68%)</td>
<td>933 (56%)</td>
</tr>
<tr>
<td></td>
<td>White</td>
<td>1,142 (68%)</td>
<td>1,077 (64%)</td>
</tr>
</tbody>
</table>
However, their estimate over Diablo was higher at 1,430 mm, 43 and 28% larger than the results of SEBAL-EF (Adj) and White methods in this study, respectively. A later publication by Nagler et al. (2009b) reported that annual CNWR ET ranges from 800 to 1400 mm and it is about half of the reference ET. At Havasu National Wildlife Refuge, AZ (about 250 river km upstream of CNWR), Westenburg et al. (2006) used Bowen-ratio towers and estimated an annual Tamarisk ET of 1,076 mm which was 60% of the annual ET$_{o}$ for the same year (2003) and very similar to the findings of this study. The footprint of this tower was located over a dense Tamarisk site at roughly the same height as Diablo.

For Slitherin, the adjusted SEBAL-EF method produced ET estimates that were very close to White estimates (both on annual and seasonal scales). However, remotely sensed estimates over Diablo were lower than the predictions of White method. This could be an effect of possible mismatch between the footprints of SEBAL and White methods. To extract SEBAL averages for each station, a circular footprint encompassing all five observation wells at each station was used. The center of this circle was located on the central well, and its radius was 230 m (approximate area of 0.17 km$^2$). Since other four wells are about 80 m from the central well, the boundary of this circular footprint was roughly 150 m from the closest well. However, groundwater fluctuations at each well may be under the influence of Tamarisk individuals at farther or closer distances. The mismatch of footprints is less problematic over Slitherin, where Tamarisk canopy is more homogeneous and at full cover. Over Diablo, not only the canopy is shorter and interspaced with bare soil and arrowweed, the groundwater quality is also inferior.
Wide-area evapotranspiration

The annual evaporative water loss from the lower CNWR (978 ha) was 913 mm for the 2008 (45% of ET$_o$), with daily ET rates ranging from 0.3 mm in January to 5.5 mm in June. This peak daily ET is lower than the rates reported by Nagler et al. (2009b) over the same area. Based on their EVI approach, average daily ET rates had reached a maximum of about 8.0 mm in every year during 2000 to 2007. The total annual volume of ET from the lower CNWR was about 9.1 Mm$^3$, only 0.1% of the river discharge above Palo Verde diversion dam. Along the Lower Colorado River below Davis dam to the US-Mexico border, the total area of Tamarisk monocultures (more than 90% of the vegetation being Tamarisk) is about 18,200 ha (Nagler et al. 2008). Assuming that these regions are similar to CNWR in terms of water consumption, total volume of annual water loss by Tamarisk for the Lower Colorado Basin adds up to about 166.2 Mm$^3$, which is about 7% lower than the 178.4 Mm$^3$ estimated by Nagler et al. (2008).

It is generally believed that Tamarisk ET is equal or higher than other phreatophytes. If this is true, an upper limit of water consumption can be estimated for the Lower Colorado Basin by assuming that ET rates over the entire riparian ecosystem is similar to what was estimated over CNWR. Based on a total riparian area of 34,000 ha, total riparian water use would be about 310.4 Mm$^3$, which is again 7% lower than the 333.2 Mm$^3$ estimated by Nagler et al. (2008) and less than half of the 748.1 Mm$^3$ reported in the 2008 LCRAS for the same region (USBR 2009b). The estimates of this study and the study by Nagler et al. (2008) are 2.56 and 2.75% of the total volume of water released from the Davis dam in 2008, respectively (USBR 2009a).
Closing water balance on the river

In order to close water balance over the specified segment of the Lower Colorado River, spatially distributed ET was also modeled over the irrigated fields (PVID) and the riparian corridor. For the riparian corridor the same adjusted SEBAL-EF method that has proved to produce reliable estimates was used. Over PVID, SEBAL-ET$_{o}$F was applied since this method is more appropriate for irrigated regions in arid/semi-arid climates.

The annual water consumption averaged over the 75-km stretch of the river that includes PVID, CNWR, water bodies, and bare soil was 968 mm in 2008.

Other water balance components

The total volume of annual precipitation from all 25 rainfall events was 52.8 Mm$^3$, which is an average of about 71 mm over the whole area. According to USBR, annual average Colorado River daily flow rates at upstream of the PVID diversion dam and at Cibola gage were 246.5 and 230.6 m$^3$/sec, respectively. The daily flow rates were converted to the volume of water to close the water balance (Table 4.3). Over the whole period of study, precipitation was less than 1% of water inputs into the control volume under study. Evaporative losses accounted for 9% of the river discharge at upstream of the Palo Verde diversion dam. This amount of evapotranspiration was equal to 968 mm of water depth over the studied stretch of the river. In general, the error of closing water balance over a stretch of the river is expected to be higher than when the analyses are performed over catchments and watersheds. This is mainly due to the mismatch between hydrologic and study area boundaries, as well as difficulties in identifying all the components of water inputs and outputs to the studied control volume.
Table 4.3 Total annual amounts of water balance components. Depth values are estimated by dividing the volume of water by the total studied area (73,862 ha)

<table>
<thead>
<tr>
<th>Volume (Mm$^3$)</th>
<th>Depth (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation</td>
<td>52.77</td>
</tr>
<tr>
<td>River US flow</td>
<td>7,815.07</td>
</tr>
<tr>
<td>Σ Inputs</td>
<td>7,867.84</td>
</tr>
<tr>
<td>River DS flow</td>
<td>7,312.63</td>
</tr>
<tr>
<td>Evapotranspiration</td>
<td>714.71</td>
</tr>
<tr>
<td>Σ Outputs</td>
<td>8,027.34</td>
</tr>
<tr>
<td>Σ Inputs – Σ Outputs</td>
<td>-159.5</td>
</tr>
</tbody>
</table>

Goodrich et al. (2000) studied water balance of a riparian-dominated segment of the San Pedro River in AZ. Closure error for this 10-km-long segment of the river was 5.2% of the input volume over a period of 90 days. In this study, water balance closure over a 75-km stretch of the river was only two percent of the river discharge above the Palo Verde dam. Over PVID, which consists 60% of the surface area of the considered river reach, Chapter 2 results validated the SEBAL estimates of ET against water balance closure and found an error of 0.7%. So it was expected that the closure over the whole stretch of the river would not be less than 0.7%.

The observed 2% error is well within the range of accuracies reported for remotely-sensed energy balance models, as well as precipitation and river flow measuring devices. The slightly higher values of water outputs is partly a result of ignoring
precipitation that fall on the hills east of the river. Natural drains and gullies direct any rainfall-generated runoff toward the river, but since no precipitation data is available over this area, it was not included in the analysis. Assuming that average precipitation was the same 71 mm over this area, a volume of about 50 Mm$^3$ should be added to water inputs from precipitation. This would reduce the difference between water inputs and outputs by about one third.

**Summary and conclusions**

The poorly-understood connection between river flows and water levels with fluxes into the floodplain groundwater system resulting from riparian water demands poses operational challenges for the management of the western rivers. The results of this study showed that water table depths at two sites that were further located from the river (Slitherin and Diablo) were strongly affected by Tamarisk water extraction, with a peak in April (before Tamarisk greening) and a minimum level in July and August. But aquifer fluctuations at a site close to the river (Swamp) were different, following a pattern similar to the river stage fluctuations. During the study period (2008), Colorado River stage never drop below the aquifer elevation. The hydraulic gradients from the river to Swamp and from Swamp to Slitherin and Diablo were negligible during Tamarisk dormancy, but increased in the growing season. Groundwater electrical conductivity, depth, and elevation data all indicated that the direction of the flow is from water resources (old and new river channels) toward the heart of CNWR.

Application of SEBAL model over CNWR with a rough canopy structure and woody matter resulted in overestimation of ET in spring and winter. This was mainly
due to the fixed overpass time of Landsat, which was around 10:00 AM PST. At this
time during spring and winter, sun elevation angle is very low, resulting in a significant
presence of shadows, which lowers the detected surface temperature. To adjust for this
error, a relative SAVI coefficient was defined and applied. Modified remotely-sensed
estimates were similar to the groundwater consumption results of the White method.
Since the modification presented in this study is based on the same remotely-sensed data,
it is not limited to the local conditions of the study area and can be applied over different
riparian ecosystems.

Remotely sensed data were averaged over the entire lower CNWR, resulting in an
annual Tamarisk water consumption which was only 45% of the annual grass-based
reference ET and significantly lower than the values that are currently used by the US
Bureau of Reclamation. Projecting this estimate over the entire Tamarisk monocultures
and the entire riparian forests along the Lower Colorado River (below Davis dam)
resulted in 166.2 Mm$^3$ and 310.4 Mm$^3$, which are again significantly lower than USBR approximations. The findings of this study are consistent with the results of another
recent research and provide a more realistic estimate of the gross amount of water that
can be salvaged over the Lower Colorado River by removing all Tamarisk monocultures.

Water balance analysis was performed over the stretch of the river containing
PVID and CNWR (73,862 ha). The average annual ET for all the irrigated fields,
riparian thickets, bare soils, and water bodies of this area was 968 mm. This was about
9% of the river discharge above Palo Verde dam, with an annual average flow rate of
246.5 m$^3$/sec. Closure error was only 2%, suggesting that water balance components are
accurately identified.
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CHAPTER 5
GENERAL SUMMARY AND CONCLUSIONS

The “Surface Energy Balance Algorithm for Lands (SEBAL)” was implemented to estimate spatially distributed evapotranspiration over Palo Verde Irrigation District (PVID) and Cibola National Wildlife Refuge (CNWR), located on the west bank of the Lower Colorado River in Southern California. As input data to SEBAL model, all available cloud-free Landsat TM5 imagery acquired over the study area between January 2008 and January 2009 (21 images) were acquired and processed. Annual evapotranspiration (ET) estimates were 1,286 mm over PVID, 913 mm over CNWR, and 968 mm over the entire study area on average.

Both PVID and CNWR groundwater level fluctuations manifested a distinct seasonal pattern. Over PVID, water table was at its lowest position in February 2008 and rose gradually as the irrigation applications became more intensive until it reached its peak in September and October. As irrigation decreased during the winter months, groundwater dropped to the same level in February of the next year. This shows that how groundwater in this area is affected by the irrigation and drainage systems. The seasonal variation of groundwater over CNWR was approximately opposite of the variation at PVID, with highest level of water table occurring in spring, and the lowest level in late summer. This was the result of water extraction by the tap roots of the riparian species (mainly Tamarisk).

Several irrigation and drainage performance indicators were estimated over PVID. In general, field water consumption was very uniform. However, 15% of the fields had a
variability higher than 10%. Using the distributed information of ET variability, PVID irrigation managers can easily locate these fields and focus their attention specifically on them to investigate possible reasons behind the observed low uniformity in those fields. PVID full-cover fields had an ET rate 6% greater than their potential rate, estimated by the Priestly-Taylor method. This slightly higher rate of water consumption is detected because the Priestly-Taylor parameter was calibrated using ET estimates over a reference grass surface, while most of PVID fields are under alfalfa, with one of the highest water consumption rates among all agricultural crops. This also indicates that, on average, PVID fields at full cover are provided with adequate water.

Three drainage performance indicators were also estimated over PVID to investigate irrigation sustainability. The drainage ratio was 0.45, a value much higher than the typical leaching requirements of irrigation schemes (0.05 to 0.10). This high amount of drained water would prevent any salt accumulation in the crop root zone. Assuming that the leaching requirement in PVID is not greater than 0.15, water application can be reduced by about 30% without negatively affecting agricultural production. Over-irrigating always raises concerns about water-logging problems. However, the depth to the water table was not only uniformly distributed over PVID, but it was also below the maximum range of crop effective root depth at all times. This means that PVID drains are successfully functioning, and water-logging is not an issue.

In order to demonstrate the potential of remote sensing techniques in studying crop-specific water consumption, remotely-sensed estimates of cotton crop coefficient from two different techniques were compared with tabulated crop coefficients that are currently used by the US Bureau of Reclamation in estimating cotton water consumption
as part of water delivery management on the Lower Colorado River. Remote sensing techniques detected a heavy pre-planting irrigation event, as well as a longer growing season in comparison with tabulated values. These differences resulted in a larger seasonal water consumption that was also verified by interviewing local cotton growers. Remotely-sensed estimates were averaged over the traditional four-stage crop growth period to develop new tabulated values to foster a more efficient water management. Finally, a new and simple linear model was developed to estimate the cotton crop coefficient from satellite-derived vegetation indices. Compared to energy balance models, the developed linear model is significantly less complicated and less time-consuming to implement. A similar approach can be applied to modify crop coefficients that are currently used in approximating water consumption of other major crops in the western US (e.g. alfalfa).

Studying stream-aquifer-phreatophyte interaction over the CNWR revealed that the Colorado River stage never drop below the aquifer elevation during the study period. The hydraulic gradients from the river to Swamp and from Swamp to Slitherin and Diablo were negligible during Tamarisk dormancy, but increased in the growing season. Groundwater electrical conductivity, depth, and elevation data all indicated that the direction of the flow is from water resources (old and new river channels) toward the heart of CNWR.

Application of SEBAL model over CNWR with a rough canopy structure and woody matter resulted in overestimation of ET in spring and winter. This was mainly due to the fixed overpass time of Landsat, which was around 10:00 AM PST. At this time during spring and winter, sun elevation angle is very low, resulting in a significant presence of
shadows, which lowers the detected surface temperature. To adjust for this error, a relative SAVI coefficient was defined and applied. Modified remotely-sensed estimates were similar to the groundwater consumption results of the White method. Since the modification presented in this study is based on the same remotely-sensed data, it is not limited to the local conditions of the study area and can be applied over different riparian ecosystems.

Over the PVID, annual water balance closure error was less than 1%, suggesting that all of the water balance components were accurately estimated. During the study period, precipitation accounted for only 3% of water inputs (71 mm) to this irrigation scheme. The rest (2,479 mm) was diverted from the Colorado River, using the Palo Verde diversion dam on the river. Consumptive use of water by PVID crops in 2008 was about 52% of diverted water and 7% of the Colorado River discharge (7,815 Mm$^3$) upstream of the Palo Verde diversion dam. Over the entire stretch of the river under consideration (including both PVID and CNWR), water balance closure error was 2%. The average annual ET for all the irrigated fields, riparian thickets, bare soils, and water bodies of this area was 968 mm. This was about 9% of the river discharge above Palo Verde dam, with an annual average flow rate of 246.5 m$^3$/sec.
APPENDIX
Table A.1

Reported coefficients of variation (among and within field, CV$_s$ and CV$_w$ respectively) of actual ET estimated over sites with diverse agro-climatological conditions. In all of these studies, SEBAL model was used to estimate evapotranspiration.

<table>
<thead>
<tr>
<th>Publication</th>
<th>RS Platform</th>
<th>Overpass Dates</th>
<th>Study Area</th>
<th>Study Unit</th>
<th>Main Crops</th>
<th>CV$_s$ (%)</th>
<th>CV$_w$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study</td>
<td>Landsat TM</td>
<td>21</td>
<td>California, USA</td>
<td>1485 Fields</td>
<td>Alfalfa, Cotton</td>
<td>38.2</td>
<td>7.0</td>
</tr>
<tr>
<td>Zwart &amp; Leclert (2010)</td>
<td>Landsat ETM</td>
<td>12</td>
<td>Office du Niger, Mali</td>
<td>5 management zones</td>
<td>Rice</td>
<td>2.4</td>
<td>8.9</td>
</tr>
<tr>
<td>Ahmad et al. (2009)</td>
<td>MODIS</td>
<td>19</td>
<td>Rechna Doab, Pakistan</td>
<td>9 subdivisions</td>
<td>Rice, Wheat</td>
<td>2.4</td>
<td>4.0</td>
</tr>
<tr>
<td>Ahmad et al. (2009)</td>
<td>MODIS</td>
<td>19</td>
<td>Rechna Doab, Pakistan</td>
<td>15 subdivisions</td>
<td>Sugarcane, Wheat</td>
<td>4.9</td>
<td>7.5</td>
</tr>
<tr>
<td>Roerink et al. (1997)</td>
<td>Landsat TM</td>
<td>1</td>
<td>Rio Tunuyan, Argentina</td>
<td>10 secondary units</td>
<td>Orchards, Vineyards</td>
<td>8.6</td>
<td>NA</td>
</tr>
<tr>
<td>Roerink et al. (1997)</td>
<td>Landsat TM</td>
<td>1</td>
<td>Rio Tunuyan, Argentina</td>
<td>31 tertiary units</td>
<td>Orchards, Vineyards</td>
<td>6.1</td>
<td>NA</td>
</tr>
<tr>
<td>Bastiaanssen et al. (1996)</td>
<td>Landsat TM</td>
<td>1</td>
<td>Nile Delta, Egypt</td>
<td>53 irrigation districts</td>
<td>Rice, Cotton, Maize</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>Publication</td>
<td>Table A.2: Previously developed $K_c$-VI relationships for cotton in the literature</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hunsaker et al. (2003)</td>
<td>$K_{cb} = 498 \text{NDVI} - 662 \text{NDVI}^2 + 294 \text{NDVI}^3 - 125 $</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hunsaker et al. (2005)</td>
<td>$K_{cb} = 5.0 \text{NDVI} - 12.2 \text{NDVI}^2 + 14.9 \text{NDVI}^3 - 6.2 \text{NDVI}^4 - 0.21 $</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hunsaker et al. (2003)</td>
<td>$K_c = 2.80 \text{NDVI} - (5.69e.4) \text{GDD} - 1.17 $</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hunsaker et al. (2003)</td>
<td>$K_c = 1.49 \text{NDVI} - 0.12 $</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hunsaker et al. (2003)</td>
<td>$K_c = 1.12 \text{NDVI}^2 + 0.809 \text{NDVI} + 0.251 $</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Region</th>
<th>VI-Kc Relationship</th>
<th>VI Source</th>
<th>Kc Source</th>
<th>Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>AZ, USA</td>
<td>Hand-held radiometer</td>
<td>Soil water balance</td>
<td>Landsat ETM+</td>
<td>Shuhua et al. (2003)</td>
</tr>
<tr>
<td>AZ, USA</td>
<td>Hand-held radiometer</td>
<td>Soil water balance</td>
<td>Landsat ETM+</td>
<td>Shuhua et al. (2003)</td>
</tr>
<tr>
<td>AZ, USA</td>
<td>Hand-held radiometer</td>
<td>Soil water balance</td>
<td>Landsat ETM+</td>
<td>Shuhua et al. (2003)</td>
</tr>
<tr>
<td>AZ, USA</td>
<td>Hand-held radiometer</td>
<td>Soil water balance</td>
<td>Landsat ETM+</td>
<td>Shuhua et al. (2003)</td>
</tr>
<tr>
<td>China</td>
<td>Penman-Monteith</td>
<td>Soil water balance</td>
<td>Landsat ETM+</td>
<td>Shuhua et al. (2003)</td>
</tr>
</tbody>
</table>
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