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Abstract

In the environmental scanning electron microscope (ESEM), the electron beam together with various signals emanating from the beam-specimen interaction ionize the gaseous medium in the specimen chamber. A detailed derivation of equations describing the charge density and current flow in the system is presented. It is shown that the various causes of ionization operate over distinct regions, which can be separated out by suitable electrode configuration. The electron probe retains a fraction of electrons with the original charge distribution; this is surrounded by a widespread electron skirt, which, in turn, is surrounded by charge created by the secondary electrons, beyond which extends the action of backscattered electrons.
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Introduction

The environmental scanning electron microscope (ESEM) is a type of SEM that allows the examination of specimens in a gaseous environment. The high vacuum in the electron optics column is separated from the high pressure in the specimen chamber by differential pumping through a system of apertures. The electron beam initially propagates unhindered through the electron optics column until it approaches the final pressure-limiting aperture. In the distance from the vicinity of this aperture to the specimen surface, the electron beam loses electrons exponentially. The pressure and travel distance in the specimen chamber can be chosen so that the average number of collisions per electron is below 2 or 3, a condition, which defines the oligo-scattering regime (Danilatos, 1988). It has been shown that in this regime, scanning and probing of the specimen surface can proceed in the usual way. The presence of gas does not deteriorate the resolving power of the instrument, whereas the contrast decreases on account of beam weakening and background noise. However, contrast can be compensated for by an appropriate increase of incident beam current, the quantitative relationships for which have been established in the previous reference.

The distribution of charge around a specimen is much simpler in the vacuum of an SEM than the corresponding distribution in the gaseous conditions of the ESEM. First, the electron beam profile is drastically modified in the ESEM. It has been found (Danilatos, 1988) that, in the oligo-scattering regime, the original beam is split into two fractions, one consisting of the totally unscattered electrons and the other of beam electrons scattered by the gas. The unscattered fraction retains the original electron distribution and, hence, is of the same diameter as the original electron probe, whilst the scattered fraction, referred also as "electron skirt", usually spreads over a radius several orders of magnitude larger than the probe diameter. Second, the important reactions between signals and gas are yet to be explored. This paper concentrates on the reaction between electrons and gas and, in particular, on the charge generation and distribution (including deposition and collection) from signal-electrons emanating from the beam-specimen interactions and...
from electrons emanating from the beam-gas interaction.

This study has been necessitated from the need to understand, design and operate an efficient gaseous detector device (GDD), the fundamentals of which have been presented separately (Danilatos, 1990b). The main purpose of this paper is to present the derivation of equations governing the charge density and current distributions, as they occur in the bulk of the gas and as they are detected by two parallel electrodes defining a uniform electric field. To simplify the basic derivations, the top electrode is a disk with a hole at its center and is positioned at the plane of the final pressure limiting aperture, i.e. it is integrated with the aperture grid. The bottom electrode is a coaxial disk placed at the specimen level and, again for simplicity, is integrated with the specimen. Throughout this work, we will mainly be dealing with two functions of current: (a) The point current density denoted by \( j(r,D) \), i.e. the current per unit area at a given point on an electrode at radial distance \( r \) from the axis of the system, with \( D \) the inter-electrode separation. (b) The disk current \( I(r,D) \) derived from the previous function by integration from 0 to radius \( r \). We will examine, in turn, the charge distributions of an electron beam, electron skirt, fast and slow electrons from object in vacuum and in gas, at low and at high electric field. The equations of gaseous gain and charge conservation for the ESEM will also be presented.

**Terminology**

In the vacuum SEM, we are already faced with a large number of acronyms describing the various signals. For example, we have SE-I (high resolution secondary electrons (SE) produced by the incoming electron beam at the specimen), SE-II (secondary electrons generated by the backscattered electrons (BSE), as they exit from the specimen surface), SE-III (secondary electrons generated by BSE at the pole piece) and SE-IV (secondary electrons generated by the electron beam in the electron optics column) (Peters, 1982). It has been shown by Danilatos (1990b) that the number of types of SE, BSE and photons is greatly increased in the conditions of ESEM. As a result, it would be difficult to memorize all these types by a numerical system, or by addition of a large number of new arbitrary acronyms. An attempt has been made to rationalize a new terminology, a summary of which is given here.

The basic sources, from which signals are produced, are the probe (P), object (O), gas (G), walls (W) and scattered probe (P').

There are three basic types (or carriers) of signals, namely, electrons (E), gaseous ions (I) and rays (R), the latter being all types of photons in the visible and invisible regions.

A further differentiation of signals is according to their energy: For electrons, those having energies less than 50 eV are said to be slow (S), while the others are said to be fast (F). The cascade, or avalanche, electrons appearing in a gaseous discharge are designated as "cascade" (C) electrons. For photons, those in the infra-red, visible and near ultra-violet regions are denoted by the word "light" (L), while the x-rays by \( \times \).

An acronym may consist of three letters pertaining to the energy level, the type of carrier and the source of the signal, in that order. Thus, SED is read as "slow electrons from object", FED as "fast electrons from object" etc. FEP read as "fast electrons from probe" may be abbreviated to EP, i.e. "electrons from probe", since the probe electrons are only fast ones. CBS read as "cascade electrons from gas" may be abbreviated to CE, i.e. "cascade electrons", since they occur only in the gas (for our purposes in the ESEM).

To complete the system and remove ambiguities, we may combine different acronyms to denote the origin of one signal from another, when necessary. The direct (or practically direct) production of one signal from another is denoted by a hyphen (-), the indirect production through intermediate stages is denoted by \( (\cdot) \), while the one characterized by both direct and indirect stages is denoted by \( (*) \).

Thus, according to this terminology, SED-FEP (read as "slow electrons from gas, directly caused by fast electrons from object, directly and indirectly caused by electrons from probe") are the slow (i.e. the conventional secondary) electrons produced from the gas by the ionizing action of the fast (i.e. conventional backscattered) electrons from object, caused by the unscattered electron probe. Similarly, CE*FED*EP are the avalanche gaseous electrons connected to the useful (i.e. image producing) fast electrons from the object; the FED first produce SED, which, in turn, start electron avalanches in the presence of a strong electric field; the resulting CE may have a broad distribution of energies outside the 50 eV limit. The CE*EP (reading "cascade electrons directly and indirectly caused by scattered electrons from probe") are ionization electrons contributing only to the background noise of the image.

This is only a brief note on the new terminology, essential for this paper, and a more detailed justification of it can be found in the paper introducing it (Danilatos, 1990b); the reader would be helped by referring to it.

**Electron Probe**

For comparison purposes, we may describe the electron probe current density distribution with a Gaussian distribution function. As the beam propagates through the gas, it can be assumed that electrons are removed uniformly from it and the distribution retains its form. The intensity of the beam is decreased exponentially by a factor \( \exp(-m) \), where \( m \) is the average number of electron collisions with the gas per incident electron, and, hence, the probe distribution is

\[
j(r) = \frac{I_b}{2\pi c^2 \exp \left(-\frac{r^2}{2c^2}\right)} \cdots \text{EP} \quad (1)
\]

where \( I_b \) is the incident electron beam current prior to its entry in the gas and \( c \) the standard deviation.

The current \( I(r) \) contained within a disk of
radius \( r \) is

\[
\int_0^r I(r')2\pi r'r'dr' \tag{2}
\]

\[
\Delta x I(r') = I_0 \exp(-m) \left[ 1 - \exp \left( -\frac{r^2}{2\sigma^2} \right) \right] \cdots \tag{3}
\]

Electron Skirt

The electrons removed from the original beam propagating through the gas form a kind of a "skirt" around the probe (Danilatos, 1988). It is of fundamental importance to determine the electron density distribution in the skirt, as this might have a decisive effect on the probe profile and, hence, on the contrast and resolution of the instrument. The electron scattering by gas in the scanning electron microscope has been examined theoretically for the case of single scattering (Moncrieff et al., 1979). However, the conclusions from that examination were restricted to apply only to the outer regions of the electron skirt, whereas it was further reported by Moncrieff et al. (1979) that the useful probe doubled its original diameter, as the pressure was raised; this was observed experimentally by scanning the beam across a sharp edge. The difference between theoretically derived and experimentally measured profiles was attributed to the fact that only single scattering was considered. To clarify this outstanding question, a rigorous theoretical and experimental survey was undertaken by Danilatos (1988), who considered the case of plural scattering. The conclusion of this survey was that the density of the skirt was orders of magnitude weaker than the unscattered fraction remaining in the original spot, throughout the entire range of the skirt, i.e. including the immediate vicinity of the useful probe spot. This conclusion was confirmed by careful experimental measurements, and the experimental observations by Moncrieff et al. were questioned.

The analytical method used for plural scattering is quite complex to apply and it was restricted only to monatomic gases, namely to argon. Its application to molecular gases is further complicated by the complex expressions of the differential cross-sections required. As the main conclusions arrived at from the study of electron skirts in argon are believed to be valid also in other gases, we only need estimates of the widths of the skirts in different gases for the purpose of finding the relative importance of these widths to the distributions of charge from the various signals from the specimen. To easily achieve this, below, we re-consider the use of analytical expressions from single scattering theory, which is much simpler for routine calculations with molecular gases, such as nitrogen, usually found in the ESEM.

First, a comparison of the results from plural scattering with those from single scattering theory is made. It can be easily shown (Moncrieff et al., 1979; Danilatos, 1988) that the probability \( V(r)2mr^2\) to find an electron scattered within an elementary annulus \( 2\pi r^2dr \) is

\[
V(r)2\pi r^2\delta r = \int_0^b \exp(-m) \left[ 1 - \exp \left( -\frac{r^2}{2\sigma^2} \right) \right] \cdots \tag{4}
\]

where \( n \) is density of gas particles, \( \sigma \), the total scattering cross-section of the gas and the other geometrical parameters are explained in Fig. 1. From this figure we also find that

\[
\delta r = \frac{r\delta \theta}{\sin \delta \theta} \quad \text{and} \quad \delta \theta = 2\pi \sin \delta \theta \tag{5}
\]

The average number \( m \) of collisions per electron is given by

\[
m = \frac{\sigma_x \pi D}{\xi_T} \tag{6}
\]

and, thus, the electron density at a distance \( r \) from the axis is

\[
\frac{m}{\sigma_x \pi D} = \frac{\sigma_x D}{\xi_T} \quad \frac{1}{\cos \theta} \frac{1}{\sin \theta} \sin \theta \cos \theta \cdots \tag{7}
\]

where the differential cross-section \( d\sigma/d\theta \) is usually expressed as a function of angle \( \theta \), which in terms of \( z \) is

\[
\theta = \tan^{-1} \left( \frac{1}{D-z} r \right) \tag{8}
\]

An analytical derivation of the differential cross-section has been presented by Lenz (1954) and adapted by Jost and Kessler (1963) and Danilatos (1988). The differential cross-section is the sum

---

\[\text{Fig. 1 An electron in the beam passing the pressure limiting aperture PLA undergoes a collision between } z \text{ and } z+dz \text{ and is scattered through an angle } \theta \text{ in the interval } \delta \theta \text{ (i.e. in the solid angle } \delta \theta) \text{ to finally strike a plane between } r \text{ and } r+dr.\]
of an elastic and an inelastic term. For atoms, the elastic term is

$$\frac{d\sigma_e}{d\Omega} = \frac{A_2}{16\left[\sin^2(\theta/2)+\sin^2(\theta_0/2)\right]^2} |f(\theta)|^2 \quad (9)$$

and the inelastic term

$$\frac{d\sigma_i}{d\Omega} = \frac{A(\theta^2+\theta_0^2+2\theta \theta_0)}{(E^2+\theta^2)(E^2+\theta_0^2+\theta^2)} \quad (10)$$

where

$$\theta_0 = \lambda/2\pi R$$ \hspace{1cm} (11)

$$\theta_\epsilon = J/4E$$ \hspace{1cm} (12)

and

$$A = \frac{A e^2}{2\pi} \frac{(1+E/511000)^2}{4\pi a_H^2} \quad (13)$$

with $\lambda$ the electron wavelength given by

$$\lambda = 1.226 \times 10^{-9} (E+9.778 \times 10^{-7} E^2)^{-1/2} \quad (14)$$

and $E$ the electron beam accelerating voltage in eV, $J$ the ionization energy of the gas in eV, $R$ the atom radius and $a_H$ the Bohr radius. The atom radius may be derived from (Burge and Smith, 1962)

$$R = \left[\frac{f(\theta)}{\sin(\theta/2)}\right]^{1/2} \quad (15)$$

where $f(\theta)$ is the scattering amplitude for electrons.

For molecules, the elastic differential cross-section is (Massey, 1969)

$$\frac{d\sigma_e}{d\Omega} = \sum_n f_n(\theta) \frac{\sin(qr_{nm})}{q r_{nm}} \quad \text{(molecules)} \quad (16)$$

where $q=4\pi\sin(\theta/2)/\lambda$, $r_{nm}$ is the inter-atomic distance between atoms $n$ and $m$ and $f_\epsilon(\theta)$ is the scattering amplitude for the $n^{th}$ atom, and is given by Eq. (9). The corresponding inelastic term may be taken, as a good approximation, equal to the sum of all atomic differential cross-sections in the molecule

$$\frac{d\sigma_i}{d\Omega} = \sum_j \frac{d\sigma_i}{d\Omega} \quad \text{(molecules)} \quad (17)$$

The accuracy and conditions, under which the above formulae are valid, have been summarized together with a tabulation of various constants for a selection of gases elsewhere (Danilatos, 1988). From the differential cross-sections, the total cross-sections can be easily found.

From Eq. (7) we obtain for the total current within a disk of radius $r$

$$I(r) = \int_0^r |r'| 2\pi r' dr' \quad \cdots \quad E' \quad (18)$$

It can be shown, as is actually expected, that in the oligo-scattering regime, where $m<3$,

$$I(r) = \int_0^r |r'| 2\pi r' dr' = I_b (1-e^{-m}) \quad \cdots \quad E' \quad (19)$$

The term $e^{-m}$ is the fraction of electron beam that survives without scattering.

In order to compare results from previous work using plural scattering theory, the curves of probability distribution (i.e. $j(r)/I_b$) and cumulative probability (i.e. $E=I(r)/I_b$) have been redrawn from Danilatos (1988) in Fig. 2 together with new ones calculated from Eqs. (7) and (18) above. The case is for argon with $E=10000$ eV, $J=15.75$ eV and $m=1$. In this figure, the curves have been plotted versus a reduced radial distance $\rho$ that relates to the real radial distance $r$ as

$$\rho = \frac{2\pi r}{\lambda I} \quad \text{(20)}$$

The various equations depend only on the ratio $r/D$ and only weakly on the electron beam energy, if expressed in terms of this reduced radius (Jost and Kessler, 1963). Close examination of the two sets of curves shows that electrons are removed from areas of medium radial distances, as we go from single scattering to plural scattering; that is, there are more electrons close to the axis and in the outer regions of the skirt as $m$ increases. The difference is more pronounced with the cumulative probabilities. It is interesting to note...
that the latter difference decreases towards the outer region, so that if we were interested in the overall width of the skirt, the single scattering theory would produce a close result. However, if we were to consider widths at half of the total scattered current (i.e. at $I(m)/2$), then the two methods may yield significant differences, depending on the value of $m$. Generally, the two methods produce similar results that approach each other as $m \to 0$.

It should be pointed out that the distributions in Fig. 2 are for an infinitely thin electron beam, or for sufficient distance away from a finite width beam. They only represent the scattered fraction of electrons and, hence, the cumulative probability reaches only the value of 0.63, of which the difference from unity is simply the unscattered fraction ($e^{-1}$) remaining on the axis of the system. To see the effect on the profile of a finite beam in the immediate neighborhood of the beam, one must combine the distribution of Eq. (7) with that of the beam given by Eq. (1). This has been done for plural scattering and found that the intensity of the scattered fraction is about two orders of magnitude less than the intensity of the unscattered fraction with a beam having $c=0.0001$ reduced units at $m=1$ (see Danilatos, 1988). Therefore, the single scattering theory would produce an even greater difference, as the distribution curve lies lower at short distances (see Fig. 2). The relative difference of intensity between the probe and skirt in the immediate vicinity of the probe is greater the smaller the probe diameter. In both cases, the widths increase little versus $m$, as follows:

$$p(50\%) = 0.052+0.013m$$
$$p(90\%) = 0.61+0.09m$$

By combining Eqs. (6), (14), (20), (21) and (22) and substituting various constants ($T=293$ K), we find the dependency of width in practical terms as

$$r(50\%) = \frac{0.354D+2.174 \times 10^{-19} \sigma_D T}{(E+9.778 \times 10^{-17} E^2)^{1/2}}$$

$$pD=2$$

$$r(90\%) = \frac{4.128D+1.503 \times 10^{-20} \sigma_D T}{(E+9.778 \times 10^{-17} E^2)^{1/2}}$$

$$pD=2$$

The above equations are valid in SI units except $E$ that is expressed in eV; the electron beam energy was not replaced with $E=10000$ eV, as it should, but rather as a parameter to be varied around this value. This is allowed as an approximation, because Eqs. (21) and (22) depend weakly on accelerating voltage. The total cross-section strongly depends on the beam energy; at $E=10000$ eV, $\sigma_T=5.7 \times 10^{-21}$ m$^2$. The equations presented are all approximations giving good estimates, but, eventually experimental measurements should be used to determine precise values once and for all. The theoretical considerations presented can form a basis, and the ESEM provides a new precision instrument for measurements in particle impact phenomena.

Fast Electrons From Object

The FED are distributed both over energy and solid angle as they emerge from the beam-specimen interaction. This property is formally expressed by the derivative of the FED coefficient $\eta$ with respect to energy $E$ and solid angle $\Omega$ as $df/dE$ or $df/d\Omega$, which is a characteristic function of the specimen. We can initially consider the distribution of FED only over solid angle, irrespective of energy. Such a distribution depends both on the material and, mainly, on the topography of the specimen, i.e. on the angle of incidence of the beam on the specimen surface. Two cases of distribution are considered in this work: First, the well known cosine distribution, which describes normal beam incidence (see, for example, Reimer, 1965), is used as a basis to determine all relevant ionization currents. However, the same details of derivation are applicable with any other distribution. Thus, because the cosine distribution describes a well polished surface, the uniform distribution being a more "realistic" ave-
The equations developed above are applicable to FID both in vacuum and gaseous conditions, provided that, in the latter case, the number of scattering events per FID is kept low, so that the total deflection of electrons is small compared to the size of detection electrode and the distance traveled by them. In a gas, a certain proportion of collisions results in ionizations. The function of primary ionization rate $N(R,\theta)$, i.e. the number of ionizations per unit volume per unit time at point $(R,\theta)$ in the gas, arising from the direct action of the FID, relates to the pressure $p$ and to the ionization efficiency $S$ (i.e. number of ionizations per unit pressure per unit length), as:

$$N(R,\theta) = \frac{j(R,\theta)pS}{e} \cdots \text{SF}_{\text{B-FID}} \quad (30)$$

where $e$ is the electron charge. The ionization efficiency $S$ is a reduced factor to be distinguished from the ionization efficiency coefficient $s$ (i.e. number of ionizations per unit length) and to which relates by $S=s/p$. The FID are the fast electrons from gas, known as $\delta$-rays (e.g. Corson and Wilson, 1948), but they constitute a small fraction of all the electrons produced from gas, which are usually SEC.

The charge (positive or negative) generated at a point in the gas per unit volume per unit time is, therefore,

$$eN = \frac{\eta_I b_{pS} \cos \theta}{\pi R^2} = \frac{\eta_I b_{pS} \cos \theta}{\pi(b^2 + h^2)^{3/2}} \cdots \text{SF}_{\text{B-FID}} \quad (31)$$

Let us consider the case of a uniform electric field between two plane electrodes where the charge carriers, i.e. positive ions and electrons, drift in opposite directions towards the electrodes. Due to thermal agitation, the charges...
also diffuse outwards at a certain rate depending on the intensity of the field, the gas pressure and the nature of gas. This effect is orders of magnitude less pronounced for the positive ions, because their temperature does not significantly exceed that of the neutral gas, whereas the electrons are much less thermally coupled with the gas and, as a result, their temperature significantly rises, as they gain energy from the external field. We may further restrict the case under consideration, where the conditions of field, gas, pressure and distance \( D \) are such that the magnitude of the outward diffusion is within fraction of a mm, whereas the electrodes extend over several mm or more; also, here, the field is low and does not trigger any avalanches from the ionization electrons produced by FED, but is strong enough to result in complete collection of all electrons and ions generated by the FED (condition of saturation ionization current). The extent of radial diffusion of electrons is considered later in this paper and a review of related theories has been presented by Danilatos (1990b).

**Total ionization current**

Under these conditions, we can calculate the ionization current density arriving at the top (or bottom) electrode. First, we consider the total current induced by both electrons and ions in the gas. This is done by integrating the current generated in an elementary column between the two electrodes at point \( B \) (see Fig. 3):

\[
j(r, D) = \int_0^D eNdh = \frac{\eta I_{p} p S}{\pi} \int_0^D \frac{hdh}{(r^2+h^2)^{3/2}}
\]  \( (32) \)

\[
\Delta j(r, D) = \frac{\eta I_{p} p S}{\pi} \left[ \frac{1}{r} - \frac{1}{D} \right] \cdots \text{S(EILD-G-FED)} \quad (33)
\]

Here, the electrons and ions from the gas directly produced by the FED are regarded as simply drifting in the gas without multiplication.

The corresponding total current within a disk of radius \( r \) is given by

\[
I(r, D) = 2\pi \int_0^r j(r, D) \, dr = \eta I_{p} p S \left[ 1 + \frac{r}{D} - \left( \frac{r}{D} \right)^2 \right] \cdots \text{S(EILD-G-FED)}
\]  \( (34) \)

**Negative (or electron) ionization current**

The derivations of ionization currents above were based on the simple method of counting the total number of electrons arriving at the top electrode, which is equal to the total number of positive ions arriving at the bottom electrode. As has been discussed elsewhere (Danilatos, 1990b; 1990c), the signal detected at each electrode is actually generated by induction only during the motion of charges between electrodes, whereas the current in the external circuit, due to a charged particle, ceases to flow, when the particle arrives at the respective electrode. The total signal induced on either electrode is due to both ions and electrons. When an electron/ ion pair is formed at some point \( h \) from the bottom electrode (see Fig. 3), the electron travels a distance \( D-h \) to one electrode and the ion a distance \( h \) to the other electrode. In a uniform electric field, the electron is responsible for a fraction \( (D-h)/D \) and the ion for a fraction \( h/D \) of the total pulse induced; the total charge that flows in the external circuit is \( e \). Because the electrons and the ions have different mobilities in the gas, which differ typically by three orders of magnitude, it may be necessary to consider”, but it does not provide a clear and complete translation. The sentence structure and formatting are not consistent, and some parts are missing or incorrect. A more accurate and readable version would be needed to capture the full meaning of the text.
\[ j(r,D) = \int_0^h \frac{\text{eN}(h')\,dh'}{D} \quad \cdots \text{SIG-FED} \quad (42) \]

After integrating we find
\[ j(r,D) = \frac{\eta_{lb}}{\pi} \left[ \frac{1}{r} + \frac{2}{D} \ln \frac{r}{D(1+Q)} \right] \quad \cdots \text{SEG-FED} \quad (43) \]

The corresponding disk current is found to be
\[ I(r,D) = \frac{\eta_{lb}}{\pi} \delta I(r,D) = \int_0^h \text{eN}(r,h')\,dh' \quad \cdots \text{SEG-FED} \quad (44) \]

For later derivations, it is instructive to note that we can arrive at the same result as Eq. (42) as follows:

The column element \( dh\delta A \) at \( h \) produces a current \( \text{eN}(h)\,dh\delta A \) that is constant in the column for \( h' > h \). This current corresponds to a constant change density \( \delta p = \frac{\text{d}(h')}{u} \) for \( h' > h \), which is
\[ \delta p = \frac{\text{eN}(h)\,dh}{u} \]

Due to this partial density, a partial current \( \delta I \) is induced
\[ \delta I = \frac{\delta p}{\pi} \frac{\text{dh} \delta A}{D} = \frac{\text{eN}(h)\,dh\delta A}{D} \]

\[ \delta I = \int_0^h \delta^2 I = \text{eN}(h)\,dh\delta A \quad (1 - \frac{h}{D}) \]

\[ j(r,D) = \frac{\delta I}{\delta A} = \int_0^h \text{eN}(r,h) \left(1 - \frac{h}{D}\right)\,dh \quad (45) \]

which, after integration, yields the same result as Eq. (43).

Positive ionization current

Along the same lines, we can derive the corresponding equations for the positive ion density and current. Taking care of the limits of integrations and replacing the electron drift velocity with the ion drift velocity \( u_i \), we find
\[ \rho_p(h) = \frac{1}{u_p} \int_0^h \text{eN}(h')\,dh' \quad (46) \]

\[ \rho_p(h,r) = \frac{\eta_{lb}}{\pi u_p} \left[ \frac{1}{(r^2 + h^2)^{1/2}} - \frac{1}{DQ} \right] \quad (46') \]

The current induced is given by corresponding equations:
\[ j(r,D) = \int_0^h \frac{\text{eN}(r,h')\,dh'}{D} = \frac{\text{eN}(r,h)}{D} \quad \cdots \text{SIG-FED} \quad (47) \]

where, after integration, yields
\[ j(r,D) = \frac{\eta_{lb}}{\pi} \frac{1}{DQ} \left[ \ln \frac{r}{D(1+Q)} - \frac{1}{DQ} \right] \quad \cdots \text{SIG-FED} \quad (48) \]

Similarly, by integration, the corresponding disk current is found to be
\[ I(r,D) = \eta_{lb} \delta I(r,D) = \int_0^h \text{eN}(r,h')\,dh' \quad \cdots \text{SIG-FED} \quad (49) \]

The positive ions move in the opposite direction to that of electrons and, because they also have opposite charge, they induce a current in the same direction as that by the electrons. We can confirm that by summing Eqs. (43) and (48) we find the same total current as that given by Eq. (33). Although one could derive the equations for positive ions by simply subtracting the ones for electrons from the total current, the derivation and result are presented above both for theoretical completeness and for easy engineering reference.

The total space charge density is found by algebraically summing Eqs. (40) and (46):
\[ \rho(h,r) = \frac{\eta_{lb}}{\pi} \left[ \frac{1}{u_p} + \frac{1}{u_n} \right] \left[ \frac{1}{(h^2 + r^2)^{1/2}} - \frac{1}{v_p DQ} - \frac{1}{v_n r} \right] \]

(50)

**SEO in Gas, Low Field**

The slow electrons from object, in the presence of gas and low external uniform field, collide with the gas molecules without ionizing it and acquire a steady drift velocity in the direction of the field. Due to thermal agitation, they also diffuse radially, so that by the time they reach the upper electrode, a fraction of them is located within a disk of radius \( r \). This fraction has been calculated by Huxley and Zawadski (1949) and their result is adapted as follows: If the slow electron yield coefficient is \( \delta t \), then \( \delta I \), the current originating at the specimen surface, and the current \( I(r,D) \) reaching the anode within \( r \) is
\[ I(r,D) = \delta I \frac{\delta I}{\delta A} \frac{1}{\exp \left( \frac{eV}{2kT} (1-Q) \right)} \quad \cdots \text{SEO} \quad (51) \]

where \( V \) is the applied potential, \( k \) Boltzmann's constant, \( T \) absolute temperature and \( \epsilon \) is the ratio of thermal energy of electrons to the thermal energy of the host gas molecules. Values of the latter factor have been compiled from the literature by Danilatos (1990b). The diameter within which the majority of electrons arrive at the top electrode can vary greatly, but, for most practical cases, it is of the order of mm. Thus, all the SEO due to both the useful probe and the skirt can be considered as originating from a small region, i.e. a point.

The corresponding current distribution can be found by a simple differentiation with respect to
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r and then by division by 2πr:

\[ j(r, D) = \frac{\delta \left( \frac{eV}{2kT} + \frac{1}{Q} \right) \exp \left( \frac{eV}{2kT} (1-Q) \right)}{2\pi D} \]

TED (52)

SEO in Gas, High Field

**Total current**

When the external field is sufficiently strong to impart enough energy to the drifting electrons to ionize the gas, it can be easily shown (see review by Danilatas, 1990b) that the total current I in the external circuit increases by a factor

\[ \frac{I}{I_T} = e^{\alpha \sigma} \cdots C(E)\cdot EO \] (53)

where \( \alpha \) is the first Townsend coefficient. This represents the total effect of both electrons and ions in the steady state condition, i.e., when we allow enough time for the slower positive ions to reach the cathode. The avalanche of electrons reaching the top electrode has the same radial distribution as the SEO at low field, i.e., as given by Eqs. (51) and (52) according to Townsend and Tizard (1913). The positive ions do not spread by any appreciable amount any further as they move to the bottom electrode. Therefore, we only have to multiply these equations by the gain factor \( e^{\alpha \sigma} \). However, if we need to know the contribution of the electrons separately from that of the positive ions, we have to establish the corresponding gain factors as follows:

**Electron current**

In an analogous manner as previously, we need to define a linear charge density \( \Lambda_n(h) \)

\[ \Lambda_n(h) = \frac{\delta}{d\theta} \] (54)

where \( \delta \) is the electron charge in a slab of thickness \( dh \) at \( h \) (see Fig. 5). Because \( dh = v dt \), we get for the electron current \( I_n \) crossing a plane at \( h \)

\[ I_n(h) = v_n \Lambda_n(h) \] (55)

The increase of electrons in the slab is represented by

\[ dI_n = \alpha I_n dh \] (56)

from which the current of electrons at \( h \) is:

\[ I_n(h) = \delta \frac{I_n e^{\alpha h}}{v_n} \delta \] (57)

and thus

\[ \Lambda_n(h) = \frac{\delta I_n e^{\alpha h}}{v_n} \delta \] (58)

Substitution of this result in Eq. (61) leads to
Finally, the current induced by the moving positive charge is found by integration as

$$ I = \int_0^b \frac{\lambda (h)}{D} dh \cdot \int_0^b \frac{\nu \lambda (h)}{D} dh $$

(65)

which is the gain factor for the avalanche ions due to SFD. We can immediately confirm that, by adding the results of Eqs. (60) and (65), we produce the result of Eq. (53), as expected.

It is worthwhile noting that the gain factor for electrons includes the contribution to it of the original electrons (i.e. SFD), which is equal to unity, whereas the factor for positive ions is entirely due to the ionization of the gas.

**FEO in Gas, High Field**

As we have seen, the FEO have enough energy of their own to create a primary, or initial, ionization in the gas, mainly the S(E&I)-FEO. In the presence of a strong enough field, the SEC-FEO produce secondary, or additional, ionization as they drift towards the anode. Each SEC-FEO starts a new avalanche that spreads according to Eq. (51) with a gain similar to Eqs. (53), (60) and (65), but properly modified to take into account the variable position of the starting point (see Fig. 6). The general case is quite complex to express analytically, but for the present purposes, it would be sufficient to consider the simple case where the spread of the avalanches is confined within a small diameter column, in which we can integrate the total effect. Again we distinguish three cases:

**Total current**

In a similar fashion, the total current induced by the moving electrons and ions can be easily found by counting the number of electrons reaching the anode. This calculation yields the correct answer, if we wait enough time for the positive ions to complete the circuit. The element in the column of Fig. 6 produces an initial current $eN(r,h)dA$, which is then amplified by a factor $e^{\alpha(0-h)}$, so that the point current density is found by integrating over the height of the element

$$ j(r) = \int_0^b eN(r,h) e^{\alpha(0-h)} dh $$

(66)

The total current collected by a disk of radius $r$ is

$$ I(r,D) = 2\pi r \int_0^b [1 - \frac{h}{(r^2 + h^2)^{1/2}}] e^{\alpha(0-h)} dh $$

(68)

It is worthwhile noting that Eq. (68) is valid even if the spread of each individual avalanche is greater than the area $\delta A$ of the elementary column, but much smaller than the area of the disk electrode. This is because $j(r,D)\delta A=\delta I$, where $\delta I$ is the current induced in the external circuit by all the avalanches starting inside the elementary column, but may spread outside the boundaries of it, as it develops towards the anode.

**Electron current**

By following the same reasoning as in previous sections, we can derive the separate contributions to the induced current by the electrons and ions. Omitting the intermediate steps, but subject to the same conditions as in the previous section for the total current, we finally find

$$ j(r,D) = \frac{\eta_1}{\pi D} \int_0^b \frac{eN(r,h) e^{\alpha(0-h)} dh}{(r^2 + h^2)^{3/2}} $$

(69)

$$ j(r,D) = \frac{\eta_1}{\pi D} \int_0^b \frac{eN(r,h) e^{\alpha(0-h)} dh}{(r^2 + h^2)^{3/2}} $$

(70)

The disk current is

$$ I(r,D) = \frac{2\pi I_0}{\alpha D} \int_0^b \frac{1 - \frac{h}{(r^2 + h^2)^{1/2}} e^{\alpha(0-h)} - 1}{(r^2 + h^2)^{1/2}} dh $$

(71)
The derivation of the equations for positive ions is a little more complicated, but it follows the same reasoning. Omitting the details here, the final equations are as follows.

The point current density is

\[ j(r, D) = \frac{\eta I_p \rho S}{\pi D} \left[ \frac{h}{(r^2 + h^2)^{3/2}} \right] e^{\alpha h - 1} \]  

\[ \cdots \text{CI-FEO} \]  

Finally, the disk current is

\[ I(r, D) = \frac{2\eta I_p \rho S}{\alpha D} \left[ \frac{h}{(r^2 + h^2)^{1/2}} \right] e^{\alpha h - 1} \]  

\[ \cdots \text{CI-FEO} \]  

The same condition applies for Eqs. (70) and (73), namely, that the avalanche widths are not appreciably greater than the width of the column of integration. However, Eqs. (71) and (74) are always valid, provided that the disk radius is much greater than the avalanche spread.

FED in Gas with SEID-Retarding Field

All previous analysis was done with the field assumed to be in a direction that accelerates all electrons away from the specimen, i.e., from the bottom electrode towards the top electrode. If the electric field is reversed with sufficient intensity, then the SEID will be retarded back to specimen, leaving only the FED as the active component for signal generation.

The SEID-FED will simply move in opposite directions, and the Eqs. (32), (33) and (34) for the total ionization current are valid also for the present case, except that the current will flow in the opposite sense. However, the individual components for electrons and ions have different equations, when the polarity of the field is reversed: Because each of these species of charge carriers moves in an opposite direction, they simply exchange their travel paths and, because their equations depend on the travel paths in the uniform field, their corresponding equations should be simply exchanged; one can confirm this conclusion by following the same steps of derivation by use of the induction theory. Thus, the equation for electrons is

\[ I(r, D) = \eta I_p \rho S \left[ 1 - \frac{2}{D} \left( \frac{r}{D(1+Q)} \right)^2 \right] \ln \left( \frac{r}{D(1+Q)} \right) \]  

\[ \cdots \text{SEID-FED} \]  

and for ions

The situation for a high retarding field that causes avalanche amplification is, somehow, different. An analysis shows that the factor \( e^{\alpha h} \) in the Eqs. (66)-(74) should be replaced with \( e^\alpha h \).

Therefore, for the total signal we have

\[ j(r, D) = \frac{\eta I_p \rho S}{\pi D} \left[ \frac{h}{(r^2 + h^2)^{3/2}} \right] e^{\alpha h} \]  

\[ \cdots \text{CI-FEO} \]  

Finally, for the signal induced by ions only we have

\[ I(r, D) = \frac{2\eta I_p \rho S}{\alpha D} \left[ \frac{h}{(r^2 + h^2)^{1/2}} \right] e^{\alpha h - 1} \]  

\[ \cdots \text{CI-FEO} \]  

Ionization from Electron Beam

The electrons from probe and from skirt produce ionization before the beam strikes the specimen and hence the produced current contributes only to the background noise. The ionization is confined within a relatively small radius and the corresponding distributions will not be derived here. For the present purposes, it will be sufficient to simply find the combined ionization current produced by the electron probe and the skirt.
together, at low and high field.

It can be easily found that, at low field, the total ionization current is

$$I = I_{b} \rho S \cdots S(E(I)) \cdot \text{E}(P&P') \quad (83)$$

The ionization current due to electrons only is

$$I = \frac{I_{b} \rho S}{\alpha} \cdots S(E(I)) \cdot \text{E}(P&P') \quad (84)$$

The ionization current due to ions only is, therefore, the same as in Eq. (84).

At high field, the total ionization current is

$$I = \frac{I_{b} \rho S}{\alpha} \left( \frac{1}{\alpha} e^{\frac{a}{10}} - 1 \right) \cdots (E \cdot I) \cdot \text{E}(P&P') \quad (85)$$

The corresponding current induced by electrons only is

$$I = \frac{I_{b} \rho S}{\alpha} \left[ \frac{R}{\alpha} e^{\frac{b}{10}} - 1 \right] \cdots (E \cdot I) \cdot \text{E}(P&P') \quad (86)$$

Finally, the corresponding current induced by ions only is

$$I = \frac{I_{b} \rho S}{\alpha} \left[ \left( \frac{1}{\alpha} e^{\frac{a}{10}} + \frac{1}{\alpha} \right) - 1 \right] \cdots (E \cdot I) \cdot \text{E}(P&P') \quad (87)$$

Ionization Efficiency

Crucial to most of the derivations above is their dependence on the ionization efficiency $S$, which strongly depends on the electron energy and the nature of gas. This coefficient, or related ones, can be found in the literature. On many occasions, information is given on the ionization mean free path $L_i$ or on the ionization cross-section $\sigma_i$, which inter-relate as

$$L_i = \frac{1}{\rho S} = \frac{kT}{\sigma_i P} \quad (88)$$

In order to understand the relative magnitudes of the charge distributions in the ESEM, we consider a typical case, namely, the use of nitrogen as the filling gas. For this, data on the ionization efficiency have been taken from Engel (1965) and Massey (1969) and fitted with empirical equations in two ranges of energy as follows:

$$S(E) = 485.63 E^{1.3} \exp(-7.05E^{0.7})$$

for $0.02 < E < 0.3 \quad (89)$

and

$$S(E) = AE^{-B} = 1.733E^{-0.862}$$

for $0.3 < E < 30 \quad (90)$

where the energy is expressed in keV and all other quantities in SI units. As there is some variation in the data published by various authors, the above formulae provide satisfactory means for engineering considerations.

The distribution of EBO over energy depends mainly on the target material and is almost independent of the incident beam energy, provided that the distribution is plotted as a reduced energy $W = E/E_b$, where $W$ is the beam energy and $E_b$ the beam energy (Matsukawa et al., 1974). Let us consider normal beam incidence on a copper specimen with a flat surface. For this case, the experimental results by Matsukawa et al. have been fitted with the empirical equation

$$\frac{dn}{dW} = \sum_{i=0}^{5} (-1)^i A_i W^i = 0.05 - 0.23W + 2.25W^2 - 7.406W^3 + 15.784W^4 - 10.29W^5 \quad (91)$$

This equation does not include the fine structure (peaks) of the Auger electrons, or the low-loss peak of the EBO, but it closely represents about 90% of the EBO. The error will be small, if Eqs. (89), (90) and (91) are used to find a practical mean for the ionization efficiency as:

$$\langle S \rangle = \frac{\int_{E_{min}}^{E_b} S(E) \frac{dn}{dE} \, dE}{\int_{E_{min}}^{E_b} \frac{dn}{dE} \, dE} \quad (92)$$

The main question here is with regard to the lower limit of integration $E_{min}$. As was pointed out earlier, the distribution of ionization in the bulk of the gas caused by EBO can be expressed by the equations arrived at, provided that (a) the EBO have high enough energy and (b) undergo a relatively small number of collisions, so that they do not lose significant energy and they are not deflected significantly in the gas region under consideration. Clearly, the equations are not valid for relatively high (travel distance)x(pressure) conditions and for the low energy EBO, cases which need to be treated separately. However, for a great many conditions of design and applications of ESEM, we may proceed with our derivations. The lower limit $E_{min}$ must be much higher than the energy loss of a EBO between two consecutive ionizing collisions. For nitrogen, this energy loss (in the form of ionization, excitation etc.) has a relatively constant mean of 34.6 eV for $E > 2$ keV, but varies at lower energy (see literature surveys by Danilatos, 1988; 1990b). For example, an electron of 0.4 keV produces an average of 4 ionizations, but at 0.8 keV it produces 13 ionizations, because a sharp increase occurs from 0.7 keV (Cobine, 1941). Therefore, $E_{min} = 0.8$ keV seems a reasonable choice. This choice also satisfies a limitation imposed by the external potential between electrodes. Potentials up to 400 V have been used, and, therefore, the trajectories of EBO with energies of the same order (i.e. 400 eV) or lower will be affected.

For $E > 0.8$ keV we can use the simple Eq. (90) in Eq. (92) to arrive at the analytical...
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expression:

\[ <S> = \frac{\sum_{i=0}^{5} (-1)^i A_i (1-i-1)_{\min}^{-1}}{\sum_{i=0}^{5} (-1)^i A_i (1-i+1)_{\min}^{-1}} \times A E_b^B = CS(E_b) \]  

(93)

where the constant \( C \) can be readily calculated. The significance of \( E_{\min} \) in our calculations depends on the value of \( E_b \) through \( w_{\min} = E_{\min}/E_b \). Thus, taking \( T_{t} = 0.31 \) for copper, we find that, for \( \eta_{t} = 1 \), only 31.6% of FED contribute to the calculation of \( <S> \), and \( C = 1.11 \). For \( \eta_{t} = 2 \) we have 79.7% of FED contributing and \( C = 1.34 \), for \( E_b = 5 \) we have 86.2% and \( C = 1.47 \), for \( E_b = 10 \) we have 87.4% and \( C = 1.53 \) and for \( E_b = 30 \) we have 88.2% and \( C = 1.64 \). Therefore, for \( E_b > 2 \) keV practically all the FED that are accounted for by the Matsukawa et al. distribution are included in the calculation of the \( <S> \). For \( E_b < 2 \) the fraction of FED electrons with \( E < E_{\min} \) becomes significant.

The Gain Factor

Another critical parameter in the equations derived is the \( \alpha \)-coefficient (first Townsend coefficient), which depends on the field, pressure and nature of gas. A literature survey on derivations for this coefficient together with tables of constants for various gases are presented elsewhere (Danilatos, 1988). A simple expression is

\[ \alpha = A \exp \left( -\frac{B}{S/P} \right) \]  

(94)

where \( S \) is the intensity of the electric field and \( A \) and \( B \) are constants of the gas; for nitrogen \( A = 9 \) 1/Pa.m and \( B = 236.5 \) V/Pa.m in the range \( 75 < S/P < 630 \).

Only the simple case of amplification factor \( \exp(-\alpha D) \) is considered here, because, under the stable conditions sought, this describes quite adequately the gaseous gain. As the \( \gamma \)-processes start appearing, a higher gain is achieved, but the situation becomes quickly unstable. The \( \gamma \)-processes are various mechanisms whereby new electrons are ejected from the cathode resulting in new generations of electron avalanches in the gas. These mechanisms operate singly or simultaneously and are responsible for the ultimate breakdown of the discharge as we increase the applied bias. This regime ought to be avoided, and maximum amplification is preferred through the gaseous amplification alone (i.e. through the \( \alpha \)-process). This situation has been discussed in detail together with an extended literature survey elsewhere (Danilatos, 1990b).

A small correction to the gain factor may be more pertinent to briefly consider here, especially for the lower range of electrode bias. For a given field, there is a minimum electrode separation, below which no gain can be achieved, because the electron does not gain enough energy to ionize the gas (see e.g. Weston, 1968). This minimum distance \( D_m \) corresponds to the minimum effective ionizing potential of the gas \( V_m \) through the equation

\[ \frac{V_m}{D_m} = \frac{V}{D} = \varepsilon \]  

(95)

and, thus, the actual gain factor \( G \) is

\[ G = \exp \left( \alpha(D-D_m) \right) = \exp(\varepsilon D) \]  

(96)

where the correction factor \( \varepsilon \) is

\[ \varepsilon = 1 - \frac{V}{V_m} \]  

(97)

This becomes more significant at low voltage, especially with the equation for \( SED \). This correction may be incorporated in all the relevant equations, but its effect is found to be much smaller than the uncertainties caused by other effects, such as, for example, the purity of the gas used. This correction is not important for the main features of the distribution functions derived above.

Examples of Distribution

Let us apply some of the equations to a typical case, for which we choose the following parameters. We use a 10 keV electron beam, for which we can calculate \( <S> = 0.38 \) from Eq. (93). The electron beam is described by a Gaussian distribution given by Eqs. (1) and (3) with \( c = 10^{-5} \) m. We may also choose a pressure of \( P = 1000 \) Pa and distance \( D = 0.001 \) m. The parameter \( E_b \) for nitrogen in Eq. (51) presents the difficulty that it has been
found tabulated for values of $E/p$ only up to 45 V/\text{Pam} (Danilatos, 1990b); as $E/p$ may well exceed this value in the ESEM, an immediate remedy is to extrapolate the available data with the straight line $e=36.5+1.73(E/p)$, but an actual relationship should be established in future work. In all the following examples, to make the comparison easy, we set the beam current and the SFD and FED coefficients equal to unity, i.e. $I_b=\eta_b=1$.

By use of Eqs. (34), (44) and (49), we obtain the graphs in Fig. 7. We note that the electron current is higher than the ion current and the difference is significant at small disk radius.

The total ionization current, i.e. the $S(E&E&G)$-FED is not very high for this particular FED distribution and electrode configuration, and it takes place within a few mm of radius.

By applying a bias $V=400$ volts to the electrodes, we obtain, through avalanche formation, a multiplication of current according to Eqs. (68), (71) and (74) as shown in Fig. 8. We now note that the ion current is much greater than the electron current and the total gain has increased by more than a factor of ten over the initial ionization current.
CHARGE DISTRIBUTION IN THE ESEM

By use of Eq. (51) in conjunction with Eq. (53) for the total current, with Eq. (60) for the electron current and with Eq. (65) for the ion current, we obtain the graphs in Fig. 9. The SED achieve a relatively high gain of more than two orders of magnitude composed predominantly of ion current. The SED are distributed and amplified within a small radius of about one mm.

By reversing the applied bias and by use of Eqs. (78), (80) and (82) we obtain the results shown in Fig. 10. The difference from the "forward" biasing is that the distribution is now more spread out in radius.

In order to compare the range of action over radius between various currents, simultaneous plots of the electron probe by Eq. (3) and skirt by Eq. (38), together with results for C(E&I)=SED and C(E&I)=FED, as above, are shown in Fig. 11. The abscissa shows the logarithm of radius and the ordinate shows normalized values of the functions of disk current obtained by dividing the current by its maximum value at the maximum radius used; at this radius, all currents have reached their saturation maximum, with the exception of C(E&I)=FED which, however, for the present FED distribution, is close enough to its saturation value.

One consequence of the cosine form of distribution on the gaseous currents connected to FED is that these currents approach a finite value, as we increase the electrode radius.

Gross Gain and Useful Gain

The distribution equations for the signals from the specimen, as presented above, refer to the gross signal caused by all beam electrons (i.e. those in the skirt and those in the remaining useful probe). To separate the useful signal from the background signal (=noise), these equations must be simply weighted by the appropriate useful gain factors. Below, we calculate the useful gain factors for the SED and FED separately.

Slow electrons from object

First we consider the C(E&I)=SED=E(P&P'), which, starting from the specimen surface, multiply according to Eq. (96). For a fixed voltage, this gain depends on the product pD and shows a maximum at some characteristic value of pD. At the maximum we have the Stoletow condition:

\[ \frac{\text{Log}(G)_{\text{opt}}}{\text{Log}(G)} = 0.16 \alpha pD - 0.17 \]  

Typical curves are presented in Fig. 12 for the case of nitrogen, with \( V = 15.5 \text{ volts} \). The curves have been drawn only in the range for which the constants \( A \) and \( B \) are valid, but they should approach the abscissa asymptotically (i.e. unity gain). There might be little use plotting for values of \( pD \) equivalent to \( m > 3 \), which, for a beam of 10 keV, corresponds to a boundary shown by a vertical line at \( pD = 2 \). The straight line obeying the Stoletow condition passes close to the origin of the axes.

In order to find the fraction of the gross gain that corresponds to the useful unscattered probe, we must multiply by \( \exp(-m) \). Taking into account Eqs. (6) and (94), the useful gain is given by

![Fig. 12 Logarithm of gross gain versus pD for cascade electrons and ions due to SED, with different fixed anode bias; dotted line corresponds to \( m=1 \).](image)

![Fig. 13 Logarithm of useful gain versus pD for cascade electrons and ions due to SED, with different anode bias.](image)
Useful gain, $G_{\text{SEO}} \quad V=400$

Gross gain, $G$ $V=400$

Fig. 14 Simultaneous plot of gross and useful gain for SEO, with 400 volts anode bias.

$$G = \exp \left[ \beta \left( e^{-\beta pD/V} - \frac{\sigma_f}{kT} \right) \right]$$

$$\cdots \times (\text{optimum ESEM operation}) \quad \text{(100)}$$

A set of curves for the useful gain is shown in Fig. 13. Again, we note a maximum which defines an optimum condition of operation for the ESEM. This new condition is found to be

$$f_{\text{SEO}} = e^{-\beta pD/V} \left( 1 - \frac{\sigma_f}{V} \right) = \frac{\sigma_f}{kT}$$

$$\cdots (\text{optimum ESEM operation}) \quad \text{(101)}$$

We note that $pD$ and $V$ enter as a ratio in the above equation and, hence, they are proportional to each other. The maxima again lie on a straight line as shown in Fig. 13, because, under the condition of Eq. (101), we obtain a linear relation with respect to $pD$ ($pD/V=$constant):

$$\log(G)_{\text{opt}} = 0.43f_{\text{SEO}} - \frac{\sigma_f}{V}$$

$$\cdots \times (\text{SEE}\times \text{EP}) \quad \text{(102)}$$

The logarithm of useful gain can, in theory, assume negative values, which means that the gain can be less than unity; however, this may have little practical significance. The curves have only been drawn down to the abscissa. At the previously arbitrary limit of $m=3$ (where $pD=2$), we note that the useful gain for a bias $V=400$ volts is still $G=7.1$, which is quite significant. In other words, when the beam has lost 95% of its electrons and when using the gaseous detector device (GDD), we may still be able to form acceptable contrast. Therefore, we are led to search for and define yet another practical limit of $m$, for the case of GDD. We could, perhaps, define this limit to be the point where the curve of useful gain becomes unity. Such a limit would, of course, depend on the operating conditions of the GDD.

It is important to compare the overall gain to the useful gain for a fixed voltage, say $V=400$ volts in nitrogen. This is shown in Fig. 14. The difference between the two curves, due to the skirt, should be kept as low as possible. We note that the two maxima occur at a different $pD$ value, which is fortunate. This implies that, when the ESEM is operating under the optimum condition of Eq. (101), the skirt noise is not yet very high. As $pD$ is increased beyond this point, the difference between gross and useful gain is monotonically increased simultaneously with a decrease of the useful gain, all to the detriment of useful contrast.

We also consider the effect of using different accelerating voltage for the electron beam. A set of useful gain curves with different $kV$ beams is shown in Fig. 15, where the $\sigma_f$ has been calculated for each $kV$ from Eqs. (16) and (17). It is noted that the effect can be very pronounced. The gain drastically diminishes towards 5 $kV$ (and below), whereas it approaches asymptotically a limiting curve at the high $kV$ range. The limit is simply given by Eq. (96), to which Eq. (100) is reduced, as $\sigma_f$ becomes very small at very high $kV$.

If we are interested in the useful gain factors for the signals induced by electrons or ions only, then we must likewise multiply the corresponding gain factors by $e^{-m}$. Fast electrons from object

In a similar fashion, we can find the various gain factors associated with the $\text{C(\&I)} \times \text{FE} \times \text{P}$. The equations previously derived are applicable for all $\text{FE} \times \text{P}$'s. For the case of a cosine distribution of $\text{P}$, the gain as obtained with a disk of
very large radius can be found (after integration) from Eq. (68) as
\[ G = \frac{T_1 b^2}{\eta_{1, b}} \cdot \cdots \cdot (E(I) = FEO = EP) \quad (103) \]
where the correction factor \( f \) was accounted for in the limits of integration of Eq. (68) and has been incorporated above for completeness. It can be seen that its effect is small also at low bias, where the gain is mainly determined by the primary ionization by the FEO. At low field, where the avalanche gain is unity, Eq. (103) reduces the same result as Eq. (34) with very large \( r \), i.e.
\[ G = 2pD \cdot \cdots \cdot (S(E(I)) = EEO = EP) \quad (104) \]
which simply states that the gain is proportional to \( pD \) and to the ionization efficiency. The gain by Eq. (103) is also proportional to \( pD \), and has a maximum when plotted versus this product. A set of curves using Eq. (103) is shown in Fig. 16. At low bias the curves gradually degenerate to straight lines as per Eq. (104).

By multiplying Eq. (103) by the factor \( e^{-m} \), as previously, we can find the useful gain for \( C(E(I)) = FEO = EP \), and a set of curves is shown in Fig. 17. The curves for \( V=100 \) and \( V=200 \) volts have less than unity gain (negative values) and have been drawn for completeness. It should be remembered that the equations of gain derived here depend on the distribution function of FEO used, and appropriate adjustments should be made with other distributions.

Uniform FEO Distribution

In a practical situation, the surface of a specimen has variable topography and, as a result, the FEO distribution may change from point to point as the beam scans the image. If this distribution were known for each point of specimen surface, the corresponding ionization function \( e_N(r, h) \) could be easily established and, then, the various distributions of current could be found exactly as in the case of the cosine distribution. Distributions of special interest are left for future studies; here, the uniform (or spherical) distribution of FEO will conclude the present investigation. A typical specimen may have such "an average roughness" that a FEO has equal probability in all directions; this is a much more realistic case than the case of a polished specimen. The main functions have been derived for this case and the results are presented below without detailed explanations:

\[ \frac{dQ}{d\Omega} = \frac{\eta_1}{2\pi} \quad (105) \]
\[ I(r, D) = \eta_1 \cdot \frac{pD}{2\pi (r^2 + h^2)} \quad \cdots \cdot \cdot (FEO) \quad (106) \]
\[ e_N(r, h) = \eta_1 \cdot \frac{pD}{2\pi (r^2 + h^2)} \quad (107) \]
\[ I(r, D) = \eta_1 \cdot \frac{pD}{2\pi (r^2 + h^2)} \left[ \tan^{-1} \left( \frac{r^2 + h^2}{2D} \right) + \ln \left( \frac{r^2 + h^2}{2D} \right) \right] \quad \cdots \cdot (SEC) \quad (108) \]
\[ I(r, D) = \eta_1 \cdot \frac{pD}{2\pi (r^2 + h^2)} \left[ \tan^{-1} \left( \frac{r^2 + h^2}{2D} \right) - \frac{1}{2} \ln \left( \frac{r^2 + h^2}{2D} \right) \right] \quad \cdots \cdot (FEO) \quad (109) \]
\[ I(r, D) = \eta_1 \cdot \frac{pD}{2\pi (r^2 + h^2)} \left[ \frac{1}{2} \ln \left( 1 + \frac{r^2 + h^2}{2D} \right) \right] \alpha(b-h) \quad \cdots \cdot (C(E(I)) = FEO) \quad (110) \]
Fig. 18 Total, electron and ion disk current from the primary ionization of FEO, with parameters shown (uniform FEO distribution).

\[ I(r,D) = \frac{\eta_b I_b \rho S}{2ad} \int_0^\infty \ln \left[ 1 + \left( \frac{r}{h} \right)^2 \right] e^{\alpha (\theta - h)} dh \]

\[ \cdots \text{CE} = \text{FEO} \quad (111) \]

For retarding field:

\[ I(r,D) = \frac{1}{2} \eta_b I_b \rho S \int_0^\infty \ln \left[ 1 + \left( \frac{r}{h} \right)^2 \right] e^{\alpha h} dh \]

\[ \cdots \text{C(EL)} = \text{FEO} \quad (112) \]

Fig. 19 Total, electron and ion disk current from secondary (avalanche) ionization of FEO, with parameters shown (uniform FEO distribution).

Fig. 20 Simultaneous plot of normalized disk currents for beam, skirt, FEO and SEO (uniform distribution of FEO); dotted lines show the radii at half maximum of current.

\[ I(r,D) = \frac{\eta_b I_b \rho S}{2ad} \int_0^\infty \ln \left[ 1 + \left( \frac{r}{h} \right)^2 \right] e^{\alpha h} dh \]

\[ \cdots \text{CE} = \text{FEO} \quad (113) \]

We can visualize the results for this new distribution in the following graphs. The same operating conditions have been chosen as previously. Fig. 18 shows the primary ionization currents by the FEO as determined by Eqs. (108) and (109); the positive ion current component was simply derived from the difference between the total and...
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the electron current. We note that now the ionization is spread outwards with no indication of a saturation level. The electron component is higher than the ion component and the total current has increased well above that given by the cosine distribution.

The corresponding graphs for Eqs. (110) and (111), with external bias V=400 volts, are shown in Fig. 19. The gaseous gain is considerably increased, well above that derived by the cosine distribution. A similar result (not shown) is found with a retarding field, in which case the corresponding current values are below those with a forward field.

It is important to compare the range of action of various currents for the uniform distribution, as was done in Fig. 11 for the cosine function. The result is shown in Fig. 20. The range of $C(\text{E&I})=\text{FED}$ is now well beyond the range of $C(\text{E&I})=\text{SED}$. The actual value of $C(\text{E&I})=\text{SED}$ is much higher than the corresponding value of $C(\text{E&I})=\text{FED}$ within the range of the former, except for extremely low values of the radius. The cross-over point between the two curves in Fig. 20 (as in Fig. 11) is artificial, because of the normalization procedure and because an arbitrary maximum value that is not a saturation value was used for the $C(\text{E&I})=\text{FED}$. A more realistic situation is shown in Fig. 21 without normalization. The true cross-over point would be obtained by using the real values for $\delta_t$ and $\eta_t$.

Equations of Charge Conservation

In the vacuum specimen chamber of the conventional SEM the charge conservation is expressed by the well known equation

$$I_b = I_s + I_i$$  \hspace{1cm} (114)

where $I_b$ is the incident beam current, $I_s$ is the current of "backscattered electrons", $I_i$ is the current of "secondary electrons" and $I_0$ is the "absorbed" current by the specimen (object).

The appropriateness of the term "absorbed" has been questioned in view of the signal induction mechanism (Damilatos, 1990b; 1990c). Let us consider the following gedanken experiment: The specimen under examination is 100% insulating membrane enveloping a metal conductor that is connected to the image recording system of an SEM. The electron beam scans only a single raster on the specimen surface with a minimum current, so as it is not appreciably deflected by the deposited charge on neighboring scanning lines. The minimum current is supposed to be sufficient to produce satisfactory signal-to-noise ratio. Then an image will be recorded by the system without the deposited charge actually being "absorbed" by the specimen (i.e. the insulator). The signal pulses are generated by induction during the flight of the electrons prior to the termination of their motion. The image thus recorded would carry the genuine information about the specimen, as the beam scans a virgin surface for the first time, before any beam irradiation artifacts have occurred. The practicality of such an experiment may be questioned on account of the actual levels of current required and the available hardware of the SEM (e.g. pre-focusing requirement). However, this experiment demonstrates that the absorption per se is not a principal prerequisite for image formation. Absorption is rather a necessity to avoid continuous charge accumulation and accompanying problems. In the ionized gaseous environment of ESEM, charge accumulation is effectively suppressed, and imaging of insulating materials is commonplace with all main imaging modes. In the above context, the word "absorbed" becomes redundant, but the term "specimen" or "object" current may still be retained to refer to the amount of charge deposited as per Eq. (114).

In the ESEM, we have seen that additional components of current flow in the system on account of the ionization in the gas by various sources. Therefore, Eq. (114) must be modified by adding a term for the total ionization current $I_i$:

$$I_b = I_s + I_i$$  \hspace{1cm} (115)

The ionization term is composed mainly of three partial terms:

$$I_i = I_{b1} + I_{s1}$$  \hspace{1cm} (116)

where $I_{b1}$ is the ionization caused by the incident beam, $I_{s1}$ that by the fast electrons from object and $I_{s1}$ that by the slow electrons from object. We can easily find these terms from the corresponding equations by taking the limit at very large radius. This can be done for $I_{b1}$ and $I_{s1}$: a limit is predicted for $I_{s1}$ with the cosine distribution of FED, but not for the uniform distribution. Naturally, there is always a limit, because the FED can only travel a finite distance, as they ultimately dissipate all their energy, but after a number of collisions, the conditions for the equations are no longer valid. Thus, we specifically have:

$$I_{b1} = \frac{I_{PS}}{\alpha} e^{-\alpha \theta}$$  \hspace{1cm} (117)

$$I_{s1} = \delta I_{b1} e^{-\alpha \theta}$$  \hspace{1cm} (118)

$$I_{s1} = \frac{2n_1 I_{PS}}{\alpha} e^{-\alpha \theta}$$  \hspace{1cm} (119)

The ionization current is taken to be positive with "forward" bias, and negative with SED-retarding bias; in the latter case, we may have $I_{s1} = 0$.

The ionization currents can extend well beyond the physical size of a specimen and can be collected by a system of electrodes placed below, on the side or above the specimen. Therefore, the
Theoretical analysis of charge distribution presented above yields fundamental information useful in the design of the GDD, in the studies of charge dissipation and generally in the overall operation of ESEM. Through the interplay of various parameters one can manipulate a desired result. The many possibilities will not be covered in this discussion, but a few points will be highlighted.

One important point of this investigation is that it can provide a quantitative explanation for some of the observed transitions of contrast when the pressure, specimen distance and electrode radius is varied. By an annular electrode outside the range of SEO, one can detect purely FEO contrast.

A rather unexpected result is that the FEO lie above the SEO signal in the very small region; in the example of Fig. 21, this radius is about 40 µm. The absolute value of signal is low, but still detectable. The practical significance of this is yet to be explored by amplifying the signal above a suitably chosen pressure limiting aperture (PLA). Imaging with an electrode placed above the PLA has already been achieved and the theoretical groundwork has been reported elsewhere (Danilatos, 1990a; 1990b).

The positive ions contribute a major component to the signal induced and they can play a limiting role in the frequency response of the ESEM. This has been discussed in more detail elsewhere (Danilatos, 1990b).

The main theoretical results shown in this paper are in general qualitative agreement with all experimental evidence accumulated to date. It might appear an easy task to quantitatively demonstrate by experiment the equations derived in this paper, as, indeed, concentric annular electrodes have already been tested in the ESEM (Danilatos, 1990c). However, a strict quantitative comparison between experiment and theory may be futile on account of significant uncertainties with some parameters of the equations. One such uncertainty relates to the \( \alpha \)-coefficient, which strongly depends on the purity of gas. This parameter has involved several decades of work, the intricacies of which can be found in widespread publications.

The parameter \( \varepsilon \) is also critical. This not only depends on the gas composition, but, in addition, the data available are not in the range of \( E / p \) mostly of interest in the ESEM. What is known is mainly found in early works of this century.

In the present paper, only a crude extrapolation was used based on one of these early works. Another parameter is the scattering cross-section. The equations used are reliable, except they themselves rely on the precision of other parameters, a critical one being the atom radius, here calculated by Eq. (15). The ionization scattering cross-section and the associated ionization efficiency are also important. Multiple-backscattering of FEO between the electrodes can have a significant effect on \( S \).

One has to exercise special care with the remaining parameters in any experimental set-up, but the determination of the above-mentioned parameters for the conditions of ESEM is a necessary prerequisite. In the present equations. Such work is, of course, outside the scope of this presentation and is left for the future. The ESEM is, in fact, a new precision instrument which can be used for the determination of these parameters and some of the classical experiments of ionization physics can be redesigned in the actual conditions of the instrument.

It should be noted that both the loss of electrons from the electron probe and the gaseous gain contain an exponential term, which, for a small variation of pressure, distance, accelerating voltage etc. results in a significant variation of gain, useful signal, noise etc. The examples presented mainly serve to demonstrate the theory and should not be taken as an indication of the ultimate limits of the GDD. In fact, a rough comparison with experience shows that better results are obtained in reality, and the numerical values of the examples presented are likely to err on the safe side (i.e. they are conservative).
However, the present theory can be relied upon to further plan experiments to explore and improve the performance of ESEM.

Conclusion

After the focused electron beam enters in the high pressure conditions of the ESEM specimen chamber, it results in a host of distinct distributions of electron currents. The primary beam continuously loses electrons, as it approaches the specimen, but is left with sufficient current and the same distribution as in the original (i.e. in vacuum) spot, to permit imaging with the original resolving power. For practical purposes, the single scattering theory has been used to derive relatively simple equations for the surrounding electron skirt composed of the scattered electrons and extending over a radius of tens of microns. All the slow electrons from the specimen surface can be confined within a small radius, whereas the fast electrons usually extend beyond this radius. A separation of the two types of signal is possible either with suitable electrode size and bias, or with a reversal of the bias to suppress the slow electrons from the specimen. All these currents together with the charge density in the bulk of the gas can be described with appropriate equations. Equations relating to the FED ionization have been derived for the cases of cosine and uniform distributions of FED; similar steps can be followed for other distributions of interest. The present investigation fulfills one of the tasks for future work, as set out in a previous report (Danilatos, 1990b).
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List of Symbols

- \( a_B \): Bohr radius
- \( A \): gas constant, or see Eq. (13)
- \( B \): gas constant
- \( c \): standard deviation
- \( D \): separation of parallel disk electrodes
- \( D_{\text{min}} \): minimum effective ionizing distance
- \( d\sigma \): differential cross-section
- \( d\eta \): differential FED coefficient
- \( d\sigma^e \): elastic differential cross-section
- \( d\sigma^i \): inelastic differential cross-section
- \( e \): electron charge
- \( E \): beam accelerating voltage, FED energy
- \( F_b \): incident electron beam energy
- \( f \): correction factor
- \( f(0) \): scattering amplitude
- \( f(\theta) \): electron scattering amplitude at \( \theta = 0 \)
- \( G \): gain factor
- \( h \): or \( h' \) distance from bottom electrode
- \( I_b \): incident beam current in vacuum
- \( I_{\text{bl}} \): beam ionization current
- \( I_F \): FED current
- \( I_{F1} \): FED ionization current
- \( I_I \): total ionization current
- \( I_n \): negative (electron) current
- \( I_o \): object current
- \( I_p \): positive (ion) current
- \( I_S \): SEO current
- \( I_{S1} \): SEO ionization current
- \( J \): ionization energy of gas
- \( j(r,D) \): current density at point \((r,D)\)
- \( J(r,D) \): disk current within radius \( r \)
- \( k \): Boltzmann constant
- \( L \): ionization mean free path (for electrons)
- \( m \): average number of collisions per incident beam electron
- \( n \): density of gas particles
- \( N(r,0) \): function of primary ionization rate
- \( p \): gas pressure
- \( q \): charge
- \( Q \): see Eq. (27')
- \( r \): radial distance from system axis
- \( R \): atom radius
- \( \mathbf{r}_0 \): unit position vector
- \( s \): ionization efficiency coefficient
- \( S \): ionization efficiency
- \( T \): absolute temperature
- \( V \): minimum effective ionizing potential
- \( V(r) \): single-scattering probability distribution for electrons
- \( W = E/E_b \): ratio of electron to gas molecule energies
- \( z \): travel distance from PLA
- \( Z \): atomic number
- \( \alpha \): first Townsend coefficient
- \( \delta_i \): total SEO coefficient
- \( e \): ratio of electron to gas molecule energies
- \( \xi \): intensity of electric field
- \( \eta \): FED coefficient
- \( \eta_i \): total FED coefficient
- \( \theta \): scattering angle
- \( \theta_x \): see Eq. (12)
- \( \theta_x \): see Eq. (11)
- \( \lambda \): electron wavelength
- \( \lambda^e \): linear negative (electron) charge density
- \( \lambda^p \): linear positive (ion) charge density
- \( \rho \): reduced radius, or charge density
- \( \rho_e^e \): negative (electron) charge density
- \( \rho_p^e \): positive (ion) charge density
- \( \sigma_{\text{f}} \): total electron scattering cross-section of a gas particle
- \( \Sigma \): cumulative probability
- \( \upsilon \): velocity
- \( \upsilon_n \): negative (electron) charge velocity
- \( \upsilon_p^+ \): positive (ion) charge velocity
- \( \Omega \): solid angle
Table of Abbreviations

CE  cascade electrons
CI  cascade ions
C(E&I)  cascade electrons and ions
E  electron
EP  electron(s) (from) probe
EP'  electrons from scattered probe (i.e. skirt)
E&P'  electrons from probe and skirt
ESEM  environmental scanning electron microscope
F  fast
FEO  fast electrons from object
G  gas
GDD  gaseous detection (or detector) device
I  ion
L  light
O  object
P  probe
P'  scattered probe
PLA  pressure limiting aperture
R  rays
S  slow
SED  slow electrons from object
SEG  slow electrons from gas
SIG  slow ions from gas
(SE&I)DG  slow and fast electrons from gas
SC&I)DG  slow electrons and ions from gas
W  walls
X  x-rays
-  directly caused by
-  indirectly caused by
\(\times\)  directly and indirectly caused by
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Discussion with Reviewers

A. Dubus: Could you briefly comment on the advantages of ESEM with respect to SEM?

Author: The presence of a gaseous atmosphere around the specimen has the following general advantages: It maintains a moist environment so that wet specimens do not dry out, dynamic changes and interactions between solid/liquid/gas phases can be monitored in situ, including experiments on gas flow and gas dynamics in situ. The gas becomes ionized and hence a good electrical conductor, which eliminates the need for treatments of insulating specimens such as coatings, chemical treatments, or use of some very low accelerating voltage (with limited abilities). The gas, apart from its conditioning properties can also act as a detection medium or as a generalized gaseous detection device; this has ushered some unique and novel possibilities of detection and imaging techniques for electron microscopy in general. The true surface properties of practically any specimen can be examined under a variety of detection modes. Many preparation techniques have become redundant, resulting in simplicity, time saving and ease of operation. However, many known preparation...
techniques may be used in different combinations or even novel techniques may be devised to allow new applications in the ESEM. As the gas pressure can be varied from high vacuum up to room atmosphere (the maximum pressure is determined by the particular design of ESEM and the particular application) the ESEM inherits all the conventional advantages of SEM with the addition of a new dimension. The ESEM and SEM are not competing with each other, they are not two separate alternatives, or one should not be seen versus the other: ESEM is simply the natural extension of SEM.

A. Dubus: You developed fully analytical calculations for ESEM. Do you think that a Monte-Carlo simulation could help you in understanding the whole problem of signal formation in ESEM?

Author: Yes. The analytical method has yielded some very simple expressions to be used for our understanding of the most fundamental properties of the system at this early stage of ESEM developments. For more refined calculations, where the analytical approach becomes extremely complex, the Monte-Carlo method could be very helpful. However, many useful derivations here are based on a detailed understanding of physical processes which cannot be simply substituted by Monte-Carlo proceedings.

J.M. Cowley: As is the case with solids, there will presumably be some small-angle (10⁻³ rad or less) inelastic scattering from electronic excitation in the gas molecules. To what extent will this affect the resolution of the ESEM?

Author: It is true that the small angle inelastic scattering is also present in gases. This has been taken into account during the calculations of beam profiles by use of the Jost and Kessler method (Danilatos, 1988) but no visible effect was found, a fact that was further confirmed also by experiment. In addition, the included micrograph (Fig. 22) shows no loss of resolution with a test specimen in the presence of gas. With visible details below 10 nm and a specimen-PLA distance of one mm, electrons scattered within angles down to 10⁻⁵ rad have no noticeable effect. Therefore, the limit of resolution in gas is determined only by the available spot diameter which is the same as in vacuum.

K.-R. Peters: You assume that the origins of P and P' are similar and, for theoretical reasons, lie in one point. In Fig. 21, how would the current radius of different signals change if a skirt radius of several mm would be encountered?

Author: In practice, if the skirt radius is increased from the assumed tens of microns to several mm, then the distance of the specimen from the PLA as well as the dimensions of the electrodes would also increase in the same proportion, so that the origin of P' may still be assumed as a point. If, however, we wish to calculate the various distributions within a radius comparable to the radius of the skirt, then the equations are no longer valid. The analytical method would become quite complex, and Monte-Carlo calculations should be in order.

K.-R. Peters: Cascade amplified slow electrons can be collected at any take-off angle with small electrodes positioned appropriately. Is it possible to separate on tilted specimens the GSE-FEO signal produced by low-loss electrons from a GSE-SEO signal?

Author: In principle, yes. The practical ease or difficulty can only be determined by careful experimentation.

K.-R. Peters: Why is the gaseous detection device conventionally used with positive bias only? Under which conditions (type of specimen, gas pressure etc.) and for which signals would the negatively biased detector provide better S/N ratio?

Author: If by the word "conventionally" you mean the existing commercial type of ESEM available at present, then, I presume, it is for standardization and manufacturing requirements reasons that only positive bias is used. The present author has reported results by use of both positive and negative bias since 1983. A sufficient negative bias would suppress the SEO and allow only the FEO to ionize the gas and be detected (the x-rays and other photons are not considered here). This case is described by the equations in the section for SEO-retarding field. The S/N ratio would then be determined by the FEO mode of detection with the known rules. With reversed bias, the slow electrons liberated by the action of FEO on the top electrode (SEωFEO), i.e. converted backscattered electrons will result in additional electron avalanches propagating from the top electrode to the bottom electrode. The increased gain will contribute towards an improved S/N ratio within the FEO mode of detection alone.

K.-R. Peters: Is it possible to use differently shaped collection field gradients (formed by elec-
trostatic or electromagnetic lenses) to separate the CSE-0 signal from the CSE-FEP and the CSE-FEP' signal?

Author: In principle, yes, but in practice, complete separation may prove very difficult, even impossible. As both EP and EP' ionize the gas along their entire length, the cascades originating in the gas close to the specimen surface, will have distributions comparable to those originating from SEI (with positive bias). With regard to PEI mode alone, the background noise caused by SCENG=$\text{E}$($\text{P}$&$\text{P}'$) can be simply eliminated by an annular electrode placed outside the radial range of this noise.

What seems to be very difficult to rid of is the noise generated by the skirt-specimen interaction. Only under special electrode configurations, this may be possible to reduce.

M. Kotera: How the inelastic scattering cross-section (Eq. 10) is obtained? If it includes all kinds of inelastic processes, would you comment on its reliability?

Author: The inelastic cross-section was derived by Lenz (1954) and further adapted and discussed by Jost and Kesseler (1963) and Danilatos (1988). It includes all kinds of inelastic processes incorporated in the "ionization" energy $J$ of the gas (see Eq. 12). The problem is that this coefficient is not universally established and, hence, the accuracy for the inelastic cross-section is largely dependent on the accuracy of the chosen value for this coefficient. In the present examples calculated, it has been taken equal to the first ionization potential for atomic nitrogen or argon. If needed in future work, these calculations should be repeated with a more realistic value of $J$ for each gas.

K.-R. Peters: At high vacuum, specimen current contrast images are possible only on electrical conductors. However, voltage contrast images can be produced on insulators as well as conductors. Is it possible to generate voltage contrast images in the ESEM?

M. Kotera: Because of charge neutralization process at the specimen surface, the voltage contrast, which is observed by the SEM, might not be visible by the ESEM. Is it true?

K.-R. Peters: On smooth insulators, the surface charge is neutralized by attracted charge carriers provided by gas ionization but the depth charges remain. Do you see any possibility to image the depth charge distribution in the ESEM?

M. Kotera: Although the ESEM does not show a severe charging-up problem even at insulating materials, incident primary electron produces a strong electric field inside the specimen, and the charging effect should still show in the images of the ESEM. Does it happen in your experiment?

Author: First of all, the voltage contrast observed on insulators with SEM in vacuum is limited only to certain types of specimens or to specific beam accelerating voltages and conditions. The insulating specimen area under observation should be such as not to allow excessive charging that would make imaging, in general, problematic. It is an experimental fact that such problematic charging is not present in the ESEM, hence, imaging is possible with all insulators under a variety of conditions (gas pressure, accelerating voltage etc.). When we say that charging artifacts are suppressed, we do not necessarily imply, or say, that charging is totally eliminated, i.e. all beam deposited charge is neutralized. No controlled experiments have been carried out to measure this effect. However, from the dramatic variations of contrast that have been observed on insulators as the gas pressure is varied, it may be inferred that voltage contrast is possible to exist under certain operating conditions. Depth charging and conduction in insulators and charge neutralization in the ESEM are topics yet to be explored. We cannot definitely answer these questions, but it is hoped that the present work will help their further investigation.
rately. For example, Fig. 9 shows the intensity of each component and we note that the ions are predominantly responsible for the signal detected. However, this is not always the case, because it is possible, by use of particular electrode configurations, to filter the ions out and use only the electrons. The complete answer to your question goes beyond the limits of this presentation and could constitute the subject of further reporting.

It is not clear why you introduce "induction contrast" and "collection contrast" terms. One can say that the contrast with an ionization GDD is due only to induction and that the "collection" (i.e. counting) of charges may only lead to an incorrect signal intensity.

D. Newbury: What is the effect of the use of a gas such as water vapor, which in addition to being ionized can presumably form both positive and negative ions (H⁺ and OH⁻)?

Author: When the external field is sufficiently strong, the concentration of the negative ions H₂O⁻ is expected to be very small in comparison with the free electrons and, thus, any effect on the frequency response and various distributions should be insignificant. At low external fields, we can expect to have high concentrations of H₂O⁺ and H₂O⁻, since the electron attachment probability with water molecules is relatively high. The concentration of the negative ions OH⁻ is not known, but, with the kilovolt range of the ESEM, this should be low. In cases where the OH⁻ and H⁺ ions are significant in numbers, both the distribution and frequency response would be modified in a way predicted by the equations provided. We need to know the corresponding drift velocities and ionization efficiency of the process.