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ABSTRACT

The Application of Tomographic Reconstruction Techniques to Ill-Conditioned Inverse Problems in Atmospheric Science and Biomedical Imaging

by

Vern Philip Hart II, Doctor of Philosophy
Utah State University, 2012

Major Professor: Dr. Timothy E. Doyle
Department: Physics

A methodology is presented for creating tomographic reconstructions from various projection data, and the relevance of the results to applications in atmospheric science and biomedical imaging is analyzed. The fundamental differences between transform and iterative methods are described and the properties of the imaging configurations are addressed. The presented results are particularly suited for highly ill-conditioned inverse problems in which the imaging data are restricted as a result of poor angular coverage, limited detector arrays, or insufficient access to an imaging region. The class of reconstruction algorithms commonly used in sparse tomography, the algebraic reconstruction techniques, is presented, analyzed, and compared. These algorithms are iterative in nature and their accuracy depends significantly on the initialization of the algorithm, the so-called initial guess. A considerable amount of research was conducted into novel initialization techniques as a means of improving the accuracy. The main body of this paper is comprised of three smaller papers, which describe the application of the presented methods to atmospheric and
medical imaging modalities. The first paper details the measurement of mesospheric air-
glow emissions at two camera sites operated by Utah State University. Reconstructions of
vertical airglow emission profiles are presented, including three-dimensional models of the
layer formed using a novel fanning technique. The second paper describes the application
of the method to the imaging of polar mesospheric clouds (PMCs) by NASA’s Aeronomy
of Ice in the Mesosphere (AIM) satellite. The contrasting elements of straight-line and dif-
fusive tomography are also discussed in the context of ill-conditioned imaging problems.
A number of developing modalities in medical tomography use near-infrared light, which
interacts strongly with biological tissue and results in significant optical scattering. In order
to perform tomography on the diffused signal, simulations must be incorporated into the
algorithm, which describe the sporadic photon migration. The third paper presents a novel
Monte Carlo technique derived from the optical scattering solution for spheroidal particles
designed to mimic mitochondria and deformed cell nuclei. Simulated results of optical
diffusion are presented. The potential for improving existing imaging modalities through
continual development of sparse tomography and optical scattering methods is discussed.
PUBLIC ABSTRACT

Vern Philip Hart II

Tomography is an imaging technique in which 3D models of objects are created from several 2D projections viewed at different angles. When the number of available projections is limited, the resulting data are said to be sparse. This restriction is often a direct result of the imaging geometry used to acquire the data. One-sided views and a small number of receivers can reduce the range of available projections, which makes the object more difficult to reconstruct. Approximate solutions to difficult imaging problems can be obtained using a class of iterative algorithms known as the algebraic reconstruction techniques (ARTs). The presented research examines some of the capabilities of these algorithms and results are presented, which demonstrate that under particular initialization conditions, these algorithms are able to accurately reproduce structure in the imaging object. The presented technique is then applied to atmospheric science and biomedical imaging to further explore its capabilities and potential.
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CHAPTER 1
INTRODUCTION

Optical tomography is a rapidly evolving field, which has experienced a significant number of new developments in the last few decades. The introduction of novel imaging modalities and the expansion of conventional tomographic applications to a wider variety of studies continues to increase. Conventional tomography has long been associated with clinical applications because of its broad use and likely because the technology has its origins in the medical industry. The first functional computerized tomography (CT) scanner was developed for diagnostic purposes, and preserved human brains were among the first objects to be tested by prototypes of the machine. The concept for CT was first proposed by Hounsfield (and concurrently by Cormack) when he postulated that the structure of an object hidden in a box could be recreated using x-ray or gamma ray measurements taken at different angles [1]. This would be accomplished by considering the object to be a series of two-dimensional slices. The attenuation coefficient of a given region could then be determined using a matrix formalism as will be explained further in the following chapters.

A working prototype was built on a lathe bed, which utilized transuranic Americium 95 as a gamma ray source, and a photon detector was placed opposite the emitting sample with an imaging object between them. The scan required 9 hours to complete a 180° rotation and 2.5 hours to computationally reconstruct the image [1]. After Hounsfield tested the machine on various animal organs, and eventually on himself, the first working model was introduced at Atkinson Morley Hospital in Wimbeldon, London in 1971 [2]. An interesting observation is made in the description of the first full-body scanner. It is noted that the imaging region (the body) is represented by 6,400 volume cubes and that the number of projected rays through this region is 28,800 (160x180°). This configuration results in 28,800 simultaneous equations and only 6,400 variables, constituting an overdetermined system of equations. Hounsfield then states that, providing there are more equations than
variables, the system can be solved. “In short there must be more x-ray readings than
picture points” [2].

The unprecedented imaging capabilities of CT were soon demonstrated by comparing
known absorption coefficients to corresponding pixel densities. The accuracy of the re-
constructions was characterized by a ~0.5% error, surpassing the theoretically predicted
value of 1%. The results led to CT being introduced at hospitals worldwide over the next
several years and eventually becoming a mainstream diagnostic tool. The computational
limitations of the 1970s meant that reconstructions were slow and the tomographic algo-

rithms were eventually abandoned in favor of a back projection method. It was believed
at the time that, in order to perform a large number of scans, the reconstructions would
need to be processed at a central mainframe and that it could potentially limit further im-
provements to the technique [1]. Computational and algorithmic developments have since
revolutionized the field of tomography. Advances in reconstruction algorithms and sig-
nificantly faster processing speeds, which allow for practical implementation of complex
algorithms, have reduced the need for overdetermined systems. This has allowed for the
application of tomographic techniques to a vast new range of fields.

The concept of an underdetermined system being solved computationally had been ex-
plored prior to the introduction of medical tomography, but seemed impractical at the time
[1]. The algebraic reconstruction technique (ART), an image processing algorithm derived
from the Kaczmarz method of linear algebra, had been developed for electron microscopy
and was capable of reconstructing an image from an underdetermined system of equations
with varying accuracy [3]. A number of tomographic applications were suggested in the
years following (and preceding) the introduction of CT, which did not allow for the same
amount of data collection as was feasible with the higher resolution provided by x-rays. In
1963 Cormack proposed positron annihilation radiation scanning (a predecessor of positron
emission tomography) and tomography using heavy charged particles, such as protons [4].
Crowe and his colleagues developed a successful tomograph utilizing 910 MeV helium ions in 1975 [5].

Conventional CT allows for the acquisition of large amounts of data. Depending on the intensities used, photon counts from an x-ray source can be high and scans can be performed from any angle as the detector is rotated around the imaging object. The resulting system of simultaneous equations is overdetermined and the inverse problem is said to be well-conditioned. Most modern tomographic applications, many of which were initially proposed in the years following the introduction of CT, do not inherently provide significant amounts of data. The resulting projections are said to be sparse, the system of equations underdetermined, and the inverse problem ill-conditioned.

A number of factors influence the amount of data collected during a scan. Projections can be sparse if the intensity of the radiation is low. For example, the data acquired from mammograms are generated by a low-intensity x-ray in an attempt to reduce the total radiation exposure of vital organs. A recent development known as digital mammography [6] attempts to reduce the necessary exposure time allowing for more accurate diagnosis with less risk to surrounding regions of the body. Nuclear imaging [7] and neuroimaging [8] also require low radiation doses, which lead to a weak signal and sparse data. The prostate is a deep organ with limited exterior access and it has been suggested that an endorectal probe could be placed close enough to the prostate wall for sufficient tomographic information to be collected [9]. Any data collected in this manner, however, would be inherently one-sided and would also be geometrically limited in its angular coverage. The small diameter of the probe would limit the number of detectors available for measuring signal attenuation. The resulting data would thus be inherently sparse. A large imaging region, such as a cloud layer, can also be difficult to access from a variety of angles, thereby reducing the angular coverage of the rays [10]. These and other uses of tomography exhibit inherently limited imaging configurations, which complicate the accurate reconstruction of projection data.
The difficulties associated with solving underdetermined systems have been significantly reduced by advances in iterative reconstruction algorithms. A number of variations of the ART algorithm have been developed and together constitute the class of algebraic reconstruction techniques (ARTs). Given proper initial conditions, the ART algorithms are capable of approximating solutions to systems with several times (some systems have required as many as 50) more variables than equations. These and other technological advances, specifically in data collection, continue to drive the creation of new imaging modalities and have allowed for a diverse range of tomographic applications. Medical imaging modalities now include (but are not limited to) optical coherence tomography (OCT) [11], positron emission tomography (PET) [12], single photon emission computed tomography (SPECT) [13], and diffuse optical tomography (DOT) [14]. Tomographic methods have been used to measure the thickness of nerve fiber layers in the study of ocular diseases [15], conduct void analysis in thin soil sections [16], measure crystal defects [17], and have proven to be an effective tool in numerous other studies.

This paper presents research into novel techniques for initializing and tomographically reconstructing sparse or one-sided imaging data. The capabilities of these techniques are examined in the context of their application to atmospheric and biomedical imaging. The foundational theories of tomography are presented, including transform and back projection methods commonly used in medical imaging. The fundamental properties of discrete tomographic descriptions, which are relevant to sparse projection data and limited imaging configurations, are analyzed. The class of algebraic reconstruction techniques (ARTs) are presented and the behavior of the individual algorithms is examined using a simulated imaging region and a synthetic object. The influence of the initial guess on the convergence of an iterative reconstruction algorithm is also demonstrated using simulations.

Three individual papers are then presented, which apply these ART reconstruction algorithms to airglow imaging experiments conducted at Utah State University, satellite images
of PMC layers, and optical biomedical imaging. The first paper explains, in further detail, the methods and relevant algorithms used to image the airglow layer, and the results of the tomographic reconstructions are presented. The second paper describes the application of ART algorithms to imaging polar mesospheric clouds from data acquired by NASA’s Aeronomy of Ice in the Mesosphere (AIM) satellite. A novel technique is presented, which detects height variations in the layer using brightness asymmetries in the reconstructed images. The third paper discusses the application of sparse reconstruction algorithms to biomedical imaging in the context of diffuse tomography methods. Monte Carlo techniques used to simulate diffuse photon migration in biological tissue are presented and a description of Mie scattering theory is given. The phase function methods often used to describe optical diffusion in tissue are discussed. A novel Monte Carlo technique based on the optical scattering solution for a spheroidal particle is then presented. This method is used to model sporadic photon migration in tissue and the interaction of light with cells and intracellular structures. Mitochondria and deformed cell nuclei, which account for a significant amount of cellular scattering, are spheroidal in shape. The spheroidal scattering method is therefore proposed to be a more physical approach than phase function techniques. Results of simulated optical diffusion are presented. Finally, the capabilities of sparse tomographic techniques are summarized, and the prospects of improving existing imaging modalities through advanced scattering and reconstruction methods are analyzed and discussed.
CHAPTER 2
TOMOGRAFIC THEORY

The primary function of straight-line tomography is the recreation of structure from multiple attenuated projections measured through a range of angles. The processes used to reconstruct the object typically belong to one of three classifications: transform methods, back projection methods, and matrix methods. These techniques form the foundation of tomographic theory and are discussed in detail in the following sections, beginning with transform methods, which are perhaps the most fundamental. Back projection methods are commonly used in medical CT and provide an example of algorithm initialization, which is discussed in further detail in subsequent chapters. Matrix methods are pertinent to sparse tomography and have been used to reconstruct the airglow and polar mesospheric cloud layers presented in this paper.

2.1. Transform Methods

A fundamental tomographic description typically quantifies the effect that an imaging object has on a projection. Physically, this represents the attenuation of the traversing radiation being measured on the other side of the imaging region. A description of the interaction between the projections and the object allows its structure to be determined using tomographic methods. A mapping of absorption coefficients or other properties, which are closely related to the density of an object, can thereby produce images of its internal structure. In some instances the measured signal is not being absorbed but emitted. There are applications (such as airglow tomography) in which an emissive object is being imaged and the radiated intensity is analogous to the attenuated signal used in other applications. The presented projection imagery differs slightly between the two cases, but the underlying principle remains the same. A description is established to quantify the effect that a region of the object has on the signal measured at a given angle. From this information, the object
can be reconstructed. The subsequent derivations follow the style of the text by Kak and Slaney [18].

2.1.1. Radon Transforms

In simple form, a two-dimensional (2D) cross section of an inhomogeneous imaging object may be represented as a function of two variables (x,y):

\[ \text{object} \rightarrow f(x,y). \] (2.1)

If a given straight path through the object is defined by two parametric variables \((\theta, t)\), as shown in Fig. 2.1, then the projection through \(f(x,y)\) along \(s\) can be represented by the line integral

\[ P(\theta, t) = \int_{(\theta,t)\text{line}} f(x,y)ds. \] (2.2)

Fig. 2.1. An illustration of the fundamental definition of a projection in straight-line tomography. The projection \(P(\theta, t)\) is defined as the line integral of \(f(x,y)\) along (straight) curve \(s\). The line is parameterized by two variables, \(\theta\) and \(t\). The parameterized equation of \(s\) is shown in the figure and is used in the argument of a delta function to restrict all-space integrals to a single path in Radon transforms.
The equation of the line \( s \) in terms of \( x, y, \) and \( t \) can be deduced from the diagram. The y-intercept of \( s \) is denoted by \( y_0 \) in the figure and the x-intercept by \( x_0 \). Given the line’s orientation, its slope can be expressed by

\[
slope = \frac{y_0}{(-x_0)}, \tag{2.3}
\]

and the equation of the line can then be written as

\[
y = y_0 - \frac{y_0}{x_0}x. \tag{2.4}
\]

The angle denoted by \( \alpha \) in the figure is seen to be complementary to \( \theta \) and thus

\[
\alpha = \frac{\pi}{2} - \theta. \tag{2.5}
\]

Notice that the slope of \( s \) can also be expressed using:

\[
slope = -\frac{y_0}{x_0} = -\tan \alpha = -\tan \left( \frac{\pi}{2} - \theta \right) = -\cot \theta = -\frac{\cos \theta}{\sin \theta}. \tag{2.6}
\]

Also, notice the following:

\[
sin \theta = \frac{t}{y_0} \rightarrow y_0 = \frac{t}{sin \theta}. \tag{2.7}
\]

The equation of \( s \) is then written as

\[
y = \frac{t}{\sin \theta} - \frac{\cos \theta}{\sin \theta}x. \tag{2.8}
\]

Multiplying through and rearranging gives:

\[
xcos \theta + ysin \theta = t \tag{2.9}
\]

for the parametric description of the line \( s \) in terms of \( x, y, \) and \( t \). A delta function utilizing our parametric form can then be used to select a single path through the imaging region. This allows us to convert our line integral to an all-space integral as follows:

\[
P(\theta, t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta(xcos \theta + ysin \theta - t)dx dy. \tag{2.10}
\]
This function, \( P(\theta, t) \), is known as the Radon transform of \( f(x, y) \) and serves as the fundamental basis for the description of projections in transform methods. Once projection data have been acquired, an inverse Radon transform can then be applied to solve for \( f(x, y) \) and recover the structure of the object. A number of inverse techniques have been suggested since the original Radon transform was proposed in 1917 \[19\]. Durrani and Bisset \[20\] define the Radon transform as:

\[
R_{p\tau}\{f(x, y)\} \triangleq U(p, \tau) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \delta[y - (\tau + px)] dy dx,
\]  

(2.11)

where \( p \) represents the slope of the line and \( \tau \) its intercept, analogous to the previous definition. The inverse Radon transform (suggested by Robinson \[21\]) is then given by

\[
f(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{d}{dy} H\{U(p, y - px)\} dp,
\]  

(2.12)

where \( \tau = y - px \) and \( H \) is the Hilbert transform operator.

### 2.1.2. Fourier Transforms

A number of alternative transforms exist for recovering the structure of an imaged object. Once the projection of a ray is defined in terms of a certain operator, the inverse operator can be applied to recover \( f(x, y) \). For this reason, transform methods are sometimes referred to as inverse methods or inversion methods. Common transforms used in tomography include Lorentz \[21\], Fourier \[18\], Laplace \[22\], and Hilbert \[20\] transforms, in addition to the Radon transform, which has multiple inverse definitions.

The Fourier slice theorem is another inversion technique, which makes use of the Fourier transform. A complete explanation of the theory requires the introduction of two types of projection arrays. When the rays emanate from a point source (theoretical) the configuration is known as a fan beam projection and is shown in Fig. 2.2. This orientation is often appropriate for imaging modalities, which make use of a single emitter or receiver. It is also applicable if the emitter and detector arrays are separated by a large distance as in
the case of the airglow and AIM research. A detector of finite size can be approximated as point-like in the limit that the separation distance becomes large relative to the size of the detector. Alternatively, if an array of detectors and emitters are in relatively close proximity to each other, the resulting rays do not diverge as in the previous case. This is known as a parallel projection and is shown in Fig. 2.3. Since the series of rays share the same orientation angle in the parallel projection, a Radon transform can be defined for each angle, which is only a function of the separation distance $t$. The projection takes the form $P_\theta(t)$ in parallel and $P(\theta, t)$ in the fan beam orientation.

![Fig. 2.2. The fan beam projection used in tomographic imaging. The projected rays emanate from a series of individual point sources and spread through a range of angles. The projections measured using this technique are inherently functions of $\theta$ and $t$ since a given emission point exhibits multiple projection angles.](image)

The series of rays oriented at a given angle in a parallel projection form a projection function as seen in the figure. The Fourier slice theorem states that the one-dimensional Fourier transform of a parallel projection function is equal to the corresponding slice of
Fig. 2.3. The parallel projection used in tomographic imaging. The projected rays emanate from a series of linear array sources defined by a specific angle. The projections measured using this technique are inherently functions of $t$ only since the rays leaving a given emission location are characterized by a single angle.

The two-dimensional Fourier transform of the original object. Given the measured projection data, the two-dimensional object function $f(x,y)$ can be recovered by performing an inverse 2D Fourier transform. A more rigorous description of the theory can be obtained by considering the $(t,s)$ coordinate system to be a rotated version of the $(x,y)$ coordinate system [18]. The parameterized coordinates of the line integrals defining the projections can be related to the coordinate system of the imaging object through the use of a rotation matrix

$$
\begin{bmatrix}
  t \\
  s
\end{bmatrix} =
\begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
  x \\
  y
\end{bmatrix}.
$$

In this coordinate system, a linear path is represented by a curve of constant $t$ and the
parallel projection along such a line is given by

\[ P_\theta(t) = \int_{-\infty}^{\infty} f(t, s) ds. \] (2.14)

The Fourier transform of a projection is defined as

\[ S_\theta(\omega) = \int_{-\infty}^{\infty} P_\theta(t) e^{-2\pi i \omega t} dt; \] (2.15)

or equivalently

\[ S_\theta(\omega) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(t, s) e^{-2\pi i \omega t} ds dt. \] (2.16)

The rotation matrix can be used to map this result into the \((x,y)\) coordinate system:

\[ S_\theta(\omega) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{-2\pi i \omega (xcos \theta + ysin \theta)} dxdy. \] (2.17)

This result represents a 2D Fourier transform of \(f(x, y)\):

\[ S_\theta(\omega) = \mathcal{F}(\omega, \theta) = \mathcal{F}\{f(x, y)\}. \] (2.18)

This equation is a mathematical representation of the Fourier slice theorem and is a fundamental relationship in straight-line tomography [18]. The object function \(f(x, y)\) can then be recovered by performing an inverse 2D Fourier transform as follows

\[ f(x,y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathcal{F}(u, v) e^{2\pi i (ux + vy)} dudv, \] (2.19)

where the definitions \(u = \omega \cos \theta\) and \(v = \omega \sin \theta\) have been used. The theory requires that if the object function is to be completely determined, the value of the Fourier transform \(\mathcal{F}(u, v)\) must be known at each point in the \(uv\) plane. This condition necessitates the theoretical existence of an infinite number of projections. Practically, if a finite number of projections are measured, the projection function can be interpolated from the resulting data. The accuracy of this approach, however, is then dependant upon the coverage density of the rays. The set of projections must be sufficiently large in order for an approximation of this type to be valid. This can be accomplished by using a large number of emitters
and detectors or with arrays exhibiting sufficiently high resolutions. In medical CT, virtual arrays are created by rotating x-ray sources and receivers around the imaging region. Transform methods are applicable to medical applications because large data sets and excellent angular coverage are readily available.

2.2. Back Projection

In some ways, the medical applications of CT are unique among the variety of uses for tomography. The wide angular coverage and dense projection data made available by rotating the source arrays are atypical despite their familiarity. Projection data are so plentiful in medical CT that they enable the use of a reconstruction technique, which is not practical in most other forms of tomography. The back projection method requires little calculation and is thereby faster than inversion techniques and significantly faster than iterative techniques. For this reason, it has replaced other reconstruction methods as the preferred rendering technique in most clinical imaging modalities. Medical applications constitute its primary use because the accurate reconstruction of complex systems utilizing an algorithm based solely on a back-projected image requires massive amounts of data measured through a full range of angles [18].

In back projection, a series of parallel rays are projected through the imaging object and the attenuation of the incident radiation at a given angle is then recorded. Since the intensities of the incident and attenuated signals are known, the contribution of the unknown imaging object to the measured projection can be quantified. The path a projection takes through the imaging object can be interpolated from the width of the beam and the angle of incidence. An image is then formed by projecting the measured signal backwards across the path it took through the imaging object. This process is demonstrated using a homogenous spheroid in Fig. 2.4. The measured signals are projected back across the imaging region. Initially the result does not resemble the original object. However, once multiple projections are included from a wide range of angles, the reconstruction begins
to take form. The recreation of complex internal structure requires a significant number of back projections, which interfere constructively to produce fine detail. The background of the image, not common to each projection, can be removed in order to enhance clarity as shown in the figure. For this reason, the presented technique is sometimes referred to as filtered back projection as the ambient signal is filtered out to accentuate the structure of the imaging object.

2.3. Matrix Methods

It is apparent from the figures that a small number of projections are not able to recreate a complex imaging object via back projection. The accuracy of transform methods is also limited by the density of projection data. Sparse or sporadic data are not a good approximation of smooth integral functions. There are a number of fields including geophysics, aeronomy, soil science, and oceanography, among others, in which access to an imaging object is limited and opportunities to collect data through large ranges of angles are not available. Even certain medical imaging modalities, because of concern for exposure to vital organs or the wavelength of light being used, do not allow vast amounts of projection data to be collected. Tomographic applications of this type rely on a class of tomographic techniques known as matrix methods, which are particularly suited to sparse projections. Matrix methods were ironically the first to be developed for use in CT and were implemented by Hounsfield in his original body scanner. The gamma ray source he was using provided relatively low photon counts, which were easily incorporated into a discrete representation. Many emerging applications of tomography rely on a matrix formalism and improving the accuracy and applicability of iterative reconstruction algorithms has been a heavily researched topic in recent years. Matrix methods are introduced briefly as they are discussed in further detail in later chapters.

Matrix methods are typically invoked when available data are limited and a description of the imaging object as a continuous function is no longer valid. A discontinuous
Fig. 2.4. A demonstration of the back projection method commonly used in diagnostic imaging. The attenuation of a signal emitted at a specific angle is recorded and projected back across the imaging region. The process is repeated for each emission angle and the projections constructively interfere to form an image. The background of the reconstruction can be filtered out to provide clarity in a process called filtered back projection. The accuracy of this technique is predicated upon the use of large amounts of projection data collected through a full range of angles. For this reason, the technique is often restricted to medical CT.
approximation is then adopted in which the imaging object is discretized into a grid of constant-valued pixels as shown in Fig. 2.5. The projected rays become finite and a projection is no longer defined to be a series of line integrals, but rather the area between two adjacent rays. The effect that the imaging object has on the attenuated signal is represented by the contribution of each pixel. The signal measured at a given angle is equivalent to the sum of the interactions with each pixel in the grid. The contribution of a given pixel to a projection is defined by the weighting factor $w$. The weighting factor is calculated to be the normalized area of intersection between the pixel and the projection as seen in the figure. The projected signal $p$ incurs a linear relationship and is expressed as the product

$$p = wf,$$  
(2.20)

where $f$ is the numerical value of the pixel. The measured projection resulting from interactions with multiple pixels can then be expressed as the sum

$$p = \sum_{n=1}^{N} w_nf_n$$  
(2.21)

for $N$ total interactions. In matrix methods the number of rays reaching a receiver is defined to be finite and the projection of the $m_{th}$ ray through the imaging object is given by

$$p_m = \sum_{n=1}^{N} w_{m,n}f_n.$$  
(2.22)

Multiple projections through the imaging object constitute a system of linear equations:

$$w_{11}f_1 + w_{12}f_2 + w_{13}f_3 + \cdots + w_{1N}f_N = p_1,$$  
(2.23)

$$w_{21}f_1 + w_{22}f_2 + w_{23}f_3 + \cdots + w_{2N}f_N = p_2,$$  
(2.24)

$$\vdots$$

$$w_{M1}f_1 + w_{M2}f_2 + w_{M3}f_3 + \cdots + w_{MN}f_N = p_M,$$  
(2.25)

which can be expressed as a matrix equation:
Matrix methods derive their name from these types of matrix equations ($\bar{w} \bar{f} = \bar{p}$), which in practical applications, often contain large numbers of array elements and can be grossly underdetermined. The lack of a unique solution and the size of the matrices involved can make finding an accurate solution difficult. Successfully solving systems of this type forms the foundation of algebraic tomography. Solutions are typically found using an iterative reconstruction algorithm such as the set of algebraic reconstruction techniques.

Fig. 2.5. The discretized representation of an imaging region used in matrix methods. This quantized description of projections is adopted when imaging data are sparse and a continuous representation is not sufficiently accurate. Weighting factors are calculated using the area of intersection between each pair of adjacent rays and the pixels in the image grid. Projections are defined as the weighted sum of the contributions of each pixel.
CHAPTER 3
CORRECTION ALGORITHMS

The size, sparsity, and indeterminacy of tomographic matrix equations often prohibits the use of most numerical methods. Techniques commonly applied to solving systems of equations, such as singular value decomposition (SVD), may be capable of processing relatively large or nonsquare matrices, but their functionality declines as the size or ill-conditioning of the problem increases. Matrix equations created by sparse imaging configurations typically require sophisticated correction algorithms to solve. The weighting matrix, for example, encountered during the AIM research consisted of 14,478 columns and 1,905 rows, a ratio of 7.6. Of the 27,580,590 resulting elements, 27,388,172 (99.3%) were zero and only 192,418 were nonzero. This is due to the fact that a single projection only passes through a small percentage of the pixels in the imaging region. The exposure frequency of the CIPS cameras onboard the AIM satellite only allowed for five different views of the PMC layer and at no time did the angular coverage of the rays exceed $63.4^\circ$ from the vertical. This is in contrast to medical CT, which allows for full $360^\circ$ angular coverage and thousands of different views. The airglow research only utilized two cameras and the angular coverage never exceeded $46.7^\circ$ from the vertical. The resulting airglow matrix consisted of 9,600 columns and 320 rows, a ratio of 30. Of the 3,072,000 elements, 3,026,768 (98.5%) were zero and only 45,232 were nonzero. These matrices were large, sparse, highly ill-conditioned, and a direct result of the limited imaging configurations involved in the AIM and airglow research. The angular coverage and number of viewing positions were restricted and the data were only collected from one side of the imaging region. Each of these features complicated the reconstruction process.

3.1. The Kaczmarz Method

Highly-underdetermined tomographic inversion problems are often solved using correction
algorithms. These are iterative techniques in which an assumed structure is gradually improved upon through successive iterations, which approach some approximate solution to a linear system. Most modern correction algorithms and a significant number of imaging technologies rely on this process. The mathematical foundation of these algorithms is derived from the work of Polish mathematician Stefan Kaczmarz [23]. The Kaczmarz method was developed in 1937 for solving large systems of equations and was rediscovered for biomedical imaging in 1970 by Gordon, Bender, and Herman [3].

The method states that given a real or complex $m \times n$ matrix $A$ and a real or complex vector $b$, an approximate solution to the system $Ax = b$ can be found using the expression

$$x^{k+1} = x^k + \lambda_k \frac{b_i - \langle a_i, x^k \rangle}{\|a_i\|^2} a_i.$$  \hfill (3.1)

The iteration value is represented by $k$ and $i = k \mod m + 1$. The $i_{th}$ row of matrix $A$ is given by $a_i$ and the $i_{th}$ component of vector $b$ by $b_i$. In this notation $\langle \cdot, \cdot \rangle$ refers to the inner product of two vectors and $\| \cdot \|$ to the euclidian norm of a vector. The formula also includes an adaptive relaxation parameter $\lambda_k$, which controls the algorithm’s rate of convergence.

The Kaczmarz method is an alternating projection algorithm in which a given point is alternately projected onto the hyperplanes defined by the system of equations. Methods of this type are often known as projection onto convex sets (POCS) algorithms. This process is illustrated in Fig. 3.1 for a $2 \times 2$ system and demonstrates the concept of an iterative solution. Suppose that a set of two equations in two variables contains a single unique solution. This system can be represented by two lines intersecting at one point in two-dimensional space as seen in the figure. A point is selected as the initial guess for the solution. The inner product $\langle a_i, x^k \rangle = b_i^c$ serves as a projection operator. The computed value of the vector $b_i^c$ obtained from the initial guess differs from the known value $b_i$. As a result, the point is projected onto the line (hyperplane) defined by $a_i$. The process is repeated as the point is successively projected onto the hyperplanes defined by each row.
of the matrix $A$. In the example seen in the figure, the repeated projection of the initial point results in its convergence to an approximate solution, which is equivalent to the exact solution in the limit that the number of projections, becomes infinite. The process is less intuitive for large matrices although it utilizes the same principles.

Fig. 3.1. An illustration of the Kaczmarz method for iteratively finding solutions to linear systems of equations. An initial coordinate vector is selected to initialize the algorithm. The vector is then successively projected onto the lines (hyperplanes) defined by the set of equations. If the system is completely determined, the algorithm iteratively converges to the unique solution. The behavior is more complex in higher dimensions and for underdetermined systems, however, the same procedure is followed. The method is used in image reconstruction and is equivalent to the ART algorithm.

When the system is underdetermined a unique solution does not exist and, as a result, the Kaczmarz method cannot converge to a single point. The question naturally arises as to how the algorithm behaves when presented with an infinite number of solutions. Gaarder
and Herman proposed that if an infinite set of solutions exists, the optimal solution is that which exhibits the greatest uniformity [24]. This minimum variance principle suggests that the smoothest solution, which varies the least from the mean value, is the least likely to contain erroneous imaging artifacts. Therefore, it is theoretically more accurate than other solutions. Herman, Lent, and Rowland showed that the Kaczmarz method, which is equivalent to the ART algorithm, converges to the minimum variance solution for an underdetermined system [25]. Variations of this technique have been developed, which minimize properties other than the variance and hence, do not converge to the most uniform solution. Least-squares approaches have been suggested, which minimize the 2-norm of the residual [26]. The conjugate gradient method attempts to minimize a quadratic function given by

\[ f(x) = \frac{1}{2} x^T Ax - x^T b, \]

where \( x \) is the solution. It has also been shown that when inequality constraints are placed on the fundamental ART, the resulting algorithms do not converge to a minimum variance solution as will be discussed further in the following section [25]. Convergence to the smoothest solution is not always ideal and the choice of technique is dependant upon the application. The fundamental ART algorithm, which comprises the Kaczmarz method, is the foundational iterative reconstruction theory and its multiple variations constitute the set of algebraic reconstruction techniques.

### 3.2. Algebraic Reconstruction Techniques

Despite their differences, the algorithms comprising the set of algebraic reconstruction techniques each follow a similar pattern during their operation. The algorithms are first initialized using an assumed image of the reconstructed object. This information can come from a number of sources and will be discussed further in a subsequent section. The weighting matrix is then used to create a set of projections from the initialized image in a process
called the forward problem. These calculated projections are compared to the measured projections and the resulting difference is then distributed around the image grid using the known weighting factors. Corrections for a given ray are applied to the pixels intersected by that ray, further supporting the need for adequate ray coverage as non-intersected pixels are not updated. This process is repeated for a specified number of iterations, each of which successively improves upon or corrects the existing image. While the iterative nature of correction methods is evident in all of the ART algorithms they do exhibit their own individual properties. Each is designed to function optimally when provided with certain conditions. A number of variations to the fundamental ART algorithm, which belong to the ART class, are presented here and discussed.

The fundamental iterative correction technique is the ART (or Kazcmarz) algorithm. In notation commonly used for image reconstruction, the algorithm (3.1) takes the form

$$\vec{f}(i) = \vec{f}(i-1) - \left( \frac{\vec{f}(i-1) \cdot \vec{w}_i - p_i}{\vec{w}_i \cdot \vec{w}_i} \right) \vec{w}_i.$$  \hspace{1cm} (3.3)

When ART is applied to an underdetermined system it converges to the most uniform solution. Other solutions may be found by imposing inequality constraints on the algorithm. Though the number of reconstructions, which satisfy the matrix equation may be infinite, restrictions can be placed on the solutions to which the algorithm will converge. In most tomographic applications, negative pixel values are not physically meaningful and thus can be eliminated. Rather than searching for any solution to the \(mxn\) matrix equation, a solution \(\vec{f}\) can be sought for which

$$\vec{w}^T \vec{f} = \vec{p},$$ \hspace{1cm} (3.4)

such that

$$f_i \geq 0, \quad 1 \leq i \leq n.$$ \hspace{1cm} (3.5)

This is known as the partially constrained reconstruction problem (PRP). When the ART algorithm is modified to set negative pixel values to zero in search of a solution to PRP, it
is known as the partially constrained algebraic reconstruction technique (PCART). A limit may also be placed on the maximum value of a reconstructed pixel. When the projection data is normalized this maximum value is often set to one. Thus a solution $\vec{f}$ may be sought for which

$$\vec{w} \vec{f} = \vec{p},$$  \hfill (3.6)

such that

$$0 \leq f_i \leq 1, \quad 1 \leq i \leq n.$$  \hfill (3.7)

This is known as the fully constrained reconstruction problem (FRP). When the ART algorithm is modified to constrain values outside of this region to either zero or one, in search of a solution to FRP, it is known as the fully or totally constrained ART (FCART or TCART). It has been shown that PCART and TCART converge to solutions, which satisfy PRP and FRP, respectively, as opposed to the minimum variance solution of ART [25].

Additional modifications to the ART algorithm include simultaneous ART (SART) in which all of the corrections to a pixel value are made simultaneously. This reduces computational run time because the image is produced after only one iteration. It also prevents the propagation of errors, which arise from noise in the measured projection data. A variation of SART exists, which is referred to as the simultaneous iterative reconstruction technique (SIRT). In SIRT the algorithm proceeds as usual, but the corrections are not made until the end of an iteration. The net correction term is calculated as the average of the correction terms for each ray. This process is slower than ART but typically results in more accurate images [18].

Other variations include memory ART in which the minimum and maximum pixel values created during an iteration are stored in a memory matrix. The corresponding pixels are set to either one (maximum) or zero (minimum) and then removed from the solution vector and corresponding matrix column. This is done in an attempt to reduce the size and indeterminacy of the matrix equation. Multiplicative ART (MART) provides updates to ex-
isting pixel values through multiplication by a correction term rather than by the addition of one. The multiplicative factor is simply the ratio between the measured \((p_i)\) and computed \((p'_i)\) projections and the algorithm is given by

\[
\vec{f}^{(i)} = \vec{f}^{(i-1)} \frac{p_i}{p'_i}.
\]

(3.8)

The term weighted ART is sometimes used to identify a process in which the area of intersection between a ray and pixel, often used to calculate weighting factors, is replaced by a binary representation. If a ray intersects a pixel the weight is assigned to one, otherwise it is set to zero. This process runs faster than ART, however it often requires more projection data to be accurate. The accuracy of each of these algorithms was tested using synthetic data and it was determined that PCART would be the most appropriate for use in the airglow and AIM research. The images created by the MART algorithm were practically indistinguishable from those generated by PCART and it should be noted that MART would likely have functioned equally well. The accuracy and run times of the algorithms varied, but one common factor found during the testing was that the overall performance of each method significantly improved whenever the initial guess closely resembled the imaging object.

3.3. Initialization

Throughout the course of this research, extensive synthetic testing was conducted in order to further understand the effect initialization had on the performance of the ART algorithms. While the particular behavior caused by each imaging configuration was unique, certain patterns emerged after repeated study. The research was specifically focused on sparse tomography because of the applications to atmospheric and certain biomedical imaging modalities. One characteristic, which was noticed early on in this process, was the dependance of ill-conditioned imaging problems upon an accurate initial guess. The indeterminacy of large sparse matrix equations is well understood and manifested itself in
the techniques used to initialize the reconstruction algorithms. Specifically, if an imaging
region was relatively small compared to the number of projections (number of pixels on
the order of the number of rays) no initial guess was required. A constant (or empty) initial
guess, which assumes no a priori information could be used and the algorithm, was capable
of reproducing the object. This property is demonstrated in Fig. 3.2. In contrast, if the
imaging region was relatively large (number of pixels on higher order of magnitude than
number of rays) the reconstructed object did not localize correctly. This demonstrates that
large or ill-conditioned imaging configurations require a priori information in their initial-
ization in order to converge accurately. The imaging configurations used in the presented
atmospheric applications were very large and highly sparse. The results of early synthetic
testing indicated that a structured (non-constant) initial guess would be required. This led
to the discovery of another pattern evident in the behavior of the ART algorithms.

Due to the stratified structure of airglow emission layers and noctilucent clouds, a Gaus-
sian profile was used as an initial guess during the atmospheric research. Synthetic tests
performed using a Gaussian initialization revealed another characteristic of the algorithms.
The shape, size, and structure of the initial guess were not nearly as important as its alti-
tude. If the vertical location of an initial profile corresponded to that of the imaging object,
the algorithm was able to compensate for other deficiencies. The size and sparsity of an
imaging problem could be overcome by positioning the Gaussian profile in the correct ver-
tical location. This effect is shown in Fig. 3.3. If the initial Gaussian profile was positioned
at the same height as the imaging object, the resulting reconstruction was highly accurate.
The size of the grid, the sparsity of the projections, and the horizontal discrepancy in the
structure of the imaging object were all compensated for. In contrast if the Gaussian was
located at a different height, a smearing effect is seen similar to that of the constant initial-
ization. The reconstruction does not localize and experiences difficulty in recognizing the
true location of the object.
Fig. 3.2. The results of using a constant initial guess for grids of varying size. The algorithm was initialized using a constant background in which each pixel was set to a value of one. An ART algorithm was then used to generate a synthetic reconstruction. For the imaging object consisting of 14478 pixels (upper left), the reconstructed object does not localize correctly (upper right). Conversely the imaging object consisting of 400 pixels (lower left) is reconstructed with considerable accuracy (lower right). This result demonstrates the need for a priori information in the initialization of large or highly sparse imaging configurations.

These results demonstrate that, despite the advanced capabilities of the ART algorithms, highly ill-conditioned inverse problems require a semi-precise initialization in order to converge to an accurate image. This is particularly true for large or sparse imaging grids in which a constant initialization causes the reconstruction to wash out. This technique does, however, show considerable potential for the use of Gaussian profiles in sparse tomogra-
Fig. 3.3. The effect the altitude of an initial profile has on the accuracy of reconstructed images. If the vertical position of an imaging object and corresponding initial profile (upper left) coincided, the algorithm was able to compensate for the size and sparsity of the imaging configuration. The resulting reconstruction was highly accurate (upper right). In contrast if the vertical position of the object differed from that of the initial guess (lower left), the reconstruction (lower right) did not localize well and the accuracy was diminished. This demonstrates the importance and potential of correctly associating an altitude with an initial profile.

Locating the specific position of the imaging object does not appear to be necessary as long as the vertical location is known. In practical applications, there are often a number of approaches that can be used to quantify the height, depth, or altitude of an imaging object within the grid. Triangulation can be performed using supplementary measurements performed by additional imaging instrumentation. The filtered back projections discussed
previously are often used as initial guesses in imaging algorithms. However, they require a large number of measured projections from a wide range of angles in order to be representative of the imaging object. When the data are sparse and collected from only one side, as in the case of the airglow and AIM research, the back projection is far less accurate than other techniques. A layered initialization technique developed during this project is designed to detect the altitude of a structure using a series of reconstructions. The series of initial guesses were located at varying heights and scanned vertically across the imaging grid. The height of the object is then assessed from the response of the reconstructions. This approach is explained further in Appendix A. The initialization of reconstruction algorithms using Gaussian profiles at known altitudes could have significant potential in the field of atmospheric tomography. The technique was applied to tomographic imaging of airglow emissions and noctilucent clouds in the following chapters.
CHAPTER 4
THREE-DIMENSIONAL TOMOGRAPHIC RECONSTRUCTION OF MESOSPHERIC AIRGLOW STRUCTURES USING TWO-STATION GROUND-BASED IMAGE MEASUREMENTS

A new methodology is presented to create two-dimensional (2D) and three-dimensional (3D) tomographic reconstructions of mesospheric airglow layer structure using two-station all-sky image measurements. A fanning technique is presented, which produces a series of cross sectional 2D reconstructions that are combined to create a 3D mapping of the airglow volume. The imaging configuration is discussed and the inherent challenges of using limited-angle data in tomographic reconstructions have been analyzed through synthetic testing of artificially generated imaging objects. An iterative reconstruction method, the partially constrained algebraic reconstruction technique (PCART), was used in conjunction with a priori information of the airglow emission profile to constrain the height of the imaged region, thereby reducing the indeterminacy of the inverse problem. Synthetic projection data were acquired from the imaging objects and forward problem to validate the tomographic method and to demonstrate the ability of this technique to accurately reconstruct information using only two ground-based sites. Reconstructions of the OH airglow layer were created using data recorded by all-sky CCD cameras located at Bear Lake Observatory, Utah, and at Star Valley, Wyoming, with an optimal site separation of \( \sim 100 \text{km} \). The ability to extend powerful 2D and 3D tomographic methods to two-station ground-based measurements offers obvious practical advantages for new measurement programs. The importance and applications of mesospheric tomographic reconstructions in airglow studies, as well as the need for future measurements and continued development of techniques of this type, are discussed.

---
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4.1. Introduction

Ground-based spectrometric and imaging methods were first developed for studying the aurora and later the fainter airglow emissions. Some of the first scientific measurements of airglow emissions were conducted in the Soviet Union using a spectrograph as early as 1933. Subsequent observations and additional spectrographic measurements were more widely performed in the years that followed [27].

Although ground-based imaging is easily accessible, it inevitably encounters some difficulties arising from the limited angular views available from the ground. Another problem is the amount of background light captured in the images, leading to a noisy signal [28]. This complication is commonly countered by performing measurements at night or occasionally during the twilight hours [29]. A total solar eclipse has also been used to accommodate daytime observation of airglow [30]. The absence of sunlight makes such measurements possible, but further restricts the times when the airglow observations can be made.

As the technology available for airglow measurements improved, many of these restrictions have been reduced or eliminated. The need to observe emissions at night can be negated by conducting observations at higher altitudes [28]. The feasibility of using near-infrared (NIR) cameras onboard high-altitude balloons to study daytime auroral and airglow emissions has also been investigated [31]. In addition to ground-based studies, detailed observations of airglow emissions have now been obtained using sounding rockets, as well as remote sensing satellite measurements [32, 33]. Importantly, auroral brightness measurements have been made from sounding rockets and used to tomographically reconstruct two-dimensional distributions of auroral volume emission rates [34, 35]. Tomographic inversion of the mesospheric airglow layer has also been conducted using satellite-based limb scans [36, 37]. Developments in atmospheric imaging have further aided the study of other phenomena such as ozone [38, 39] and polar mesospheric clouds [40].
Advances made in data acquisition, particularly for space-based measurements, have provided a means for understanding the chemical and physical processes responsible for producing airglow emissions [28]. For example, satellite information has been used for the OI (557.7nm) airglow emission during the early ISIS II mission [41] while a broad dayglow spectrum was obtained from instruments onboard the space shuttle [42]. Significant contributions to the early development of space-based atmospheric imaging were also made by Anger and colleagues who published a series of papers detailing results from the Ultraviolet Imager onboard the Viking Spacecraft [43]. These studies focused on understanding auroral dynamics while more recent studies using the OSIRIS instrument onboard the Odin spacecraft have investigated the airglow emissions and have included tomographic techniques [44–46].

While advanced techniques provide novel opportunities for observing the airglow layer, they often lack the accessibility of ground-based measurements. Technological advances have eliminated most of the difficulties associated with observing airglow from the ground [47]. The application of tomography methods in atmospheric science is proving to be a powerful tool for investigating structure and dynamics of airglow emissions using relatively sparse image data. On this note, Nygrén, Markkanen, Lehtinen, and Kaila examined the use of a stochastic inversion algorithm for reconstructing 2D tomographic images of aurora using two cameras separated by 200km [48]. Due to the large distance between the sites, reconstructions were only obtained from an area close to one of the sites. This technique was later applied to 2D tomographic reconstructions of gravity wave structure in the OH airglow layer; the study was, however, limited to simulated reconstructions and a linear chain of five camera sites [49]. A subsequent airglow study compared the performance of a five-camera chain to a two-camera configuration with simulations, and also presented reconstructions from two-camera measurements of the OI (557.7nm) emission layer from Hawaii [50]. However, the large site separation (152km) provided a poor range
of projection angles for reconstruction and it was concluded that three or more stations were necessary to provide reasonably good results. Also, a linear chain of sites could not image specific gravity wave features, such as wave fronts, that are parallel to the chain [50].

Recently, a virtual chain was created by collecting a sequence of all-sky OH images for 2D tomographic imaging using a single camera on an airplane [51]. However, the motion of the aircraft combined with the integration time of the imagers limited the resolution of the data to 8km for an assumed stationary gravity wave. The reconstructions were obtained by performing a least-squares minimization of a weighted vector norm, and were constrained using a vertical envelop function for the airglow layer estimated from the experimental data. In contrast, Semeter and Mendillo conducted simulation studies of tomographic imaging of upper-atmospheric airglow emissions using a nonlinear optimization technique, and constrained the reconstructions using Chapman profiles for the vertical emission profiles [52]. Their work, however, was limited to 2D reconstructions and focused on measurements from a chain of four equally spaced cameras.

Although significant progress has been achieved in airglow tomography with three or more stations, considerably less progress has been reported for advancing the possibilities of two-station tomography [48, 50]. This paper examines the capabilities and potential of using sparse ground-based imaging measurements from only two-stations for tomographic studies of the airglow emission structures. The abilities of two-station data are demonstrated using both synthetically created imaging objects (modeled data) and OH airglow data. For modeled data, synthetic projections are created from the object and used to create a reconstruction. The synthetic reconstruction was then compared to the original object in order to validate the tomography methods and algorithms. The working hypothesis for this research was that two viewing stations are sufficient for creating accurate tomographic reconstructions when provided with a priori knowledge of the layer’s vertical distribution. The typical extent or thickness of this layer was provided by altitude studies of hydroxyl
(OH) airglow using rocket measurements and suggested a layer thickness of $8.6 \pm 3.1$km [53], as well as recent measurements of the OH emission layer made by the SABER instrument onboard NASA’s TIMED satellite. This value is sufficiently larger than the resolution of our cameras at mesospheric altitudes, which allows for the delineation of fine vertical structure in the images. The ability to resolve vertical variations is of significant interest to mesospheric studies because of its relevance to the propagation of gravity waves and the formation of certain cloud layers [54].

Images of the OH airglow layer were reconstructed using the PCART algorithm from data recorded by all-sky CCD cameras located at the Bear Lake and Star Valley observatories, operated by the airglow group at Utah State University (USU). These reconstructions were generated using projection data measured along linear profiles common to images obtained at each viewing site. A novel 3D fanning technique was developed, which combines multiple 2D reconstructions to form a 3D mapping of the OH airglow structure from which detailed investigations of the thickness, height, and internal structure of the layer were possible. The results presented here promote the use of 3D tomographic imaging capabilities, using two-station arrays optimized for airglow emissions, to investigate mesospheric gravity wave structure and propagation in unprecedented detail. The technique may also require less computational run time than conventional 3D tomography as it eliminates the need to compute volumes of intersections between rays and voxels. The accuracy and applicability of this technique is a topic of ongoing research.

4.2. Methods

4.2.1. Imaging Configuration

A number of parameters affect the choice of location for ground-based imaging instrumentation. Although proximity provides researchers with greater accessibility to equipment, ambient light pollution often necessitates the placement of imaging systems in sparsely
populated areas. While methods exist, which can account for background noise in atmospheric imaging \cite{55}, the limited nature of two-station data is further complicated by such inclusions.

The objective of this project was to test the capability of tomographically reconstructing airglow emission data collected from only two viewing stations. The locations of the two stations were therefore optimized to ensure that the data were of the highest quality possible to create accurate reconstructions. Several low-population areas are in close proximity to the USU campus in Logan, Utah. The university-owned Bear Lake Observatory (BLO) was a prime location for one of the all-sky CCD cameras used to acquire the airglow measurements. The BLO is located on a mountainside a few miles west of Bear Lake, Utah, (41.95° N 111.49° W) and provided a superior night-sky viewing capability.

The viewing conditions of the two sites needed to be as similar as possible so that simultaneous observations of events could provide consistent data from each location. In addition to this requirement, the distance between the two cameras is important for providing a tomographically conducive imaging configuration. In order to provide sufficient angular coverage, the distance between the two viewing stations should be on the same order of magnitude as the height of the OH airglow emission layer. As described in the introduction measurements of median OH layer altitudes have been conducted using a number of remote-sensing techniques including rockets, satellites, and ground-based imaging systems in which volume emission profiles were estimated using tomographic techniques \cite{53,56,57}. These measurements suggest a mean altitude of $87 \pm 3.0$km for the OH M band \cite{53,58}. A search for a suitable site for the second camera identified Afton, Wyoming, which is located $\sim$100km almost due north of BLO. A mobile observatory was constructed and located on the playing field of Afton’s Star Valley High School (42.74° N 110.95° W), which was located at a similar altitude to BLO and provided good viewing conditions. This second station is hereafter referred to as the Star Valley Observatory (SVO).
An all-sky imager was operated at each site during the winter period of 2009-10. Each imager utilized a sensitive back-thinned 1024x1024-pixel CCD of high quantum efficiency (∼80% at visible, 50% at NIR wavelengths) to measure the mesospheric NIR OH Meinel broad band emission (710-930nm). The large dynamic range and low noise characteristics (dark current <0.5 e⁻/pixel/sec) of these devices provided an exceptional capability for quantitative measurements of faint, low contrast (<5%) gravity waves. The exposure time for each camera, synchronized using GPS, was 15 seconds with an image acquired every 30 seconds. The data were 2x2 binned on the chip, down to 512x512 pixels, resulting in a zenith horizontal resolution of ∼0.5km suitable for short-period gravity wave measurements [59].

Figure 4.1 is an example of two coincident CCD images recorded from BLO and SVO on the night of February 15, 2009 at 07:51:32 UT. The displacement of prominent wave structures in these two images is evident. The images were calibrated using the known star background to accurately determine each camera’s orientation and pixel scale size. They were then filtered to remove stars and unwarped to correct for the all-sky observing geometry and projected onto a rectangular geographical grid of dimensions 256x256km for an assumed OH emission altitude of 87km [60,61]. A time sequence of these images at 7.5 minute intervals is shown in Fig. 4.2 illustrating the coherent motion of the wave structures. The top two images were used to create the airglow reconstructions presented in this paper.

To process these data for tomographic reconstruction, simultaneous image pairs were geographically aligned and then overlapped creating a common measurement area as shown in Fig. 4.3. From these composite images, projection data were calculated, which represented the intensity of the emissions measured at a given angle for each viewing location. These data constituted the tomographic projections used to create the airglow reconstructions. The yellow line in the figure represents the emission profile common to both images from which the projection data were extracted as described below.
Once the projection data were extracted from the common imaging profile, large-scale intensity fluctuations were filtered out to compensate for light from non-airglow sources and any differences in the spatial responses of the two cameras. Figure 4.4 shows this process. The upper two plots show the OH signal with fitted background curves, which were used to remove the large-scale amplitude variations. The lower plot shows the resultant excellent agreement between the relative intensities of the BLO and SVO data. The similarity of the relative magnitudes of projection data acquired at each imaging location is an important element of creating accurate tomographic reconstructions.

4.2.2. Tomographic Theory

Large-scale tomographic measurements, such as the airglow measurements described here, are often naturally limited in their range of viewing angles resulting in a sparse ray distribution. This limitation creates an ill-conditioned inverse problem, which is most appropriately solved using a class of reconstruction algorithms known as matrix methods. This is in contrast to the set of transform methods in which the object to be reconstructed
Fig. 4.2. Time sequence of OH airglow images from the BLO (left) and SVO (right) with a 7.5 minute difference between successive images illustrating coherent wave motion (indicated by arrows). The top two images were used for the tomographic reconstructions in this article.

can be approximated as continuous because of the dense ray distribution (e.g. medical imaging). With matrix methods, the low density of the projected rays necessitates the use of a quantized representation for the imaged object. The assumed continuity of the imaged object and its projections is therefore replaced by a discretized description. The grid overlayed on the imaged object is also given a discontinuous structure through division into pixels. The quantization of the imaging object and its projections gives rise to a linear (algebraic) description and a matrix formalism.
The projection of a ray through a pixel is given by the direct relationship:

\[ p = wf. \]  

(4.1)

The single pixel projection \( p \) is equal to the product of the weighting factor \( w \) and the functional pixel value \( f \). The weighting factor expresses the area of the pixel, which is intersected by the ray. This convention is shown in Fig. 4.5. The weight \( w_{m,n} \) of the \( n_{th} \) pixel in the \( m_{th} \) projection is defined as the area of intersection between the pixel and the two rays (lines) constituting the projection. This common area is represented by the red shaded regions in the diagram. The total projection \( p_m \) is given by the sum of the weights of each intersected pixel.

The total measured signal along a given angle resulting from the ray's interaction with \( N \) pixels can be expressed as the sum:
Fig. 4.4. Plots of OH emission brightness for BLO (top) and SVO (center) along a common 120km profile (indicated by the yellow line in Fig. 4.1). The fitted background curve were used to remove large-scale brightness variations across these profiles. The bottom image demonstrates the excellent agreement between the two intensity profiles once these variations are removed.

\[ p = \sum_{n=1}^{N} w_n f_n. \]  \hspace{1cm} (4.2)

In matrix methods, as used here, the number of constructed rays from a given site is finite and the projection of the \( m_{th} \) ray through the imaging region is given by:

\[ p_m = \sum_{n=1}^{N} w_{m,n} f_n. \]  \hspace{1cm} (4.3)

These projected rays constitute a vector, which contains the combined contribution of each pixel. The resulting system of equations can be expressed as the following matrix:
Fig. 4.5. An illustration of the discretized imaging region used in algebraic tomography. The contribution of a given pixel to a measured projection is defined by the weighting factor $w$ represented by the shaded region showing the intersection of a ray with a pixel. The lightly shaded region represents the imaging object.

$$
\begin{bmatrix}
  w_{11} & w_{12} & w_{13} & \cdots & w_{1N} \\
  w_{21} & w_{22} & w_{23} & \cdots & w_{2N} \\
  w_{31} & w_{32} & w_{33} & \cdots & w_{3N} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  w_{M1} & w_{M2} & w_{M3} & \cdots & w_{MN}
\end{bmatrix}
\begin{bmatrix}
  f_1 \\
  f_2 \\
  f_3 \\
  \vdots \\
  f_N
\end{bmatrix}
=
\begin{bmatrix}
  p_1 \\
  p_2 \\
  p_3 \\
  \vdots \\
  p_M
\end{bmatrix}
$$

(4.4)

This matrix equation, $Wf = p$, is in practice difficult to solve. The primary reason for this is that most applications of matrix methods generate underdetermined systems for which no unique solution exists [18]. Additionally, arrays with large numbers of elements can make accurate approximations difficult. Finding sufficiently accurate solutions to this system forms the foundation of algebraic tomography. The most common approach to finding solutions of this system utilizes a set of tomographic methods known as algebraic
reconstruction techniques (ARTs) [18]. ARTs are a set of correction algorithms in which an initial image is gradually improved upon as successive iterations are carried out. An initial approximation of the object’s structure (e.g., nominal OH layer profile) is provided to the algorithm as a vector and a correction factor is repetitively added. This correction term is calculated by comparing the tomographic projections of the previous image in the iteration with the measured projections. The way in which this correction term is computed defines the reconstruction technique used here.

The fundamental algorithm upon which the set of ARTs is based is called the algebraic reconstruction technique (ART). Subsequent modifications to this technique have been developed, which are designed for optimizing certain aspects of the data in order to create more accurate reconstructions. Among them are the constrained or totally constrained ART (TCART), the multiplicative ART (MART), the simultaneous iterative technique (SIRT), the simultaneous ART (SART), and the memory ART [18]. Using both synthetic and measured data, these and other algorithms were tested and assessed on the basis of their ability to accurately reconstruct airglow-like images from limited tomographic projection data. The testing determined that the partially constrained algebraic reconstruction technique (PCART) provided accurate and reliable reconstruction capabilities for our two-station imaging configuration. However, reconstructions formed using the MART algorithm were essentially indistinguishable from the PCART results described here.

The correction algorithm for PCART is:

\[ f_{m,n} = f_{m-1,n} + \lambda \frac{(p_m - p_m^i)w_{m,n}}{N_m}, \]

where \( f_{m,n} \) is the discrete value of the reconstructed image for the \( m \)th ray and the \( n \)th pixel. While this expression is given in a matrix-vector form conducive to imaging, it is equivalent to the Kaczmarz method (Eqs. (3.1) and (3.3)). The addition of a correction factor to previous image values, \( f_{m-1,n} \), provides the iterative step for this iterative reconstruction technique. The elements of the weighting matrix are given by \( w_{m,n} \) and the convergence of
the corrections can be controlled by the relaxation parameter $\lambda$. The measured projections correspond to $p_m$ and the computed projections to $p^I_m$. The $N_m$ term in the denominator is the total weight of the $m$th ray and can be expressed as the sum of each individual weighting factor for the $N$ pixels in the imaging area:

$$N_m = \sum_{n=1}^{N} w_{m,n}.$$  
(4.6)

The initial value of $f$ can also have a significant impact on the convergence of iterative algorithms. This basis value, sometimes called the initial guess, was found to be of critical importance to the synthetic testing and method validation used for this project. Varying initial guesses were used in combination with specific artificial imaging objects in order to test the influence of the initial guess on the converged image. This synthetic testing provided an important means of validation for the algorithms used to reconstruct the airglow emission structure.

4.3. Results

The results of this study are divided into two parts using synthetic and measured data. The synthetic data are first discussed as a means of validating the PCART tomographic method used here. OH data and their corresponding reconstructions are then presented to demonstrate the capability of this technique for future airglow imaging studies.

4.3.1. Synthetic Data and Validation

Synthetic imaging objects were generated by artificially specifying the values of $f$ corresponding to a terminal iteration value. The weighting matrix was then utilized in a forward modeling approach to create synthetic projections of the artificial object. These synthetic projections were then processed by the tomographic (inverse) algorithm to generate reconstructed images. The validity of these images was assessed by comparison with the original artificial imaging objects. Through successive testing, an understanding of the
behavior of the reconstruction algorithm under conditions appropriate to the airglow measurements was achieved. The combination of these assessments provided a good qualitative assessment of the accuracy of the tomographic algorithm. Confidence in the reconstructions was obtained through synthetic testing of artificial imaging objects, which closely resembled the airglow structure. In this study, typical synthetic objects were constructed using a vertical profile and periodic wave structure to simulate gravity waves propagating through the OH layer.

As two-station airglow tomography involves an imaging configuration, which restricts the ray coverage, an assumed vertical profile or some other form of height constraint is necessary in the inversion process. This need for an a priori initialization of the correction algorithm has been previously described in the literature. The rocket-based tomography reported by McDade, Lloyd, and Llewellyn as part of the ARIES campaign included a careful selection of pixel elements, which were allowed to contribute to line-of-sight brightness measurements. The imaging region was restricted to a rectangular grid, which conservatively enclosed the primary auroral form as determined separately from ground-based observations [35]. Similarly, Semeter and Mendillo regularized the ill-posed tomographic problem of reconstructing atmospheric emissions observed from the ground by constraining the vertical profile to a Chapman function. The resulting nonlinear optimization problem was minimized and used as the initial guess in a MART algorithm [52]. Of particular relevance to our OH airglow study, Anderson, Kamalabadi, and Swenson used a Gaussian function as the vertical profile for their atmospheric gravity wave (AGW) parameter estimation method [62].

During the synthetic testing, the algorithm’s independence from ray geometries and sensitivity to various vertical profiles were examined. The effects of different ray-tracing geometries on the PCART algorithm was performed using a range of imaging grids that were varied independently between the forward problem (synthetic data) and inverse prob-
lem (tomographic reconstructions). For example the synthetic object shown at the top of Fig. 4.6 was generated using a 50x200-pixel grid. This differs from the 60x160-pixel grid used in the three reconstructed images shown in the figure (bottom). The algorithm’s ability to reconstruct the object when provided with a different projection matrix, resulting from varied ray coverage, demonstrates a robustness, which provides confidence in the tomographic algorithm and the Gaussian initialization.

As part of the synthetic testing, various vertical profiles were used to initialize the reconstruction algorithm in order to study its behavior. These distributions were characterized by their width ($\Gamma$), vertical position ($\mu$), and maximum value ($P_m$). Three of which are described as follows. The square or constant profile (Fig. 4.7 upper panel) is defined by

$$P_S(z) = \begin{cases} P_m^S & \text{if } \mu - \frac{\Gamma}{2} < z < \mu + \frac{\Gamma}{2} \\ 0 & \text{otherwise} \end{cases},$$

which is the simplest assumption and includes the least a priori information. The maximum value ($P_m^S$) is not unique to any single altitude. The value of $\mu$ is the center of the distribution as opposed to a maximum or peak value.

A common asymmetric profile frequently encountered in aeronomy is the Chapman function. It is defined by [52]

$$P_C(z) = P_m^C e^{\frac{1}{2} (1 - \tilde{z}^2 - e^{-\tilde{z}})},$$

where

$$\tilde{z} = \frac{z - \mu}{\Gamma}.$$  

(4.8)

The Chapman profile can be seen in Fig. 4.7. Due to asymmetry, the value of $\mu$ defines the altitude of the maximum emission rate as opposed to the function centroid. The characteristic width ($\Gamma$) is less intuitive in this case. However, it is analogous to the parameterized width of a Gaussian defined by:

$$P_G(z) = P_m^G e^{-\frac{(z-\mu)^2}{\Gamma^2}}.$$  

(4.10)
Fig. 4.6. The reconstructed results of synthetic testing performed using the three initial profiles shown in Fig. 4.7. The synthetic object (a) was designed to include asymmetries and height variation in order to test the robustness of the algorithm and compare initial guesses. The reconstructions resulting from square (b), Chapman (c), and Gaussian (d) initializations are shown.

The Gaussian profile (Fig. 4.7) has been used in prior studies to represent the stratified form of cloud or emission layers in atmospheric imaging [62]. It is simpler than the Chapman function and is symmetric. These three functions were used to initialize the reconstruction algorithm during synthetic testing.
Figure 4.6 shows one example of an artificial airglow imaging object representing a vertical cross-section through several wave crests. The three profiles discussed above were used to initialize the algorithm in an attempt to reconstruct the artificial object. The resulting reconstructions are also shown in Fig. 4.6. The use of a square initial guess prevents the reconstruction from localizing and a broader square initialization causes it to wash out completely. Using this imaging configuration, there is not enough projection data to reconstruct an image without the use of a height constraint. In contrast, the accuracy of the reconstruction using the Gaussian and Chapman profiles is evident in both cases (Fig. 4.6). Minor effects and artifacts are visible, but the overall integrity of the reconstructed images is apparent. The reconstructions are shown for 20 iterations, by which point the value of the sum of each pixel in the image changed by less than 1% during an iteration.

A more detailed comparison between the reconstructions using the Gaussian and Chapman profiles shows that although the Chapman initialization contains more information on the layer’s assumed vertical profile, it did not significantly alter the resulting structure along the bottom edge. Asymmetries and height variations were also included in the synthetic object to test the capabilities of the Chapman function, as well as the performance of a symmetric Gaussian, under these same conditions. The Gaussian initialization proved capable of reconstructing these asymmetric objects while the Chapman profile caused some distortion along the top edge and exhibited a higher occurrence of imaging artifacts. Furthermore, the use of a slightly wider Gaussian (as much as twice the width of the synthetic object) did not significantly alter the reconstructions.

The choice of a Gaussian structure in simulating airglow layer emission profiles is also supported by previous ground-based measurements using combinations of Na lidar, radar, imaging, and interferometric measurements of different airglow layers [58, 62, 63]. Additional support is provided by the SABER instrument onboard NASA’s TIMED satellite. SABER was designed to measure the vertical distribution of infrared radiation emitted by
Fig. 4.7. Three of the profiles used to initialize the reconstruction algorithm during synthetic testing. The square (top), Chapman (center), and Gaussian (bottom) profiles are shown along with their vertical cross-sections (left).

various atmospheric gases. The graph in Fig. 4.8 displays an average volume emission rate (VER) for the 1.64µm band (channel 9) as a function of altitude. These data comprise an average of 35 nighttime measurements made as the satellite passed within 10° longitude and 10° latitude of BLO in February of 2009, spanning the time period when the the tomographic measurements were made. The average OH VER exhibits a Gaussian-like response with a peak emission altitude of 87.3km and a FWHM of 9.8km, in good agreement with previous OH emission measurements [53]. This channel is dominated by the OH (4,2) and (5,3) band emissions, which typically originate at a slightly lower peak altitude (approx-
imately 1.5km) than the broad-band (710-930nm) OH emissions, primarily the OH (6,2) and (7,3) bands, imaged by both cameras [64].

Fig. 4.8. An average volume emission rate (VER) profile of the OH emission determined from SABER observations onboard NASA’s TIMED satellite. The data were collected in February of 2009 and correspond to instances when the satellite passed within the vicinity of BLO. The profile exhibits a Gaussian-like shape of FWHM 9.8km and a peak height of 87.3km.

In summary, the simplicity of the Gaussian and its success in reconstructing the synthetic imaging object when compared to more sophisticated (Chapman-like) initializations has made it a natural choice for an initial guess in this study. It also assumes less a priori information than the Chapman profile and has proven to be sufficiently independent of ray configurations. Furthermore, the Gaussian initialization also proved superior to back-projection and other forms of distributive initializations (not discussed here). As accurate tomographic imaging of airglow from a limited number of viewing angles requires the use of a height constraint, a SABER-like Gaussian profile conveniently centered at 85km has been used in the OH airglow reconstructions. This is well within the nominal height range of the OH layer [53].
4.3.2. Airglow Layer Reconstructions

The synthetic testing results support the use of the PCART algorithm for the two-station tomographic airglow study, while the tests conducted using different emission profiles support the use of a symmetric Gaussian and provide confidence that the resulting structures are authentic and not artificially introduced by the initial guess. Emission data were uniformly sampled along a line joining the two camera sites (Fig. 4.3) and processed using the presented tomographic technique to reconstruct a 2D cross-sectional view of the airglow layer and its structure as shown in Fig. 4.9. The reconstruction was made over a height range of 70-100km and a horizontal ground range of 80km using a Gaussian centered at 85km with a FWHM of 10km. The reconstruction yielded information on the airglow layer over the altitude range of 82-88km. As expected, the structured region between the 40 and 80km range coincides with the wave pattern, comprising three main crests evident, near BLO in Fig. 4.3, while the structureless region closer to SVO appears to be thinner. As the upper and lower boundaries of the reconstruction were created by the tomography algorithm and not artificially introduced, they appear to represent significant changes in the bottom-side altitude of the OH layer. Furthermore, several finer wave structures within the vicinity of BLO are also evident in the reconstruction. These are more easily seen in the later images of the time series of Fig. 4.2.

Fig. 4.9. A cross-sectional tomographic reconstruction of the OH layer using data from two ground-based CCD cameras and constrained using a Gaussian profile. Note the change in structure, content, and apparent layer depth along the line joining BLO and SVO.
4.3.3. Three-Dimensional Mapping of Airglow

While a standard 2D reconstruction of the airglow layer provides information on the structure within the zenith plane, it is clearly limited and does not utilize the full 3D imaging volume for quantitative studies of the wave evolution and propagation. To do this, we have developed a novel tomographic fanning technique to create a true 3D mapping of the airglow layer and its structure. In this method, a series of 2D reconstructions are acquired at varying angles away from the zenith plane and combined together to form a 3D reconstruction. This concept is illustrated in Fig. 4.10. The two horizontal planes shown represent the upper and lower boundaries of the tomographic imaging region.

Successive 2D reconstructions (totalling 180 slices) were generated at viewing angles incremented at 0.33° (limited by CCD pixel resolution) up to ±30° from the zenith. These images were then combined using volume-rendering software to create a 3D mapping of the airglow layer as shown in Fig. 4.11. The spatial extent of the 3D imaging volume is illustrated by the dashed rectangle in Fig. 4.3.
Fig. 4.11. A composite 3D rendering of the airglow layer formed by combining 180 individual 2D reconstructions using the fanning geometry of Fig. 4.10.

The 3D surface provides information about the structure and extent of the wave features, which is not accessible in 2D reconstructions. For example, the three primary wave crests (horizontal wavelength ~20-30km) are clearly seen extending across the top of the airglow mapping as surface undulations with significant peak-to-peak variations $>1\text{km}$. These correspond to the short-period waves seen in Fig. 4.2. Further information can be obtained by slicing the 3D mapping at selected altitudes creating several horizontal 2D cross-sectional segments. An example of this process is presented in Fig. 4.12, which is an expanded view of Fig. 4.11. In this case, the 3D rendering has been divided into six slices, each separated by 1.2km and spanning the altitude range 82-88km. The finger-like wave structures are seen in each level, establishing the coherence of the wave throughout the airglow layer. However, the structure in adjacent levels shows significant difference in the fine-scale structures. This new fanning technique clearly provides additional detailed structural information, which is not readily available using current limited tomographic methods applied to atmospheric data.
Fig. 4.12. An expanded view of the 3D airglow mapping shown in Fig. 4.11. The 3D rendering has been divided into six horizontal slices, each separated by 1.2km. The ability to observe individual wave-like structures within the airglow layer demonstrates the advantage of using the 3D fanning technique.

4.4. Discussion

The ability to perform detailed tomographic processing of airglow image data from only two stations has major practical advantages. This is because high-quality imaging instrumentation is relatively sparse and the placement and maintenance of three or more such instruments can be logistically difficult. Previously, 3D tomographic reconstruction of the airglow layer was thought to require at least three cameras with one of the sites not in line with the other two [50]. However, it has been demonstrated here that the fanning technique can provide robust 3D reconstructions using data from only two-stations. This was achieved by combining a number of adjacent 2D slices reconstructed from projection
planes that are incrementally tilted from the zenith (Fig. 4.10). The resultant 3D airglow reconstructions exhibited consistent and well-defined variations in layer height, thickness, and internal structure (Figs. 4.11 and 4.12).

This study has been restricted to the development and demonstration of the fanning technique using suitable a priori knowledge of the layer to investigate 3D wave structure in the OH layer. Multiple 3D renderings constructed from time sequences of image pairs would provide important new information on the wave propagation, evolution, and possibly even its dissipation during the course of a night. Frequently more than one wave pattern is observed in the airglow layers (as is evident in the time sequence of Fig. 4.2) and the 3D data can be used to investigate different structures along various angled planes. The potential to view the 3D mapping along specific axes of interest is illustrated in Fig. 4.13, which plots the lower half of Fig. 4.11 along a plane normal to the wave crests (i.e. orthogonal to the direction of the wave propagation). Such data can provide clearer structural information on the individual wave events.

![Fig. 4.13. The lower portion of the 3D airglow mapping shown in Fig. 4.11 segmented normal to the wave crests.](image)

Airglow imagery are frequently used to obtain key parameters of the gravity waves in the mesosphere-lower thermosphere (MLT) to define their characteristics and to better un-
derstand how they transfer momentum and generate turbulence at these altitudes [51]. One of these parameters is the intrinsic phase speed of the wave (i.e., speed relative to the background wind field at that altitude). This can be obtained through a knowledge of the wave’s vertical and horizontal wave components, which usually requires coincident measurements of the wind field. Alternatively, this information may be obtained directly from the observed pitch angle of the wave front. The ability to acquire 3D reconstructions containing information on the wave tilt significantly broadens the range of information that can be acquired, as well as the types of wave phenomena that can be studied. For example, horizontal variations in the pitch of the wave front can be determined across the wave field over distances significantly larger than the wavelength of short-period, small-scale (5-50km) waves (Figs. 4.11 and 4.12). The structure and dynamics of more complex phenomena can be studied as well, such as mesospheric bore events, which are characterized by sharp leading wave fronts and undular trailing waves that increase in number with time. Additionally, 3D tomography may be used to investigate interfering wave patterns and embedded instabilities called ripples that are associated with gravity wave breaking. The ability to image the scale of these features, as well as to render their 3D structures as they evolve in time, will lead to new and unprecedented models for upper atmospheric dynamics.

Although the studies reported in this paper were limited to only the NIR OH emissions at 87km, they are also applicable to other MLT airglow emission layers such as the Na (589.2nm line centered at 90km), the O2 (0,1 band at 94km), and the OI (557.7nm green line emission at 96km) [59]. One intriguing possibility is the simultaneous acquisition of tomographic data from several emission bands spanning the 80-100km region of the MLT. Combining the separate emission band reconstructions would extend the vertical range of the tomographic imaging, thereby allowing the observation of phenomena such as the upward or downward propagation of gravity waves or other dynamic phenomena across a wide altitude range.
Finally, the tomographic methods presented in this paper may also be applicable to other upper atmospheric features such as ionospheric F-region airglow, auroral emissions, meteor trails, and polar mesospheric clouds. The ability to collect tomographic data from only two stations is particularly well suited to temporary or campaign-style studies where the cost, availability, or access to equipment is a key issue.

4.5. Conclusion

A new method has been presented for creating 3D tomographic reconstructions of the upper mesospheric OH airglow emission using only two-station image data. Through synthetic testing the potential of the fanning method has been demonstrated. The accuracy of the tomographic reconstructions was greatest with the use of the PCART algorithm in conjunction with a height constraint. When the initialization was assumed to have a Gaussian-like structure, the algorithm proved capable of reconstructing asymmetries present in the imaged object. This a priori knowledge localized the initialization and ensured that it was vertically coincident with the imaging object. This technique is especially well suited to airglow tomography because the altitudes of the MLT emission layers are well measured and relatively stable, especially the OH emission layer [53], with wave-induced changes of only a few kilometers [58]. Opportune satellite measurements of some of these emissions are also currently available (e.g., TIMED satellite). The method was applied to OH airglow data taken by two all-sky cameras located at BLO and SVO with an optimal line-of-sight separation of 100km. Cross sectional reconstructions of the layer structure have been presented and analyzed. Multiple reconstructions from a range of angles measured from the zenith were combined to create a 3D mapping of the airglow layer displaying variations in layer thickness, height, and internal structure. The results presented here support the future use of this method for detailed tomographic studies of MLT structure and dynamics.
CHAPTER 5
TOMOGRAPHIC RECONSTRUCTION OF POLAR MESOSPHERIC CLOUD
PROFILES FROM IMAGE DATA COLLECTED DURING THE NASA AIM
SATELLITE MISSION

Tomographic methods and algorithms used to reconstruct vertical profiles of polar mesospheric clouds (PMCs) from satellite image data are described. The Aeronomy of Ice in the Mesosphere (AIM) satellite was commissioned by NASA to investigate the relationship between the temporal variability of PMCs and changes in the Earth’s climate. An overview is given of the geometry of the AIM measurements and the difficulties of using satellite imagery for investigating mesospheric phenomena. A technique which uses a vertical height constraint in the initialization of the inverse problem is presented for overcoming some of these challenges. Synthetically created data by way of the forward problem were used to analyze the effectiveness of the height constraint technique and to validate the tomographic methods used to create the vertical profiles. Examples of reconstructions from the satellite data are presented and interpreted. Since the image data had approximately the same resolution as the PMC thickness, the data were interpolated using a cubic spline to a finer resolution and reconstructed using the same techniques. This was done to allow for clearer delineation of structure and to assess the effect that interpolation had on the vertical profile of the reconstructions. The resulting images demonstrate the potential of using tomographic methods for studying the height variability of the PMC layer and indicate the potential for future analysis of higher resolution data. The importance of tomography to the study of the PMC layer is discussed.

5.1. Introduction

The earliest recorded observations of polar mesospheric clouds (PMCs) were made on

---
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June 8, 1885 [65]. Their existence was subsequently noted by other observers throughout the summer of that same year [66]. There appears to be no record of their observation prior to 1885. Significant interest was generated at the time of their discovery as a result of triangulation techniques, which predicted a formation altitude of 82km, suggesting the atmosphere extended much further than had previously been believed [67]. The present interest in PMCs is a result of the chronological correlation between their discovery and the global increase of fossil fuel usage, which occurred in the 19th century. It has been suggested that their initial appearance may have been a result of increasing methane (CH₄) levels caused by the industrial revolution [68]. Methane oxidizes to form H₂O in the stratosphere and an increase in CH₄ would lead to an increase of water vapor in the upper atmosphere, promoting PMC growth [69]. Although variations in the occurrence frequency of PMCs have been observed, long-term (28 yr.) trends show an increase ranging from 7-20% per decade depending on latitude [70]. The study of PMCs is therefore of great interest to atmospheric science as their occurrence frequency could act as an indicator of global climate change.

The formation of PMCs has been the topic of considerable investigation and several theories have been developed since their discovery. The earliest of these theories suggested that their formation was caused by volcanism [71]. Thomas gives a thorough description of the historical development of PMC studies and notes that subsequent hypotheses pertaining to their formation included cosmic dust and water-ice nucleation models [67]. Data collected by the Halogen Occultation Experiment (HALOE) support the existence of water-ice crystals as the primary component of PMCs [69].

In addition to their composition and formation, the dynamics of PMCs is of great interest to the study of global climate change. Observations made by the Student Nitric Oxide Explorer (SNOE) suggest the occurrence frequency is strongly influenced by dynamic mesospheric processes [72]. A desire to better understand the structure, extent, occurrence, and evolution of PMCs has lead to several experiments designed to image the PMC layer.
Ground-based imaging techniques were the first to be utilized in PMC studies and date back to initial triangulation measurements, which were simultaneously conducted in Russia and Germany in 1896 [73]. The development of lidar [74], radar [75], and other technologies have helped to advance imaging methods for use in atmospheric studies. Despite these advances, the use of ground-based imaging of PMCs is inherently restricted to a relatively small geographic range. Although observations have been reported as low as 42° N latitude [76], they are typically limited to within 50° latitude from either the North or South Pole with an ideal observation range of 53-57° north or south and 5 weeks before or after the summer solstice [67]. This restriction limits accessibility, which is the primary advantage of ground-based techniques in comparison to airborne or satellite imaging methods.

While major advances have been made in ground-based imaging techniques, opportunities are currently being provided by space-based imaging experiments, which are simply not available by any other means. High-altitude balloons are common in atmospheric studies, but have not been used extensively in PMC research as the altitude of the mesosphere prevents the possibility of in situ balloon measurements [77]. Rockets have been used to collect data samples at mesospheric altitudes, often for PMC composition and formation studies [78], however they do not provide substantial opportunities for conducting imaging experiments. Early space-based research into PMCs generated significant contributions to the field when limb-scanning measurements made by an airglow photometer onboard the OGO 6 satellite observed a scattering layer, which extended to the poles and increased in brightness in the poleward direction [79]. This discovery led to the terminology polar mesospheric cloud [67]. Prior to that time they had been referred to as noctilucent clouds (NLCs) or night-shining clouds. The term noctilucent cloud (NLC) is still used in the literature and is typically reserved for ground-based observation. There appears to be no difference between NLCs and PMCs and the two terminologies are mostly used to distinguish space-based observation (PMC) from ground-based observation (NLC) [80].
Satellite observations of PMCs began with Soyuz 9 in 1970 [81] and were later conducted from Skylab [82]. The Solar Mesosphere Explorer (SME) spacecraft, launched in 1981, was used to conduct spectroscopic observations of the PMC layer [83]. Additional mesospheric data were acquired by the Upper Atmosphere Research Satellite (UARS) [84] and the Thermosphere Ionosphere Mesosphere Energetics and Dynamics (TIMED) satellite [85]. The Swedish-led satellite Odin with its onboard Optical Spectrograph and Infrared Imaging System (OSIRIS) was not launched with the intention of mesospheric investigation but rather of ozone depletion and star formation studies [86]. The satellite outlived its required lifetime of two years and the OSIRIS instrument has subsequently been used to collect additional atmospheric data using limb-scans from 15-120km in altitude [86, 87].

Line-of-sight brightness measurements have also been acquired using the onboard infrared imager (IRI), a component of the OSIRIS instrument. These data provided multiple-angle views and facilitated a tomographic imaging approach, which has been explored and applied to OSIRIS data by various authors since Odin was launched in 2001. Degenstein et al. investigated the feasibility of retrieving atmospheric structure from a series of limb images taken aboard a satellite using a likelihood expectation maximization algorithm [88]. They concluded that even in the presence of substantial observational noise, it is possible to retrieve both horizontal and vertical structure. These same authors later used data collected by the IRI to map volume emission rates of the oxygen infrared atmospheric (OIRA) band [44].

The Odin satellite mission consequently represents a significant advancement in space-based mesospheric studies as it marks the first time that tomographic inversion methods have been a significant component of the resulting data analysis. Tomography is a powerful imaging tool, which has long been used in medical diagnostics and is currently experiencing a rapid expansion of applications in a wide range of fields. The Aeronomy of Ice in the Mesosphere (AIM) satellite, launched in 2007, is the first satellite mission in history
with the primary objective of studying PMCs [89]. The Cloud Imaging and Particle Size 
(CIPS) experiment provides four onboard cameras capable of unprecedented 2km horizon-
tal resolution at mesospheric altitudes. The AIM satellite and the corresponding CIPS data 
consequently provide a unique opportunity for studying PMCs.

The present work represents some of the first efforts to reconstruct vertical profiles of 
PMCs from AIM satellite data. The imaging configuration of the CIPS cameras onboard 
the AIM satellite is examined and the challenges of using satellite data in tomographic re-
constructions are discussed. The tomographic theory of sparse data is examined as it relates 
to the AIM-PMC geometry. Algorithm validation is conducted using synthetically created 
data and the results of tomographic methods applied to the CIPS data are presented and 
discussed. The data are interpolated to a finer resolution using a cubic spline to explore the 
impact it has on the vertical profile of the reconstructions. The PMC layer is geometrically 
thin (1-3km) [90] and has presented a challenge for limb-scanning instruments, which are 
often used to map atmospheric profiles, including OSIRIS [91]. The interpolated data are 
reconstructed using the same tomographic methods and the vertical structure is analyzed. 
The prospect of future satellite data collection at higher resolutions is discussed, as well as 
the importance of tomographic applications to PMC studies.

5.2. Methods

The predominant challenge associated with the application of tomographic methods to 
atmospheric measurements is the sparsity of the acquired data. More conventional appli-
cations of tomography typically involve data, which has been collected from large arrays 
of sources or viewing angles. In medical CT, emitters and receivers are rotated around the 
region of the body that is to be imaged. The resulting data are collected from hundreds 
or even thousands of source and receiver positions. Large amounts of data collected from 
large numbers of viewing angles provide for a well-conditioned solution set and thereby 
reduce the indeterminacy of the inverse problem. This allows for high-resolution recon-
structions capable of resolving fine structure with little or no a priori information about the imaging region required for initializing the algorithm. Atmospheric data are very different by comparison as the region to be imaged is inherently less accessible. Measurements are often collected by only a few receivers and the high altitudes involved can restrict the range of available viewing angles.

Despite these challenges, optical tomography has proven to be a powerful imaging tool in a variety of fields. Specific classes of correction algorithms have been developed for approximating solutions to highly underdetermined inverse problems. Such ill-conditioned systems can, however, be highly sensitive to the initialization of the algorithm or the so-called initial guess, and therefore present their own unique complications. Accurate reconstructions of sparse data therefore require a sound understanding of the applied algorithm and how it relates to a specific imaging configuration. The initialization of the algorithm with a priori information is also necessary in order to obtain the desired convergence. This section examines the acquisition of the AIM data and its unique imaging configuration, along with the choice of a correction algorithm and its initialization using a Gaussian layer.

5.2.1. Imaging Configuration

The AIM satellite was launched from Vandenberg Air Force Base (CA), by the Pegasus XL rocket on April 25, 2007. Its retrograde orbit with an inclination of 97.8° is nearly polar and exhibits a period of 96 minutes and 32 seconds [89]. The altitude of the AIM satellite varies slightly, but an approximate height of 600km was used in the reconstructions. The typical occurrence altitude of PMCs is 82-83km [90] and a height of 83km was used as the center of the initial guess in the correction algorithm. This implies that the AIM satellite orbits at an altitude of 517km above the PMC layer as can be seen in Fig. 5.1.

The CIPS experiment provides four onboard cameras facing in the forward, aft, port, and starboard directions. The composite instrument is a wide-angle imager with a field of view spanning 120° along track and 80° across track (1800x800km) [92]. Images are
Fig. 5.1. An illustration of the imaging configuration from which the reconstructed data were acquired. The AIM satellite orbits 517km above the PMC layer at an altitude of approximately 600km. Photographs were taken by onboard CIPS cameras at five orbital positions and used to reconstruct PMC profiles.

Acquired by each of the four cameras simultaneously at varying orbital positions and then merged and binned to form a single composite image called a scene. An example of a composite image from the four cameras is shown in Fig. 5.2.

Figure 5.2 also illustrates the overlapping technique, which is used to extract a common profile from multiple angular views. Images are acquired by the CIPS cameras at consecutive orbital positions separated by 190.5km. The field of view spans 1800km along the orbital direction allowing the same region of the PMC layer to be visible in multiple scenes. In order to acquire the needed projection data, five adjacent scenes were overlapped and an imaging region common to each was identified. This region is represented by the yellow line in Fig. 5.2. The emission intensities measured along the same linear section of the
Fig. 5.2. An example of a composite scene created from images acquired by the four CIPS cameras onboard the AIM satellite. Also shown is the overlapping technique from which a common profile is extracted from five composite scenes and used to create tomographic reconstructions of PMCs.

PMC layer comprised a set of five different angular views from the image data that were used to create the reconstructions in this study.

5.2.2. Tomographic Theory

Accurately reconstructing atmospheric layers presents a unique tomographic challenge. Regardless of the method used for data collection, the number of available viewing positions from which the data are acquired is inherently limited compared with other applications. This restriction increases the indeterminacy of the inverse problem and can make convergence to a high-fidelity solution difficult. Satellite acquisition of image data is a promising method for performing atmospheric tomography, yet provides its own specific complexities. The obtaining of an optimal spread of tomographic ray geometries necessitates that the separation of imaging locations be comparable to the altitude disparity between the imagers and the layer itself. The CIPS data were acquired at locations separated by 190.5km, suggesting a tomographically optimal orbital altitude of 273.5km. The actual
AIM orbital altitude of 600km accordingly narrows the angular spread of the rays, which can complicate reconstruction.

Large-scale tomographic measurements often provide sparse data sets, which are most appropriately solved using a class of correction algorithms known as matrix methods. In contrast to the set of transform methods wherein projected rays can be approximated as continuous because of their dense distribution, matrix methods provide a quantized description appropriate for low ray densities. The assumed continuity of the imaging object and its projections is replaced by a discretized representation, and the imaging region is given a discontinuous structure through division into pixels. This quantization of the imaging object and its projections gives rise to a linear description and a matrix formalism [18].

In the discretized representation, the projection $p$ is equal to the product of the weighting factor $w$ and the pixel value $f$:

$$ p = wf. $$

(5.1)

The weighting factor represents the individual contribution of a pixel to the attenuation of the ray passing through it. In straight-line tomography, attenuation is characterized by a decrease in the signal measured at a given angle. This is typically caused by scattering as it is a more dominant mechanism than absorption in most translucent materials. The contribution of a pixel is often represented by the length of a ray segment traversing the pixel or more accurately by the area of the ray intersecting the pixel. The total measured projection along a given angle resulting from the ray’s interaction with $N$ pixels can be expressed as the sum:

$$ p = \sum_{n=1}^{N} w_n f_n. $$

(5.2)

In matrix methods, the number of rays reaching a receiver is finite and the projection of the $m_{th}$ ray through the imaging region is given by:

$$ p_m = \sum_{n=1}^{N} w_{m,n} f_n. $$

(5.3)
These projections constitute a projection vector and the individual sums define a system of equations, which result in the matrix equation $\mathbf{p} = \mathbf{Wf}$. This system is often difficult to solve. In practice this complication is a consequence of underdetermined systems, which result from sparse data sets and have no unique solution [18]. The approximate solutions of large matrix equations can be difficult to accurately obtain and minimizing the error associated with such solutions forms the foundation of algebraic tomography.

The challenge of accurately reconstructing sparse data can be minimized through certain approaches. The use of a fundamentally compatible correction algorithm, which is also appropriate for the ray geometry, is of critical importance. The calculation of the weighting factors used in the correction algorithm should be as accurate as possible and the algorithm itself should be capable of approximating solutions to highly underdetermined systems. There is a class of correction algorithms known as the algebraic reconstruction techniques (ARTs), which are able to process sparse data and are commonly used in tomographic applications. Within this set of algorithms there exist variations of the fundamental unconstrained algebraic reconstruction technique (ART) including the constrained algebraic reconstruction technique (CART), simultaneous ART (SART), and multiplicative ART (MART) [18]. Additional related algorithms include the simultaneous iterative reconstruction technique (SIRT) and a method that utilizes the ART algorithm, but stores critical values for later use known as memory ART. A slight variation of the constraint used in CART leads to the partially constrained algebraic reconstruction technique (PCART). The ART algorithms have been tested in various applications and can have vastly different convergence properties depending on their usage [25]. The authors have conducted algorithm testing in the context of the AIM/CIPS data for the previously mentioned algorithms and have determined that PCART exhibits the optimal accuracy. PCART has also been applied by the authors to two-station tomography of airglow and appears to be an apt choice when the data is particularly sparse and the resulting matrix equation is highly ill-conditioned.
The PCART correction algorithm is expressed as

\[ f_{m,n} = f_{m-1,n} + \lambda \frac{(p_m - p^i_m)w_{m,n}}{N_m}, \]  

(5.4)

where \( f_{m,n} \) is the discrete value of the reconstructed image for the \( m \)th ray and the \( n \)th pixel. The iterative nature of the algorithm is evident in the addition of a correction term to previous image values \( f_{m-1,n} \). The elements of the weighting matrix are given by \( w_{m,n} \) and the rate at which the algorithm converges to its terminal value can be controlled by \( \lambda \), the relaxation parameter. The physically measured projections are given by \( p_m \) and the corresponding computed projections, calculated using the weight matrix and the current values of the image vector \( f_{m,n} \), are given by \( p^i_m \). The measured and computed projections are compared by subtraction in the algorithm to assess the comparability between the imaging object and its reconstruction. The total weight of the \( m \)th ray, \( N_m \), is equivalent to the sum of each individual weighting factor for the \( N \) pixels in the imaging area. It is expressed as

\[ N_m = \sum_{n=1}^{N} w_{m,n}, \]  

(5.5)

and used in the denominator to effectively normalize the correction term. The constraint used in PCART prevents negative correction factors by setting them to zero in the iteration.

The value \( f_{0,n} \) used to initialize the algorithm can have a substantial impact on its final convergence, particularly when the inverse problem is ill-conditioned. This initial value of the reconstructed image is used as the basis for subsequent correction terms and is often called the initial guess. The choice of an effective initial guess in applications of tomography to sparse data is consequently of great importance to the accuracy of the reconstructions. In addition to the chosen correction algorithm, an accurate initial guess can substantially reduce the difficulties associated with particular imaging configurations. If the data is sufficiently limited, as it is in the case of the AIM data, a poor choice of initial guess will prevent even the most suitable of algorithms from being able to create sufficiently accurate reconstructions. Conversely, an effective initial guess can minimize the
difficulties associated with sparse data and cause the algorithm to correctly converge in a way which would not otherwise be possible.

5.2.3. Data Interpolation

Another difficulty associated with performing satellite-based tomography of PMCs is inherent in the PMC layer itself. The PMC layer is thin and only extends over a vertical distance of a few kilometers. This is in contrast to other mesospheric phenomena, such as airglow emission bands, which can exhibit vertical extents as large as 10km. The CIPS instrument onboard AIM consists of four wide-angle cameras, which measure scattered light at a wavelength of 265nm. The AIM satellite orbits approximately 517km above the PMC layer, causing the corresponding resolution at PMC altitudes to be limited by the large distances involved. The CIPS cameras are capable of providing an effective horizontal spatial resolution of 2km in the nadir. This value decreases away from the nadir and falls to roughly 5km at the edges of the forward and aft cameras. The raw data are binned on-chip to form images with spatially varying resolutions, which are then merged to form scenes (see Fig. 5.2) and in some cases intentionally degraded to 5km resolution in order to compensate for geometric smearing [93]. This is done to create a uniform spatial coverage.

Extracting a common profile from a series of scenes allows for an optimization of the resolution. This study utilized data sets with effective spatial resolutions of 2km to extract the common profile. This value, preferred to the 5km spacing of other data sets acquired from the CIPS images, still presents a challenge for tomographic reconstruction. As mentioned previously, the depth of the PMC layer is typically 1-3km. As a result, the acquired data from the CIPS images provides a spatial resolution, which is comparable to the vertical extent of the layer. The vertical distribution of the layer would accordingly be displayed as a single pixel in the reconstructions. This complication would likely prohibit the delineation of any vertical structure or altitude variation, both of which are of interest in PMC studies. For this reason the data acquired by the CIPS cameras were interpolated using a
cubic spline as shown in Fig. 5.3. Resulting data sets have been acquired with artificial resolutions of 1, 0.5, and 0.25km. The interpolated data were reconstructed using the PCART algorithm along with the 2km CIPS data reconstructions.
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Fig. 5.3. The interpolation procedure used to refine the 2km spatial resolution of the data collected by the satellite-based CIPS cameras. The original data are shown (top) which include 381 measurements along the 762km imaging region of the PMC layer. A portion of the cubic spline used to interpolate the data is shown (center) along with the corresponding data points. The interpolated curve, used to create the higher-resolution reconstructions, is also shown (bottom). The relative intensity is displayed on the vertical axis in each plot.

5.3. Results

The presented reconstructions can be divided into three types based on the origin of the data used in their creation. A synthetic reconstruction, generated by artificial data, is first presented as a means of validating the accuracy of the tomographic algorithm. The images formed from the 2km resolution CIPS data are then presented followed by the
reconstructions of the interpolated data sets. These images show the same structure at resolutions of 1, 0.5, and 0.25km and allow for the imaging of increasingly finer PMC structure.

5.3.1. Synthetic Data and Validation

In the reconstruction of sparse data, the initialization of a correction algorithm is often critical for determining the accuracy of the generated image, and should resemble, as closely as possible, the object to be reconstructed. The object of interest in atmospheric tomography is often a cloud or emission layer, which extends over a limited vertical distance at a known altitude. The Chapman emission profiles of airglow layers approximate a Gaussian-like structure with a central peak, and the authors have successfully used a Gaussian layer as the initial guess in airglow tomography. A Gaussian layer centered at a height of 83km was therefore used as the initial guess in the reconstructions of the PMCs and is shown in Fig. 5.4.
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Fig. 5.4. The Gaussian layer used to initialize the PCART algorithm in the synthetic testing and PMC reconstructions. The initial guess was centered at a height of 83km to correspond with experimental predictions of PMC altitudes. The width of the layer was chosen to be sufficiently larger (∼4x) than the typical vertical extent of PMCs. This was done to ensure that the upper and lower boundaries of the reconstructions were not influenced by the initialization of the algorithm.
The accuracy of a Gaussian initial guess in reconstructing layered objects was tested using an artificial imaging object. Synthetic testing is performed in tomographic applications as a means of validating the applied technique. Applying the imaging configuration specific to the AIM satellite, synthetic imaging objects were generated by artificially specifying the values of $f$ corresponding to a terminal iteration value. The synthetic object was then combined with the calculated weighting matrix in a forward modeling approach to create synthetic projections of the artificial object. These synthetic projections were processed by the correction algorithm (PCART) to generate reconstructed images. The validity of these images was determined through comparison to the original artificial imaging object. Successive synthetic testing was used to acquire an understanding of the behavior of the reconstruction algorithm under specific conditions. The combination of these assessments provided the accuracy of the PCART algorithm in this particular imaging configuration. Confidence in reconstructions of measured projection data were obtained through synthetic testing of objects, which closely resembled the authentic imaging object of interest. Height variation was intentionally included in the synthetic object to test the algorithm’s ability to discern vertical information in the data. The synthetic object and its reconstruction are shown in Fig. 5.5.

The accuracy of the synthetic reconstruction is evident. While minor discrepancies exist, the overall structure has been reproduced. It was determined during synthetic testing that the reconstruction algorithm achieves its maximum accuracy when the vertical position of the initial guess coincides with that of the object being imaged. The algorithm is able to accurately reproduce both horizontal and vertical structure when these altitudes coincide. The algorithm converges to a terminal value after approximately 20 iterations. An advantage of the Gaussian initialization method is its ability to create an optimal image when the thickness of the Gaussian is slightly larger than the imaging object. This ensures that the upper and lower boundaries of the reconstructed object are not artificially introduced,
Fig. 5.5. Typical synthetic testing performed using an artificially generated object in combination with a Gaussian initial guess and actual imaging configuration. A known synthetic object is created (top) with certain properties in order to test the ability of the correction algorithm to correctly distinguish desired structure. In the case of the AIM configuration, height variation and asymmetries were intentionally included for validation purposes. The reconstructed object (bottom) demonstrates the capabilities of the applied technique.

a feature that is important in the analysis of vertical structure. It is also applicable to PMC reconstruction since the layer is relatively thin.

5.3.2. PMC Layer Reconstructions

Confidence in the presented tomographic method and the PCART correction algorithm was achieved through repeated use with a variety of data. Application to previous atmospheric tomography supported the robustness of the technique and its particular capabilities for reconstructing highly sparse data when provided with an accurate initialization. Synthetic testing provided an evaluation of the algorithm’s performance relative to a specific
imaging configuration. In this case the testing was done with the ray geometries created by the orbital locations of the AIM satellite. A study of the properties of the PCART algorithm and the behavior of the applied technique under specific conditions, including the influence of the initial guess, supported its ability to accurately reconstruct AIM data. As a result, the described method was used to reconstruct images of the PMC layer using data collected by the onboard CIPS cameras.

Unlike horizontal structure, the reproduction of vertical structure in the PMC layer presents a unique challenge because of its extent. The layer is thin (1-3km) and is comparable in depth to the 2km spatial resolution of the cameras. The resulting reconstruction would consequently display the vertical dimension of the layer with only one or two pixels. This would severely complicate any analysis of altitude variation in the PMC layer. In order to overcome this difficulty, the 2km data was interpolated using a cubic spline to 1, 0.5, and 0.25km resolutions. The reconstructions from increasingly finer data sets are shown in Fig. 5.6.

The reconstructions in the figure represent the entire imaging area, a common region capable of being extracted from five consecutive scenes (yellow line in Fig. 5.2). They span a relatively large horizontal distance of 762km. In order to make vertical variation more visible, close-up images of certain regions are shown in Figs. 5.8 and 5.9, which span shorter distances and are more representative of the physical aspect ratio of the reconstructions.

Another promising feature of the reconstructed images is seen in the vertical extent of the PMC layer. As the resolution increases, the thickness of the layer gradually decreases from a non-physical value of 10-12km to a value of 5-6km, which is in closer agreement with physical measurements. The FWHM was computed for each of the layers shown in Fig. 5.6 at its widest point. These values were then fitted to a power-series curve in order to project what the thickness of the layer would be at higher resolutions. This was done in order to test the stability of the interpolated data and to determine whether the
Fig. 5.6. Tomographic reconstructions of the PMC layer from data collected by the CIPS cameras onboard the AIM satellite, shown with increasingly higher resolution from top (a) to bottom (d). The gradually finer detail visible in the images is made possible by successive interpolation of the original data. The layers have been removed from their backgrounds and are shown with spatial resolutions of a) 2km, b) 1km, c) 0.5km, and d) 0.25km.

layer thickness would converge to a physically meaningful value. The FWHMs of each reconstructed layer are shown as a series of points (represented by blue circles) along with the fitted curve in Fig. 5.7.

In the figure (5.7), the FWHM is plotted as a function of the number of pixels per kilometer (p/km). A value of 0.5 thereby corresponds to the 2km resolution data set. Values of 1.0, 2.0, and 4.0 correspond to the 1, 0.5, and 0.25km resolution data sets, respectively. The FWHM of the layers reconstructed from these data sets were calculated to be 8.20, 6.53, 5.18, and 4.15km, respectively. While the curve does not converge to any nonzero value, it approaches zero slowly. The predicted FWHM is 1.15km at a value of 200 p/km, 0.91km at 400 p/km, and 0.80 at 600 p/km. These values are in good agreement with the 1-3km thickness described for PMCs in the literature.

A clearer delineation of structure and pseudo-convergence to a physically representative vertical extent supports the increasing accuracy of the successively interpolated recon-
Fig. 5.7. The predicted layer thickness as a function of interpolated resolution. The FWHM of each reconstructed layer shown in Fig. 5.6 was calculated at its widest point. These values (represented by blue circles in the plot) were then fitted to a power-series curve in order to project what the layer thickness would be for higher resolution data. This was done to test the stability of the interpolated data and to determine whether the thickness would converge to a physically meaningful value. Successive interpolations are predicted to yield values within good agreement of the 2-3km PMC thickness described in the literature.

...structions. The Gaussian used to initialize the correction algorithm was several times wider than the resulting layers, suggesting that the reconstructed boundaries were created by the algorithm itself and were not artificially influenced by the initial guess. The reconstructions demonstrate the viability of satellite-based tomographic measurements as a means of studying the PMC layer. More specifically, the interpolated data demonstrate the type of structure, which is visible at varying resolutions. The successful application of tomographic reconstruction, particularly from interpolated data, to PMC studies could serve as a foundation for future data collection.

5.4. Discussion

The presented results demonstrate the viability of the applied technique for use in tomographically reconstructing data from the CIPS cameras. The imaging configuration of
the AIM satellite exhibits limited angular views, which lead to sparse data. Despite the ill-conditioned nature of the resulting inverse problem, the applied algebraic correction algorithm (PCART) has been shown to be capable of accurately imaging the desired PMC structure. The excellent convergence of the algorithm is made possible by its initialization using a Gaussian layer as the initial guess. Provided that sufficient a priori information exists concerning the depth or altitude of the structure to be imaged, the layered initial guess approach could be an effective technique in a variety of fields. One-sided imaging problems often involve layered or stratified structure. This is encountered in fields such as geophysics, biophysics, and as shown here, atmospheric studies. The relevant imaging configurations are typically prone to the same challenges of restricted ray distributions
Fig. 5.9. Additional portions of the 0.25km-resolution reconstruction.

and sparse data, making tomographic inversion difficult. The successful application of the PCART algorithm, provided with a layered initial guess, to the AIM satellite data supports the use of algebraic correction techniques in PMC studies. It also provides evidence that an accurate initialization can have a substantial effect on the resulting reconstruction, making algebraic tomography a powerful tool in a variety of fields with similar imaging challenges.

This work also contributes to the validation of satellite-based measurements for use in studying the PMC layer. The AIM satellite mission was the first to proclaim PMC study as its primary objective and has provided unprecedented opportunities for data collection and interpretation. The CIPS cameras allow for relatively high-resolution imaging along the trajectory of the satellite. A common profile extraction technique using multiple composite scenes allows for data sets with 2km spacing. Further analysis and interpretation of the
data collected from the AIM mission, along with the tomographic methods presented in this paper, could help to form a foundation for future satellite-based study of PMCs.

The CIPS data were interpolated to higher artificial resolutions using a cubic spline. The reconstructions of these interpolated data revealed successively clearer structure with increasingly finer interpolation. The detail evident in these spline reconstructions establishes interpolation as a valuable technique for atmospheric imaging. The large distances associated with atmospheric tomography can limit the spatial resolution of cameras, particularly at satellite altitudes. This is of particular significance in PMC studies as the vertical extent of the layer is only a few kilometers. The ability to resolve variations in the altitude of the PMC layer consequently requires a spatial resolution, which is several times higher than its thickness. The delineation of vertical structure is important to understanding the formation of PMCs and the degree to which they are influenced by global temperature increase and climate change. Data interpolation provides for a more clearly defined structure in the resulting images and facilitates a study of height variations in PMCs.

The reconstructions suggest a number of possibilities for further data collection and interpretation. The use of 3D tomography to reconstruct a model of the PMC layer from multiple profiles could be a valuable imaging tool. Fig. 5.10 shows a fanning technique in which multiple common profiles are extracted at various angles measured from the zenith. This results in a series of reconstructed images, which represent multiple cross-sectional slices through the layer. A series of reconstructed images could be combined to generate a 3D model of the PMC layer. The authors have successfully applied this fanning technique to create 3D models of airlgow layers. One advantage of such a model is the ability to image structure perpendicular to the camera array.

Tomographic imaging provides several advantages for studying the formation and dynamics of PMCs. Reconstructed images provide views of the layer’s internal structure and information about its vertical extent, which are not available in ground-based or over-
A proposed method for creating 3D reconstructions of PMCs using the CIPS image data from the AIM satellite and the fanning technique developed by the authors for use in airglow tomography. Multiple profiles are extracted along planes forming an angle with the zenith and used to create a series of reconstructed cross-sectional slices which are combined to generate a 3D model.

Additional information concerning the apparent increase in PMC occurrence could lead to an improved understanding of its connection to climate change. One possibility, which is of interest for further study, is the quantification of height variations observed in the layer. PMCs form under specific conditions, which include narrow ranges for temperature and ambient moisture content [68]. The altitudes at which these conditions are present could provide global climatologic information. The images reconstructed using the AIM data, however, do not show any significant altitude variations. This point is worthy of discussion as it would be important to any future tomographic studies of noctilucent clouds.

Closer examination of the CIPS instrument offers an explanation for the apparent lack of vertical fluctuation. The CIPS cameras acquire images every 43 seconds [94]. The scenes used to extract tomographic projection data consisted of five consecutive images taken at 43-second intervals. A given scene thereby represents a temporal span of 172 seconds. The effect of tides on the motion and structure of noctilucent clouds has been noted in the literature by a number of authors and tidal oscillations have been attributed
to diurnal variations in the PMC layer [95]. Tidal periods exhibit amplitudes of only a few feet and occur over the course of several hours, a temporal span much larger than the few minutes represented in scenes acquired by AIM. Consequently, the CIPS data is not particularly suited for studying long-term temporal variations.

The AIM data presents challenges tomographically for a number of reasons. The imaging configuration only incorporates five viewing angles as opposed to the several hundred angles made possible by the exposure frequency of OSIRIS aboard the Odin satellite. This leads to sparse data and an ill-conditioned inverse problem, the difficulties of which have been addressed in the presented research along with methods for overcoming limited projections. Future tomographic studies of noctilucent clouds will also need to address the feasibility of observing changes in the layer, which occur over large spatial scales or long temporal periods. Possible approaches to these challenges include comparing reconstructions acquired at the same location over a period of several days, a technique that is best suited for ground-based observation. Large-scale PMC dynamics could also be acquired from satellite imagery by reconstructing a series of adjacent scenes obtained during an entire orbital period.

Another approach is suggested here, which may provide information about small-scale fluctuations from which larger trends could potentially be identified. The intensity of the reconstructed images is vertically asymmetric and a study of the peak emission altitude at each horizontal position in the imaging grid could indicate the presence of vertical oscillations and gravity wave induced structure. The centroid $c$ of the $m$th vertical intensity profile can be computed using

$$c_m = \frac{1}{E_m} \sum_{n=1}^{N} e_{mn}d_{mn},$$

where $e$ is the emission intensity at a given point and $d$ is the distance (in pixels) from that point to the bottom of the imaging grid. The sum runs across the $N$ pixels in a given column of the imaging grid. The sum of the intensities in a vertical emission profile can be
expressed as

\[ E_m = \sum_{n=1}^{N} e_{mn}. \]  

(5.7)

The values of \( c \) were computed using this formula and are plotted with respect to the horizontal location of each vertical profile in Fig. 5.11. Minor fluctuations are seen over short-range (2-3km) spans and a general upward trend across the entire length of the reconstruction is seen in the top image of the figure. Techniques such as this could be a valuable tool in the study of gravity wave perturbations in PMCs and merit further investigation.

![Figure 5.11](image_url)

**Fig. 5.11.** Vertical emission profile centroids plotted against position. The tomographic reconstruction shown in Figs. 5.6, 5.8, and 5.9 is vertically asymmetric and the altitude of the peak intensity varies with the horizontal position. Vertical emission profiles were extracted from the reconstructed image and the centroid of the profiles was computed using equation (5.6). The calculated centroids are shown plotted as a function of the horizontal position of the corresponding vertical profile. The top image shows the fluctuation across the majority of the reconstructed layer with closeup views beneath. The method is suggested as a means of identifying small-scale altitude fluctuations present in the reconstructed PMC images.
5.5. Conclusion

Albedo measurements acquired by the CIPS cameras onboard the AIM satellite were used to tomographically reconstruct images of the PMC layer. An overlapping method was used to extract common profiles from a series of composite scenes. These data were used to establish a tomographic inverse problem, ill-conditioned as a result of the restricted ray geometries inherent in the high altitude of the satellite. The PCART correction algorithm was applied to the inverse problem and initialized using a Gaussian layer. This initial guess makes accurate reconstruction of sparse data possible and supports the use of algebraic tomography in a variety of fields, which encounter challenging imaging configurations. The data were interpolated to higher resolutions using a cubic spline and reconstructed using the same algorithm. The finer detail available in these higher-resolution reconstructions allows for the study of vertical variation in the PMC layer. This is essential to a better understanding of PMC formation and its relationship to climate change. The presented work demonstrates that tomographic reconstruction is a powerful technique for analyzing the AIM data and studying the PMC layer. Satellite-based measurements have provided unprecedented opportunities for atmospheric study; and continued data collection, particularly at higher resolutions, could be essential to the future of PMC studies.
CHAPTER 6
DIFFUSE TOMOGRAPHY

Each of the tomographic theories and applications, which have been presented thus far, can be classified as straight-line tomography. The majority of tomographic methods, including most medical imaging modalities, can be described as such. The distinction is appropriate for tomographic techniques in which the imaging object does not cause a significant amount of diffraction at a given wavelength. An incident ray is attenuated, but its direction is essentially unchanged. The straight-line description of projections is the most widely used and by far the simplest to implement computationally. It is also pertinent in a number of fields as the need to penetrate an object to a desired depth results in the use of wavelengths, which traverse the imaging region with little interaction.

There are, however, instances in which the imaging region is particularly dense and causes nonnegligible scattering. The use of light at certain wavelengths can provide practical advantages, but may also lead to increased diffraction. Diffuse optical tomography (DOT) is an emerging medical imaging modality, which makes use of near-infrared light for imaging sensitive regions of the body. It is nonionizing and can produce high-resolution images of tissue several centimeters below the surface of the skin. However, light at this wavelength (\( \sim 1\mu m \)) interacts strongly with biological tissue and undergoes significant optical scattering. The incident light is diffused through the tissue and the transmitted signal is often measured on the same side of the imaging region as the incident light. The measured signal can be used to reconstruct the object but a model of the sporadic photon propagation must be included in the inversion algorithm.

The rays are no longer straight and the path taken by a specific ray can no longer be defined. Instead, the distribution of the scattered intensity is simulated and used to create a weighted imaging region in which pixels involved in a higher number of scattering events are given a larger weight. An example of sporadic photon migration is demonstrated by
the diffusive random-walk simulation shown in Fig. 6.1. A variety of techniques exist for defining the projections once the imaging region has been weighted. Scattered ray paths can be chosen pseudo-randomly and used to form the distribution of projected intensities. Straight lines can also be conceptualized as if the emitter and probe were on opposite sides of the imaging region. The method for reconstruction must simply account for the contribution of a pixel to a projected ray in whatever manner the ray is defined. The definition of the ray must remain consistent as it is used to iteratively reconstruct the imaging object. The ART reconstruction algorithms can then be applied.

Fig. 6.1. A diffusive random-walk simulation demonstrating sporadic photon migration. Photons are given an initial position at the origin and a scattering angle and distance is then selected pseudo-randomly. The position of the photon is then updated and the process repeats until the photon is absorbed based on a weighted probability. Another photon is then launched until the algorithm terminates. This simulation demonstrates the nature of diffuse tomography in which the rays are no longer straight and the paths taken by projections are not well defined.
Diffusive projections offer several options for reconstruction and rely on the usual matrix methods to solve. The accuracy of the reconstruction, however, is heavily influenced by the model used to simulate the optical scattering. An accurate representation of the distribution of scattered intensities is crucial to the success of diffusive reconstruction methods. Since the path taken by any one ray is too difficult to simulate, a statistical Monte Carlo approach is adopted in which the accuracy of the model improves as the number of rays is increased. Thousands of simulated rays are included in the model and the locations of scattering events are recorded. The number of scattering events occurring at each coordinate is normalized and used to weight the imaging region. The algorithm used to run the Monte Carlo simulation and produce a weighted grid is relatively simple. The versatility offered by this approach is the way in which the directions of scattered photons are chosen. A few common phase function techniques, often used in DOT, are presented in the following chapter, as well as a scattering technique which utilizes Mie theory in its selection of a photon propagation angle.

The data collected during DOT are one-sided and sparse. The tomographic techniques developed during this research are therefore very applicable to DOT and other diffusive or highly scattering tomographic methods. The developed algorithms and initialization techniques could help to improve the image quality of diffusive tomography. A more advanced understanding of photon propagation in tissue could also improve imaging capabilities. The Monte Carlo techniques currently used in DOT rely on statistical methods and phase functions or on spherical Mie scattering. Much of the optical scattering, which occurs in cells, however, is caused by mitochondria and other intracellular organelles for which a spherical approximation may not be sufficiently accurate. Cell membranes and distorted cell nuclei can also acquire an elongated shape and may be more accurately described as being spheroidal. For this reason a novel Monte Carlo technique has been developed, which utilizes the optical scattering properties of spheroidal particles to determine scattering di-
rections. The method is presented in a paper, which comprises the following chapter, and is suggested to be a more physical approach to cellular scattering than current Monte Carlo techniques. Advanced scattering models such as these could lead to an improved description of diffusive photon migration in biological tissue. Improved Monte Carlo algorithms and research into accurate tomographic methods for reconstructing sparse data could lead to advances in the imaging capabilities of DOT and other diffusive imaging modalities.
CHAPTER 7

A SPHEROIDAL SCATTERING TECHNIQUE FOR SIMULATING DIFFUSE PHOTON MIGRATION IN OPTICAL TOMOGRAPHY OF BIOLOGICAL TISSUE\(^1\)

A Monte Carlo method derived from optical scattering signatures of spheroidal particles is presented for modeling diffuse photon migration in biological tissue. The scattering solution is described using a separation of variables approach and numerical results of scattering simulations are presented. A Monte Carlo algorithm is then developed, which utilizes the scattering model to determine successive photon trajectories. The results of simulations performed using this algorithm, including three-dimensional models of scattered intensities and optical diffusion in virtual tissue, are presented and discussed. The results of additional Monte Carlo simulations performed using isotropic randomization, Henyey-Greenstein phase functions, and spherical Mie scattering are included for comparison. Linear intensity profiles are extracted from the diffusion models and compared. The feasibility of advanced scattering simulations as a diagnostic tool is addressed pertaining to the ability to distinguish specific cellular structures found in the diffused signal. Cell nuclei, which are roughly spherical when healthy, can become deformed in the earliest stages of certain cancers and their elongated shape could potentially be modeled as a prolate spheroid. Results from the Monte Carlo simulations are used to investigate the possibility of detecting large concentrations of spheroidal particles in otherwise spherical distributions, indicating the presence of unhealthy cells. The presented technique is proposed to be a more physical description of photon migration than existing phase function methods. The potential applications of the model and its importance to diffuse optical tomography are discussed.

7.1. Introduction

Throughout the history of optical tomography, emerging technological developments

\(^1\)Coauthored by Timothy E. Doyle.
have expanded the capabilities of existing imaging modalities and have broadened their use in a variety of fields. Medical applications of tomography are well known and the use of x-rays and other light sources for diagnostic purposes constitutes the conventional application of computed tomography (CT).

Modern diagnostic optics began with the advent of Röntgen rays (x-rays) in 1895 [96] and was revolutionized in 1971 by Hounsfield and the introduction of medical CT [2]. This allowed for the creation of reconstructed images, which provided more information than unidirectional projections. Images formed by an attenuated light source continue to be widely used in medical diagnostics and low-energy x-rays are typically found in most forms of CT, including mammography. As tomography usage increased, additional imaging modalities were developed, which exhibited specific advantages. The use of near-infrared light, for example, does not carry the same concerns regarding radiation exposure as does x-ray usage. This is particularly important when imaging vital or sensitive organs.

The use of nonionizing radiation in medical imaging has seen rapid expansion over the last few decades. The use of visible light for detecting breast lesions was first proposed in 1929 but had to be temporarily abandoned because the required intensities were causing the patient’s skin to overheat [97]. Interest in using near-visible wavelengths for tomographic purposes was regenerated as technological advances provided for new applications. The introduction of video cameras allowed for the inclusion of spectral analysis [98] and methods such as diaphanography [99] and breast thermography were made possible by sensitivities in the infrared region. The success of these and other so-called diffusive techniques revived interest in near-infrared imaging and eventually led to the development of diffuse optical tomography, an emerging method for use in breast cancer detection [100].

Diffuse optical tomography (DOT) is an emerging modality, which has recently been applied to the imaging of breast [101], brain [102], and prostate cancer [9], as well as the mapping of brain activity [103]. The method utilizes near-infrared light which, due to its
nonionizing nature, provides opportunities for high-resolution imaging of sensitive regions of the body. However, light at these wavelengths (∼1µm) interacts strongly with biological tissue and significant optical scattering occurs, leading to diffusion of the incident light. Optical scattering and absorption in the body can provide important physiological information such as the oxygen saturation [104] and hemoglobin levels of blood [105], however they also create a complex imaging configuration in which the path taken by a given ray is not well defined. The creation of accurate tomographic reconstructions from this diffused signal requires a simulated description of the resulting sporadic photon migration. Optical scattering in tissue is a complex problem, which is not fully understood and improvements to existing models could provide opportunities for the advancement of current imaging capabilities. This paper presents a Monte Carlo technique for simulating diffuse photon migration using the optical scattering solution for spheroidal particles.

The potential of this approach is derived from primary features of cellular structure. Mitochondria are typically spheroidal in shape [106] and are responsible for a significant fraction of the optical scattering which occurs in cells [107–110]. It has been suggested that roughly 55% of the elastic light scattering at high angles (>40°) comes from intracellular structures, of which a significant amount is attributed to cytoplasmic structures, such as mitochondria [111]. This is particularly true at near-infrared wavelengths, which are roughly equivalent to the typical micron-order diameters of mitochondria [112]. Cells themselves can exhibit spheroid-like shapes and the highly scattering cell nucleus, more spherical in healthy cells, can become deformed or elongated during the early stages of cancer [113]. A considerable amount of the total optical scattering, which occurs in the cell, can therefore be attributed to spheroid-like objects, thereby forming the theoretical basis for this model. Current Monte Carlo simulations used in DOT often rely on phase functions, which statistically determine scattering directions based on known macroscopic properties of the tissue [114]. It is proposed that the presented model, which relies on a knowledge of intracel-
lular structure, as well as an optical scattering solution derived from first principles, is a more physical approach to the problem, which could provide a more accurate description of diffuse light propagation in biological tissue. This in turn could lead to more accurate tomographic reconstructions using diffusive imaging techniques.

The spheroidal scattering solution used to create the Monte Carlo algorithm is presented and described in detail. The design of the Monte Carlo algorithm itself is then discussed and the results of simulated diffusive photon migration using this algorithm are presented including three-dimensional models of the scattered intensities. The results of additional Monte Carlo simulations, based on isotropic randomization, Henyey-Greenstein phase functions, and spherical Mie scattering, are included for comparison. Linear intensity profiles are extracted from the diffusion models and compared. The feasibility of using advanced scattering simulations as a diagnostic tool is addressed as it pertains to the ability to distinguish cellular structures evident in the diffused signal, specifically quasispherical and deformed spheroidal. Results from the Monte Carlo models are used to simulate the possibility of detecting large concentrations of spheroidal particles in normally spherical particulate distributions, potentially indicating the presence of unhealthy cells. The importance of the continual development and advancement of photon migration models of this type is discussed.

7.2. Spheroidal Scattering

The spheroidal scattering solution used in the development of the Monte Carlo algorithm follows a separation of variables approach. This technique has been used to model spheroidal scattering by a number of authors [115,116], but perhaps most notably by Asano and Yamamoto [117] who examined the problem in considerable detail. A solution is developed in spheroidal coordinates, which satisfies Maxwell’s equations and the relevant boundary conditions.
7.2.1. Scattering Configuration

It is assumed that a linearly-polarized, monochromatic, electromagnetic plane wave is incident on a spheroidal particle embedded in a medium. The spheroid and medium are assumed to be both homogenous and isotropic, but with different indices of refraction. The system is assumed to be nonconducting, nonmagnetic, and electrically neutral. The time-dependent component of the electromagnetic field is assumed to be harmonically oscillatory and hence, can be expressed in the form $e^{-i\omega t}$. In the absence of source charges the static Maxwell equations can be written as [118]

\[ \nabla \cdot \mathbf{E} = 0, \]
\[ \nabla \cdot \mathbf{H} = 0, \]
\[ \nabla \times \mathbf{E} = ik_0 \mathbf{H}, \]
\[ \nabla \times \mathbf{H} = -ik_0 \mathcal{H}^2 \mathbf{E}, \]

where the notation of Asano and Yamamoto has been used in which

\[ k_0 = \frac{\omega}{c} = \frac{2\pi}{\lambda_0}, \]
\[ \mathcal{H} = \varepsilon \mu + i \frac{4\pi \sigma \mu}{\omega}, \]

and

\[ k = k_0 \mathcal{H}. \]

In these expressions $k_0$ represents the wavenumber in vacuum and $\lambda_0$ the corresponding wavelength. The degree of refraction and absorption caused by the medium are described by the real and imaginary parts of the complex index of refraction $\mathcal{H}$ at angular frequency $\omega$. The electrical permittivity, permeability, and conductivity of the medium are defined by $\varepsilon$, $\mu$, and $\sigma$ respectively.

The Maxwell equations can be combined to form wave equations, which can be solved using a technique developed by Stratton [118]. Since the electric and magnetic fields are
related through vector operations, a substitution yields the result

$$\nabla \times (\nabla \times \mathbf{E}) = i k_0 (\nabla \times \mathbf{H}) = k^2 \mathbf{E}. \quad (7.5)$$

The vector identity

$$\nabla \times (\nabla \times \mathbf{A}) = \nabla (\nabla \cdot \mathbf{A}) - \nabla^2 \mathbf{A} \quad (7.6)$$

can then be used to establish the additional relationship

$$\nabla \times (\nabla \times \mathbf{E}) = -\nabla^2 \mathbf{E}, \quad (7.7)$$

which results in the vector wave equation for the electric field:

$$\nabla^2 \mathbf{E} + k^2 \mathbf{E} = 0. \quad (7.8)$$

Likewise, an additional substitution leads to

$$\nabla \times (\nabla \times \mathbf{H}) = -i k_0 \mu_0 \nabla \times (\nabla \times \mathbf{E}) = k^2 \mathbf{H}. \quad (7.9)$$

The use of the vector identity results in the expression

$$\nabla \times (\nabla \times \mathbf{H}) = -\nabla^2 \mathbf{H}, \quad (7.10)$$

which provides a vector wave equation for the magnetic field:

$$\nabla^2 \mathbf{H} + k^2 \mathbf{H} = 0. \quad (7.11)$$

The incident, scattered, and transmitted wave fields must then satisfy Eqs. (7.8) and (7.11). The boundary conditions imposed on the solution require the normal and tangential components of $\mathbf{E}$ and $\mathbf{H}$ be continuous across the surface of the spheroid. Stratton suggests that vector wave equations may be solved by finding solutions of the associated scalar wave equations [118]. Vector solutions can then be obtained from the scalar solutions using vector operations as will be demonstrated in section 7.2.3. A brief introduction to the spheroidal coordinate system is given first in order to explain the meaning of coordinate variables used in subsequent sections.
7.2.2. Spheroidal Coordinates

The scalar version of Eqs. (7.8) and (7.11), from which vector solutions can be found, is given by

\[ \nabla^2 \psi + k^2 \psi = 0. \]  \hspace{1cm} (7.12)

This is the familiar wave equation, which is separable in 11 coordinate systems including prolate and oblate spheroidal [119]. The conventions of prolate spheroidal coordinates, as demonstrated in Fig. 7.1, are similar to those of spherical coordinates. A radial coordinate, assigned to \( \xi \), is included, which describes the distance from a given point to the origin. The azimuthal angle is given by \( \phi \) and the inclination angle by \( \eta \). Surfaces of constant \( \xi \) form ellipsoids and surfaces of constant \( \eta \) form hyperboloids. The prolate spheroidal coordinate variables are defined over the following ranges:

\[ -1 \leq \eta \leq 1, \quad 1 \leq \xi < \infty, \quad 0 \leq \phi \leq 2\pi. \]  \hspace{1cm} (7.13)

The axis of revolution is chosen to be the z axis from which \( \eta \) is measured. A value of 1 indicates that \( \eta \) is directed along the positive z axis, a value of -1 indicates it is directed along the negative z axis, and 0 indicates it is orthogonal to the z axis. The incident plane is defined as the plane, which includes the z axis and the incident radiation. The x axis, from which \( \phi \) is measured, is chosen to lie in the incident plane. The y axis is defined to be orthogonal to the x and z axes in the usual right-handed system. The direction of the incident light is given by \( \zeta \), which exists over the range

\[ 0 \leq \zeta \leq \pi, \]  \hspace{1cm} (7.14)

and is measured in radians from the z axis. A value of 0 indicates the light is directed along the positive z axis and will first encounter the spheroid at the point where \( \eta = -1 \). A value of -1 indicates the incident light is directed along the negative z axis and will initially reach the spheroid at the point where \( \eta = 1 \). Spheroidal coordinates are further explained in Appendix C.
7.2.3. Spheroidal Wave Functions

The separation of variables technique used to solve the scalar wave equation results in three ordinary differential equations (ODEs), one in each of the coordinate variables. The solution of the partial differential equation (7.12) is assumed to be the product of the separated solutions and can be expressed as

$$\psi = S(\eta)R(\xi)P(\phi).$$  (7.15)

The solutions of the scalar wave equation expressed in spheroidal coordinates are known as spheroidal wave functions. The separated ODE solutions constitute their radial and angular components and can be expressed as expansions of other special functions. Due to the azimuthal symmetry of spheroids, the solutions in $\phi$ are simply sinusoidal and take the
form
\[ P(\phi) = e^{im\phi}, \quad (7.16) \]

where \( m \) is an integer, which can be restricted to zero or positive values such that
\[ m = 0, 1, 2, 3, \ldots \]

The equation, which results in \( \eta \) is given by [117]
\[ \frac{d}{d\eta} \left[ (1 - \eta^2) \frac{dS_{mn}(\eta)}{d\eta} \right] + \left( \lambda_{mn} - c^2 \eta^2 - \frac{m^2}{1 - \eta^2} \right) S_{mn}(\eta) = 0, \quad (7.17) \]

where \( c \) is defined as the product of the semifocal distance and the wavenumber. The focal
distance of the spheroid is given by \( d \) and therefore
\[ c = \frac{1}{2} kd = \frac{\pi d}{\lambda}. \quad (7.18) \]

The term \( \lambda_{mn} \) refers to the eigenvalue of order \( m \) and degree \( n \) for which the solution is
continuous and
\[ n = m, m+1, m+2, m+3, \ldots \]

The solutions of Eq. (7.17) are known as the prolate spheroidal angular functions and can
be expanded in terms of the associated Legendre functions of the first kind as follows:
\[ S_{mn}(\eta) = \sum_{r=0,1}^\infty d_r^{mn} P_{m+r}(\eta). \quad (7.19) \]

The prime indicates a summation over even values if \( n - m \) is even and over odd values if
\( n - m \) is odd. The \( d_r^{mn} \) represent expansion coefficients, which can be obtained using two
expressions given by Flammer [119]. The recursion formula for expansion coefficients is
given by
\[ \frac{(2m+r+2)(2m+r+1)c^2}{(2m+2r+3)(2m+2r+5)} d_r^{mn} + \left( \frac{m+r}{2} \eta^2 - \frac{m^2}{1 - \eta^2} \right) S_{mn}(\eta) = 0, \quad (7.20) \]
and the normalizing relations are defined as

\[ \sum_{r=0}^{\infty} \frac{(-1)^{\frac{r}{2}} (r+2m)!}{2^r (r+\frac{1}{2})!(r+2m+\frac{1}{2})!} d_r^{mn} = \frac{(-1)^{\frac{n-m}{2}} (n+m)!}{2^{n-m} \left( n-m-\frac{1}{2} \right)! \left( n+m+\frac{1}{2} \right)!} \]  

(7.21)

for \((n-m)\) even and

\[ \sum_{r=1}^{\infty} \frac{(-1)^{\frac{r-1}{2}} (r+2m+1)!}{2^r (r+\frac{3}{2})!(r+2m+\frac{3}{2})!} d_r^{mn} = \frac{(-1)^{\frac{n-m-1}{2}} (n+m+1)!}{2^{n-m} \left( n-m-\frac{3}{2} \right)! \left( n+m+\frac{3}{2} \right)!} \]  

(7.22)

for \((n-m)\) odd. The eigenvalues can be found from the following transcendental equation:

\[ U1(\lambda_{mn}) + U2(\lambda_{mn}) = 0, \]  

(7.23)

where

\[ U1(\lambda_{mn}) = \gamma_{n-m}^m - \lambda_{mn} - \frac{\beta_{n-m}^m}{\gamma_{n-m-2}^m - \lambda_{mn} - \frac{\beta_{n-m-2}^m}{\gamma_{n-m-4}^m - \lambda_{mn} - \frac{\beta_{n-m-4}^m}{\ldots}}}, \]  

(7.24)

and

\[ U2(\lambda_{mn}) = -\frac{\beta_{n-m+2}^m}{\gamma_{n-m+2}^m - \lambda_{mn} - \frac{\beta_{n-m+4}^m}{\gamma_{n-m+4}^m - \lambda_{mn} - \frac{\beta_{n-m+6}^m}{\ldots}}}. \]  

(7.25)

In this expression

\[ \gamma_r^m = (m+r)(m+r+1) + \frac{1}{2} c^2 \left[ 1 - \frac{4m^2 - 1}{(2m+2r-1)(2m+2r+3)} \right] \]  

(7.26)

and

\[ \beta_r^m = \frac{r(r-1)(2m+r)(2m+r-1)c^4}{(2m+2r-1)^2(2m+2r-3)(2m+2r+1)}. \]  

(7.27)

The equation, which results in \(\xi\) is given by [117]

\[ \frac{d}{d\xi} \left[ (\xi^2 - 1) \frac{dR_{mn}(\xi)}{d\xi} \right] - \left[ \lambda_{mn} - c^2 \xi^2 + \frac{m^2}{(\xi^2 - 1)} \right] R_{mn}(\xi) = 0. \]  

(7.28)
The solutions of Eq. (7.28) are known as the prolate spheroidal radial functions. The first type can be expressed in terms of the spherical Bessel functions as

\[
R_{mn}^{(1)}(\xi) = \frac{1}{\sum_{r=0,1}^{\infty} \frac{(r+2m)!}{r!} d_{r}^{mn}} \left[ \frac{\xi^2 - 1}{\xi^2} \right] \sum_{r=0,1}^{\infty} \frac{i^{r+n-m} d_{r}^{mn} (r+2m)!}{r!} j_{m+r}(c\xi). \tag{7.29}
\]

Expansions of the second type of radial function \(R^{(2)}\) are more difficult to generate. Several expressions for \(R^{(2)}\) have been developed using various approaches, however they are typically accurate for large values of \(\xi\) only. The function is nonfinite at the origin and accurately describing its behavior for small values of \(\xi\) can be very challenging. A number of techniques for modeling the function numerically have been proposed in the literature with varying accuracies. The authors suggest the method developed by Kirby, which initializes an algorithm using the standard radial expansion in terms of the spherical Neumann functions [120]. The technique uses the expression

\[
R_{mn}^{(2)}(\xi) = \frac{1}{\sum_{r=0,1}^{\infty} \frac{(r+2m)!}{r!} d_{r}^{mn}} \left[ \frac{\xi^2 - 1}{\xi^2} \right] \sum_{r=0,1}^{\infty} \frac{i^{r+n-m} d_{r}^{mn} (r+2m)!}{r!} y_{m+r}(c\xi). \tag{7.30}
\]

to locate a value of \(R^{(2)}\) for some large \(\xi\). This beginning value can be made sufficiently accurate by increasing the value of \(\xi\). From this selected coordinate, an iterative Bulirsch-Stoer algorithm is implemented, which integrates (7.28) backwards towards the origin in order to find the values of \(R^{(2)}\) at small \(\xi\). This approach is somewhat intensive computationally, yet produces unprecedentedly accurate results, which proved to be superior during initial testing.

7.2.4. Scattering Solution

The solutions of the scalar wave equation (7.12) can be expressed as the product of the spheroidal radial functions, the spheroidal angular functions, and a harmonic azimuthal term. The scalar spheroidal wave functions can be either even,

\[
\psi_{emn}(\eta, \xi, \phi) = S_{mn}(\eta)R_{mn}^{(j)}(\xi)\cos m\phi, \tag{7.31}
\]
or odd,
\[ \psi_{o,mn}(\eta, \xi, \phi) = S_{mn}(\eta)R_{mn}^{(j)}(\xi)\sin m\phi, \] (7.32)
depending upon the azimuthal behavior. In these expressions the subscript \( j \) takes the value 1 inside the spheroid and 3 outside the spheroid. The composite function \( R^{(3)} \) is given by
\[ R_{mn}^{(3)}(\xi) = R_{mn}^{(1)}(\xi) + iR_{mn}^{(2)}(\xi). \] (7.33)
The first radial function is used to describe the field within the spheroid because it is necessarily finite at the origin. From these scalar solutions, vector wave functions can be formed as follows:
\[ M_{(k)mn}^{(j)} = \nabla \times (r\psi_{(k)mn}^{(j)}) \] (7.34)\[ N_{(k)mn}^{(j)} = \frac{1}{k}(\nabla \times M_{(k)mn}^{(j)}). \] (7.35)
In this expression \( j \) takes the value 1 or 3 and \( k \) represents either \( e \) or \( o \) indicating an even function or an odd function. The vector \( r \) is the position vector, which in spheroidal coordinates is a function of \( \eta, \xi, \) and \( \phi \). These are the vector spheroidal wave functions. The \( E \) and \( H \) fields, which satisfy the vector wave equations (7.8) and (7.11) can be expressed as infinite sums of \( M_{mn}(\eta, \xi, \phi) \) and \( N_{mn}(\eta, \xi, \phi) \).

Flammer developed the expansion of a plane wave, propagating in the x-z plane at an angle \( \zeta \) from the z axis, in terms of the prolate spheroidal vector wave functions [119]. The incident field can be expressed as:
\[ e_y = -e^{-ik(x\sin \zeta + z\cos \zeta)} \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} i^n \left[ g_{mn}(\zeta)M_{emn}(\eta, \xi, \phi) + if_{mn}(\zeta)N_{omn}(\eta, \xi, \phi) \right], \] (7.36)
where the expansion coefficients are given by
\[ f_{mn}(\zeta) = \frac{4m}{\Lambda_{mn}} \sum_{r=0}^{\infty} \frac{d_{mn}^{(r)}}{(r+m)(r+m+1)} \frac{P_{m+r}^{(0)}(\cos \zeta)}{\sin \zeta}, \] (7.37)
and
\[ g_{mn}(\zeta) = \frac{2(2 - \delta_{nm})}{\Lambda_{mn}} \sum_{r=0,1}^{\infty} \frac{d_r^{mn}}{(r+m)(r+m+1)} \frac{dP_{m+r}(\cos \zeta)}{d\zeta} \] (7.38)

with the normalization constant given by
\[ \Lambda_{mn} = \sum_{r=0,1}^{\infty} \frac{2(r+2m)!}{(2r+2m+1)r!} (d_r^{mn})^2. \] (7.39)

The incident wave of unit amplitude polarized in the TE (transverse electric) mode is described by [117]
\[ E^{(i)} = \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} i^n [g_{mn}(\zeta)M_{emn}^{(1)} + if_{mn}(\zeta)N_{omn}^{(1)}], \] (7.40)
\[ H^{(i)} = \mathcal{H}^{(I)} \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} i^n [f_{mn}(\zeta)M_{omn}^{(1)} - ig_{mn}(\zeta)N_{emn}^{(1)}]. \] (7.41)

The scattered wave, which describes the field exterior to the spheroid is expressed as
\[ E^{(s)} = \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} i^n [\beta_{mn}M_{emn}^{(3)} + i\alpha_{mn}N_{omn}^{(3)}], \] (7.42)
\[ H^{(s)} = \mathcal{H}^{(I)} \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} i^n [\alpha_{mn}M_{omn}^{(3)} - i\beta_{mn}N_{emn}^{(3)}]. \] (7.43)

The transmitted wave, which describes the field on the interior of the spheroid is given by
\[ E^{(t)} = \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} i^n [\delta_{mn}M_{emn}^{(1)} + i\gamma_{mn}N_{omn}^{(1)}], \] (7.44)
\[ H^{(t)} = \mathcal{H}^{(II)} \sum_{m=0}^{\infty} \sum_{n=m}^{\infty} i^n [\gamma_{mn}M_{omn}^{(1)} - i\delta_{mn}N_{emn}^{(1)}]. \] (7.45)

In each of these expressions the incident field is denoted by the superscript \((i)\), the scattered field by \((s)\), and the transmitted field by \((t)\). The superscript \((I)\) refers to the medium surrounding the spheroid and \((II)\) refers to the spheroid itself. The terms \(\alpha, \beta, \gamma, \) and \(\delta\) are the unknown scattering coefficients, which must be determined using the relevant boundary conditions. These can be written as
\[ E_{\eta}^{(i)} + E_{\eta}^{(s)} = E_{\eta}^{(t)}, \] (7.46)
\[ E_{\phi}^{(i)} + E_{\phi}^{(s)} = E_{\phi}^{(t)}, \tag{7.47} \]
\[ H_{\eta}^{(i)} + H_{\eta}^{(s)} = H_{\eta}^{(t)}, \tag{7.48} \]
\[ H_{\phi}^{(i)} + H_{\phi}^{(s)} = H_{\phi}^{(t)}. \tag{7.49} \]

The solution must satisfy the boundary conditions for each point on the surface of the spheroid \((\xi = \xi_0)\) simultaneously. Asano and Yamamoto accomplished this by using the orthogonality properties of the spheroidal functions. They also included series expansions for the resulting integrals [117]. The cumulative expression is a large matrix equation, which can be used to solve for the unknown scattering coefficients. The scattered field can then be determined at any given coordinate. Examples of directional scattering, back scattering, and isotropic scattering are shown in Fig. 7.2.

7.2.5. Scattering Parameters

As part of the presented research, scattering solutions were acquired for varying incident angles and stored in a database. The incident angle was set to a specific value and the solution was computed using the presented solution. The simulated intensity of the scattered wave on the surface of the spheroid was stored as a two-dimensional image, an example of which is given in Fig. 7.3. The incident angle was advanced by 0.03 radians \((1.72^\circ)\) from 0 to \(\frac{\pi}{2}\), creating a discretized representation of all possible incident orientations. Angles greater than \(\frac{\pi}{2}\) did not need to be computed due to the symmetry of the spheroid. Values of \(n^{(I)}=1.2\) and \(n^{(II)}=1.33\) were used as the refractive indices of the medium and spheroid respectively. The assumption that the spheroid and medium are non-conducting results in these values being real. The surface of the spheroid was described by \(\xi_0=1.2\), which corresponds to a spheroidal eccentricity of 0.83. Values of \(c=2.0\) and \(c=3.0\) were used for the medium and spheroids, respectively. The spatial units were scaled to the interfocal distance such that \(d=1.0\). These parameters were chosen in order to simulate the conditions found in optical scattering of biological tissue. The simulated wavelength of the
Fig. 7.2. Simulations of the scattered wave fields measured away from a spheroidal particle. The top image shows isotropic scattering in which each direction is equally probable. The center image demonstrates a process called directional scattering in which the scattered field is predominately oriented along a specific direction. The lower image shows back scattering in which the majority of the incident wave is scattered back along the incident angle. The images are composed of the spheroidal wave functions.

incident light was comparable to the semi-major axis of the spheroids. This is analogous to the $\sim0.9\mu m$ wavelength of near-infrared light used in diffuse optical tomography (DOT) and the $\sim1.0\mu m$ diameters of cell mitochondria. Additional scattering images for varying angles of incidence are shown in Appendix B. These scattering solutions were implemented in a Monte Carlo algorithm designed to simulate sporadic photon migration in tissue.
Fig. 7.3. The scattered intensity of light measured on the surface of a spheroid for the case of $\zeta=0.3$. The image was generated using the presented spheroidal scattering solution and corresponds to light incident on the spheroid at an angle of $17.76^\circ$ from the z axis.

7.3. Photon Migration Models in DOT

In diffusive tomographic imaging techniques, the incident light is diffused throughout the imaging region. In order to create accurate reconstructions from the acquired data, accurate simulations must be included, which model the diffused intensity of the light at each point in the image grid. The intensity of diffused light is represented computationally using Monte Carlo simulations in which virtual photons are launched individually into virtual tissue. The photons are given an initial direction and the distance to a scattering site is determined. The position of the photon is updated as the location of the new scattering site. The relative intensity of diffused light at a given location is represented by the number of photons, which have scattered from that location. Thus, each time a scattering site is determined, the intensity at that point is increased by a set increment. A new scattering direction is then determined and the process is repeated until the photon is absorbed. Mil-
lions of photons are typically launched in order to create a diffusion profile in which the intensity at a given point is represented by the number of photons, which were scattered at that point. The length of a step is typically determined using known mean-free path data. The scattering coefficient, $\mu_s$, assumes an average value of $100 \frac{1}{cm}$ in biological tissue. The scattering mean-free path, the reciprocal of the scattering coefficient, is then $0.01 cm$ [114]. Likewise, the absorption of a photon is controlled by the absorption coefficient $\mu_a$, which typically acquires a value of $0.1 \frac{1}{cm}$ in tissue. The average distance a photon travels before being absorbed is then $10 cm$. The absorption mean-free path is much larger ($1000x$) than the scattering mean-free path. For this reason biological tissue is often referred to as a highly-scattering medium or a turbid medium [114]. The method used to determine the scattering direction of a photon uniquely defines a specific Monte Carlo technique. In the presented research, spheroidal scattering solutions were used to determine the propagation directions of photons in the diffusion algorithm. The results are then compared in a subsequent section to conventional diffusion techniques, which can typically be classified in two groups, phase function methods and Mie scattering methods. These techniques are discussed here for comparison.

7.3.1. Phase Functions

The current techniques used to model optical diffusion in clinical DOT are dominated by a class of Monte Carlo algorithms known as phase function methods. These algorithms are a modified version of the random-walk motion in which the azimuthal angle is selected pseudo-randomly. The inclination angle, however, is weighted based on an analytic distribution, which is a function of the scattering anisotropy. The Henyey-Greenstein phase function is perhaps the most common and is given by the distribution [121]

$$p(cos\theta) = \frac{1 - g^2}{2(1 + g^2 - 2gcos\theta)^{\frac{3}{2}}}.$$  \hspace{1cm} (7.50)
In this expression $g$ represents the scattering anisotropy of the medium. A value of $g=1$ indicates complete forward scattering, 0 indicates isotropic scattering in which all directions are equally probable, and -1 indicates complete back scattering. Biological tissue is typically represented by a value of $g=0.9$ [114]. The application of an inverse distribution method (IDM) implies that $\eta$ is sampled as

$$cos \eta = \frac{1}{2g} \left[ 1 + g^2 - \left( \frac{1 - g^2}{1 - g + 2g\varepsilon} \right)^2 \right]$$  \hspace{1cm} (7.51)

if $g \neq 0$ and as

$$cos \eta = 2\varepsilon - 1$$  \hspace{1cm} (7.52)

if $g = 0$. In this expression $\varepsilon$ is a pseudo-random number between 0 and 1. The azimuthal angle is chosen pseudo randomly in this technique by

$$\phi = 2\pi\varepsilon.$$  \hspace{1cm} (7.53)

The Rayleigh phase function is an approximation used when the wavelength of the incident light is much larger than the particle diameter. It is given by

$$R(cos \eta) = \frac{3}{8} (1 + cos^2 \eta).$$  \hspace{1cm} (7.54)

As mentioned previously, the distances between scattering events and the number of scattering events, which occur before a photon is absorbed, are typically controlled by the scattering and absorption coefficients of the material. These are determined experimentally from scattering and absorption cross sections and are used in most photon migration models.

7.3.2. Mie Scattering

Since the recent development of DOT and other NIR imaging modalities, a considerable amount of research has been conducted into the potential for improving existing Monte Carlo diffusion algorithms. The Henyey-Greenstein phase function is widely used
and its accuracy can be altered by the choice of physical parameters such as $g$, $\mu_s$, and $\mu_a$. The phase function was, however, originally developed for describing the attenuation of light by interstellar dust grains and does not include any histological information. Alternative methods have been proposed in which cells are modeled as spheres or collections of spheres. These methods are referred to as Mie scattering methods as they are derived from the Mie scattering solution of light incident on a spherical particle. The Mie theory and variations of the solution, which account for clusters of spheres (multiple scattering), have been described in the literature [122]. The Mie solution was generated during the presented research from the spheroidal scattering algorithm. The surface value of the spheroid was increased to $\xi_0 = 3.6$ resulting in an eccentricity of 0.28. This deformed spheroid closely resembled a sphere and was used to generate the spherical diffusion pattern for comparison with the diffusion patterns created by other techniques. The scattered intensity at the surface of the sphere is shown in Fig. 7.4.

7.3.3. Spheroidal Scattering

The Monte Carlo algorithm developed during the presented research is based on solutions of the spheroidal scattering problem. The algorithm includes physical parameters designed to simulate the interaction of near-infrared light and cell organelles. This technique is proposed to be a more physical representation of diffusive photon migration because it includes information about intracellular structures. Mitochondria are roughly spheroidal in shape and account for a significant amount of the optical scattering, which occurs in cells. The technique was used to simulate optical diffusion and results are presented and compared in a subsequent section.

The spheroidal Monte Carlo algorithm was designed in a similar manner to the other techniques. Photons were launched into the tissue with a given direction and the distance to a scattering site was determined using representative scattering coefficients. At each scattering site an incident angle $\zeta$ was chosen pseudo-randomly. A surface scattering profile
Fig. 7.4. The scattered intensity of light measured on the surface of a sphere. The image was generated by modifying the eccentricity of the spheroids in the presented scattering solution until they were approximately spherical. The symmetry and lack of dependence on the incident angle for a sphere suggests that the scattering solution and resulting simulations are accurate.

was then selected from the solution database, which corresponded to the chosen value of $\zeta$. The surface scattering image for $\zeta=0$ is shown in Fig. 7.5. The values of the intensity at each point on the surface of the spheroid were then normalized and a scale was created in which the values were represented as a summation of all previous values. For points 1,2,3...N, the intensities were given by $I(1),I(2),I(3)...I(N)$. The scaled values were then given by

$$S(1) = I(1),$$
$$S(2) = I(1) + I(2),$$
$$\vdots$$
$$S(N) = I(1) + I(2) + I(3) + \ldots I(N) = 1.0. \quad (7.55)$$
A pseudo-random number is then selected between 0 and 1. The algorithm determines which scale value the random number is closest to and uses the corresponding values of \( \eta \) and \( \xi \) as the chosen scattering direction. This technique is similar to random walk, however, it biases the scattering direction toward the higher intensity angles found in the spheroidal scattering solution. The scattered angle was then used along with a free-path distance to update the position of the photon and the process was repeated until the photon was absorbed. Another photon was then launched until the algorithm terminated. Absorption was controlled by the absorption coefficient. Since spheroids lack the angular symmetry of spheres, coordinate transformations had to be performed at each scattering site. The incident angle is measured from the \( z \) axis, which is orthogonal to the surface of the tissue at the initial scattering location. After the first scattering event, however, the photons are
no longer directed along the z axis and the resulting scattering angles must be rotated into the global coordinate system. This process is demonstrated in Fig. 7.6. The intensity at each location in the imaging grid was represented by the number of scattering events that occurred at that location. Results of the simulated diffusion using spheroids are presented in the following section.

Fig. 7.6. A diagram of scattering events in the spheroidal coordinate system. The incident direction lies in the x-z plane and the incident angle $\zeta$ is measured from the z axis. Once a scattering direction is determined, it becomes the incident angle in a subsequent rotated spheroidal coordinate system. When a new scattering direction is determined, the coordinates must be rotated into the global coordinate system.

7.4. Results

Optical diffusion was simulated using isotropic (random-walk), phase function, Mie
scattering, and spheroidal scattering techniques. The resulting diffusion profiles are presented here for comparison and the importance of the results to improving photon migration models for use in DOT is discussed.

The Monte Carlo algorithms utilized in this research determined the location of successive scattering sites and increased the value of the intensity at the corresponding coordinates. The intensity at each point in the imaging grid was stored after each simulation and used to create diffusion profiles. The photons were incident at the origin and were assigned an initial direction along the -z axis. Various cross-sectional views of the diffused intensity can be generated by specifying a plane in the imaging region defined by constant values of x, y, or z. An example of a diffusion profile is shown for isotropic scattering on the plane y=0 in Fig. 7.7. The intensities measured along the x and z axes are also shown in the figure. Plots such as these were used to quantitatively compare the results from varying diffusion simulations.

Fig. 7.7. A simulated diffusion profile along the plane y=0 using isotropic scattering. The image on the left shows the diffused intensity generated by a Monte Carlo algorithm. The images on the right show plots of the surface intensity (top), which is measured along the x axis and the depth intensity (bottom), which is measured along the z axis. Plots such as these are important in quantifying the differences between diffusion profiles.
Another view of the diffused intensity, which is of interest in medical applications, is the intensity along the surface of the tissue \((z=0)\). In most diagnostic uses of DOT, probes are placed on the surface of the tissue and measurements are acquired of the reflected intensities. A simulated surface intensity profile is shown for isotropic scattering in Fig. 7.8.

![Diffused intensity measured along the surface of the tissue.](image)

Fig. 7.8. Diffused intensity measured along the surface of the tissue. The accuracy of this simulation is of particular interest in medical applications such as DOT in which measurements are typically collected on the surface of the skin and used to create tomographic reconstructions of subdermal structure.

The profiles from multiple planes can be combined in a series of two-dimensional images to create a three-dimensional (3D) model of the diffused light. An example of this process is shown for isotropic scattering in Fig. 7.9. The azimuthal symmetry of the diffusion is evident in the image. A cross-sectional view of the model is shown in Fig. 7.10. The decrease in intensity, which occurs away from the incident point, is evident in the image.

Diffusion simulations were performed using isotropic, spherical, spheroidal, and phase function scattering based on the Henyey-Greenstein distribution. Tests were conducted
Fig. 7.9. A 3D model of optical diffusion in biological tissue. A series of 2D diffusion profiles were combined to create the image.

in order to determine whether or not the chosen scattering modality had an effect on the simulation results. All other parameters, such as those controlling absorption and path length, remained consistent across the various Monte Carlo algorithms. The results of simulated diffusion using each scattering technique are shown in Fig. 7.11. Plots of the depth intensity measured along the z axis in each of the four diffusion profiles are shown for comparison in Fig. 7.12. The differences between the intensities is immediately evident and demonstrates that the scattering mechanism used in Monte Carlo simulations of optical diffusion has a significant effect on the resulting intensities.

7.5. Discussion

The primary result of the presented research is the dependence, which diffusion simulations have on the scattering technique used in the algorithm. The presented simulations are based on physical parameters, which are generally representative of biological
Fig. 7.10. A cross-sectional view of the 3D model of optical diffusion in biological tissue. The decreased intensity moving away from the point of incidence is evident in the figure.

tissue. The theoretical justification for using spheroids in a Monte Carlo algorithm is derived from the spheroidal shape of mitochondria and their significant effect on cellular scattering. Spheroidal parameters were chosen to be representative of the wavelength of near-infrared light and the comparable diameters of organelles. However, in order to determine the accuracy of spheroidal scattering-based diffusion, experimental results would need to be incorporated in future studies. The presented technique has been proposed to be a more physically accurate description of cellular scattering and, as such, would need to be compared with physical measurements. The presented results do, however, demonstrate the importance of the scattering method as its influence on the resulting diffusion is significant. This provides a basis for the theoretical accuracy of the presented Monte Carlo algorithm and supports the use of spheroids in diffusion models for optical tomography of tissue.

Additional results of this research, which are of interest for further study, include the differences exhibited by spherical and spheroidal-based diffusion profiles. Cell nuclei are
approximately spherical when healthy and begin to exhibit a deformed shape during the early stages of some cancers. This elongated structure may be more accurately described by spheroids than by spheres. Inhomogeneous collections of particles could be modeled with a hybrid Monte Carlo algorithm in which a given scattering site is chosen to either contain a sphere or a spheroid based on a probability weighted by concentration percentages. A hybrid algorithm optimized to be in sufficient agreement with physical measurements could be used as a diagnostic tool. A detected concentration of spheroidal particles above normal...
levels could potentially indicate the presence of malignant cells in otherwise healthy tissue. A hybrid Monte Carlo algorithm could also have applications in other fields, which are concerned with the existence and detection of certain types of particulate structures.

7.6. Conclusion

A spheroidal scattering solution based on the work of authors such as Flammer, Asano and, Yamamoto has been presented. The technique was used to develop a spheroidal scattering algorithm, which was capable of generating solutions to the spheroidal scattering problem for a specified angle of incidence. The algorithm was used to generate and store a series surface scattering images, which corresponded to various incident angles. The scat-
tering solution was then incorporated in a Monte Carlo algorithm for use in simulating sporadic photon migration in biological tissue. The method was supported by the spheroid-like shape of mitochondria and malignant cell nuclei. Diffusion profiles were generated using a variety of scattering methods including spheroidal scattering, spherical Mie scattering, the Henyey-Greenstein phase function, and isotropic randomized scattering. The resulting profiles were then compared in order to determine the influence a scattering technique had on a diffusive Monte Carlo algorithm. The simulated diffusion profiles exhibited noticeably different structures indicating that the incorporated scattering technique had a significant effect on the diffusion. These results suggest that an advanced Monte Carlo algorithm based on complex scattering solutions could be used as a diagnostic tool. Continued development of scattering algorithms could lead to improved tomographic capabilities. The presented results support the use of spheroids in future optical diffusion studies.
CHAPTER 8
CONCLUSION

The fundamental properties and imaging capabilities of sparse tomographic methods have been explored. This analysis has been performed for both straight-line and diffusive tomography in the context of atmospheric and biomedical imaging applications. An extensive investigation was conducted into the effect the initialization had on the convergence of the ART algorithms. It was determined through synthetic testing that the height of the initializing layer was its single most influential property. If the height of the initial guess coincided with the imaging object, other limiting factors, such as the one-sided ray configuration, could be overcome. It was demonstrated that accurate reconstructions could be created from data collected at only two viewing stations if the ART algorithms were initialized sufficiently. The accuracies of the PCART and MART algorithms were determined to be essentially equivalent and superior to other iterative reconstruction techniques including variations of ART. The highly ill-conditioned inverse problems arising from sparse data and limited imaging configurations were overcome using an initializing Gaussian profile centered at a specific height. This profile was used as the initial guess in the atmospheric applications. Mesospheric OH airglow emission layers were reconstructed using PCART and the validity of the images was verified through synthetic testing. A series of reconstructions was then used to create 3D models of the airglow layer. The presented reconstruction technique was also applied to satellite imagery of polar mesospheric clouds. Images of the PMC layer were reconstructed using this same technique and the projection data were interpolated to finer spatial resolutions using a cubic spline. A centroid technique was proposed as a means of identifying small-scale altitude variations in the layer using brightness asymmetries observed in the reconstructions. The sparse tomographic techniques developed for atmospheric applications were proposed to be applicable to the diffuse tomography methods of biomedical imaging. The one-sided imaging configuration and sparse data, which
result in near-infrared imaging modalities, are comparable to that of atmospheric tomography. The accuracy of diffusive tomographic methods is dependent upon the proficiency of the reconstruction algorithm and the photon migration model. A novel Monte Carlo algorithm was developed based on the solution of optical scattering by spheroidal particles. Mitochondria are approximately spheroidal in shape and account for a significant amount of the optical scattering, which occurs in cells. This method was suggested as a more physical approach to diffuse optical tomography due to its inclusion of intracellular structural information. Diffusion profiles were generated using Monte Carlo algorithms derived from spheroidal, spherical, isotropic, and phase function scattering. The results were compared and differences in the diffused intensities were evident. This result indicated the scattering mechanism used in a diffusive Monte Carlo algorithm affects the resulting intensity profile. This supports the use of spheroidal scattering models in diffusive optical tomography and suggests that advanced hybrid algorithms could be used as a diagnostic tool. The roughly spherical shape of cell nuclei can become deformed during the early stages of certain cancers and the ability to distinguish concentrations of spheroidal particles could allow for the detection of malignant cells in otherwise healthy biological tissue. The results of the tomographic reconstructions and diffusion simulations indicate the vast potential of sparse tomography methods and emphasizes the importance of continuing research into methods of this type.
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APPENDICES
Throughout the course of the presented tomographic research, an extensive amount of synthetic testing was performed in order to better understand the behavior of the ART algorithms given certain types of data. During this process, the effect the initialization had on the convergence of the algorithm was thoroughly studied. The influence of the initial guess was analyzed through simulation and a wide range of initializations were used in order to distinguish patterns and trends in the resulting images. As discussed previously, it was observed that when the vertical location of the initial guess corresponded to that of the imaging object, the resulting reconstructions were significantly more accurate. When flat initial profiles were used, which were broader than the imaging object, the reconstructed image did not localize well and the resulting structure was smeared or distorted. The ability to determine the altitude and width of an imaging object is therefore critical to successfully reconstructing sparse data. This is particularly true when the imaging object is a layered structure of some type, such as a cloud or emission layer in atmospheric science. Stratified regions of soil or rock have similar properties in geophysical applications. Often times there are additional measurements, which can be performed by supplemental instrumentation (lidar, ultrasound, etc.), in order to determine the location and dimensions of an imaging object. However, because the accuracy of the reconstructions relies so heavily on the position of the initial guess, various tests were conducted in order to assess whether the height and width of an object could be acquired solely from the measured projection data.

At times, the effects of certain initial guesses were difficult to quantify and some of the observed patterns did not remain consistent. However, one characteristic of the initialization seemed to generally hold true throughout the synthetic testing. The regions of the grid in which the initial guess overlapped the imaging object appeared brighter in the reconstructed image than those in which they did not overlap. This effect is seen in Fig. A.1. A
technique was developed based on this behavior in which a series of layered initial profiles were used to reconstruct the synthetic data. A single layer, one pixel wide, at a given altitude was used to initialize the algorithm. The reconstructed magnitude of each pixel in the layer was averaged in order to produce a quantitative reconstructed brightness value. The altitude of the initializing layer was then adjusted and the process was repeated. The layers were scanned across the entire imaging region and the resulting value of the pixel intensities were plotted against the corresponding altitudes. The resulting profile indicated the location of the imaging object as shown in Fig. A.2. Higher values in the plotted profiles coincided with higher pixel values in the imaging object.

Additional testing was performed to determine whether the algorithm could distinguish height variation moving across the layer horizontally. An enveloping effect was observed in which the outline of the object was discernable, but local altitude variations were not detected. Attempts were made to divide the imaging region into sections, but their success was inconsistent because of the sparse ray geometry. The technique does, however, demonstrate that certain properties of the imaging region can be obtained from the projection data by comparing the results of a series of initializations. Further research into this topic may yield additional insight into the amount of information that can be acquired from projections without a priori knowledge of the imaging object.
Fig. A.1. Reconstructed intensities using a single-layer initial profile. Synthetic testing was performed using a thin initial guess set at a certain height. It was determined during the testing that reconstructed images appeared brighter when the altitude of the initial guess coincided with the imaging object. This is demonstrated in the figure as Reconstruction1 appears brighter than Reconstruction2.
Fig. A.2. A plot of the normalized layer intensities against altitude. Single-layer profiles were used to reconstruct an imaging object as shown in Fig. A.1. The brightness of each pixel in the reconstructed layer was summed and normalized to create a brightness value, which was then associated with the given height. The altitude of the initial guess was adjusted and the process was repeated. A plot of these brightness values at each altitude is shown on the left. The plot reproduces the structure of the actual imaging object shown on the right.
APPENDIX B
ADDITIONAL SCATTERING IMAGES

Presented here are additional images of the scattered intensities from light incident on a prolate spheroidal particle. The incident angle of the light is measured from the $z$ axis and is indicated by $\zeta$ in each figure. The images show the scattered intensities on the surface of the spheroid and were used in the spheroidal Monte Carlo algorithm to determine subsequent photon directions. The orientation of the axes is consistent in each image and is demonstrated in Fig. B.1. Additional scattering profiles for a range of incident angles are shown in Figs. B.2, B.3, B.4, and B.5.

![Image of scattered intensities on spheroid surface](image)

Fig. B.1. An explanation of the axes omitted in the subsequent scattering diagrams. The images show the scattered intensity on the surface of spheroids for varying incident angles. The $x$ axis represents the inclination angle and the $y$ axis represents the azimuthal angle.
Fig. B.2. Additional scattering images shown for incident angles $\zeta=0.60^\circ$ through $\zeta=24.64^\circ$. 
Fig. B.3. Additional scattering images shown for incident angles $\zeta = 26.36^\circ$ through $\zeta = 50.42^\circ$. 
Fig. B.4. Additional scattering images shown for incident angles $\zeta = 52.14^\circ$ through $\zeta = 76.20^\circ$. 
Fig. B.5. Additional scattering images shown for incident angles $\zeta=77.92^\circ$ through $\zeta=89.95^\circ$. 
Partial differential equations commonly encountered in physical applications are often separable in multiple coordinate systems. The Helmholtz equation given by (7.12) is separable in 11 coordinate systems including hyperbolic, cylindrical, and spheroidal [118]. The spheroidal coordinate system is composed of two coordinate systems, prolate and oblate spheroidal. The prolate spheroidal coordinate system is relatively complex and was used to solve Maxwell’s equations for the electromagnetic scattering of light by a spheroidal particle. Here the prolate spheroidal coordinate system is discussed in greater detail.

The conventions of prolate spheroidal coordinates are similar to those of spherical coordinates. A radial coordinate, assigned to $\xi$, is included, which describes the distance from a given point to the origin. The azimuthal angle is given by $\phi$ and the inclination angle by $\eta$. Surfaces of constant $\xi$ form ellipsoids and surfaces of constant $\eta$ form hyperboloids. This convention is shown in Fig. C.1. The prolate spheroidal coordinate variables are defined over the following ranges:

\[
-1 \leq \eta \leq 1, \quad 1 \leq \xi < \infty, \quad 0 \leq \phi \leq 2\pi.
\]  

(C.1)

The axis of revolution is chosen to be the z axis from which $\eta$ is measured. A value of 1 indicates that $\eta$ is directed along the positive z axis, a value of -1 indicates it is directed along the negative z axis, and 0 indicates it is orthogonal to the z axis. The incident plane is defined as the plane, which includes the z axis and the incident radiation. The x axis, from which $\phi$ is measured, is chosen to lie in the incident plane. The y axis is defined to be orthogonal to the x and z axes in the usual right-handed system.

The prolate spheroidal coordinates are related to cartesian coordinates through the following transformation:

\[
x = d(1 - \eta^2)^{1/2}(\xi^2 - 1)^{1/2} \cos \phi,
\]

(C.2)
Fig. C.1. An explanation of the prolate spheroidal coordinate system.

\[ y = d(1 - \eta^2)^{1/2}(\xi^2 - 1)^{1/2}\sin\phi, \]  
(C.3)

\[ z = d\eta\xi. \]  
(C.4)

Vector operations defined in any coordinate system can be expressed as:

\[ \nabla \Phi = \frac{1}{h_1} \frac{\partial \Phi}{\partial g_1} \hat{g}_1 + \frac{1}{h_2} \frac{\partial \Phi}{\partial g_2} \hat{g}_2 + \frac{1}{h_3} \frac{\partial \Phi}{\partial g_3} \hat{g}_3, \]  
(C.5)

\[ \nabla \cdot \mathbf{A} = \frac{1}{h_1 h_2 h_3} \left[ \frac{\partial}{\partial g_1} (h_2 h_3 A_1) + \frac{\partial}{\partial g_2} (h_3 h_1 A_2) + \frac{\partial}{\partial g_3} (h_1 h_2 A_3) \right], \]  
(C.6)

\[ \nabla \times \mathbf{A} = \frac{1}{h_1 h_2 h_3} \begin{vmatrix} h_1 \hat{g}_1 & h_2 \hat{g}_2 & h_3 \hat{g}_3 \\ \frac{\partial}{\partial g_1} & \frac{\partial}{\partial g_2} & \frac{\partial}{\partial g_3} \\ h_1 A_1 & h_2 A_2 & h_3 A_3 \end{vmatrix}, \]  
(C.7)
\[ \nabla^2 \Phi = \frac{1}{h_1 h_2 h_3} \left[ \frac{\partial}{\partial g_1} \left( \frac{h_2 h_3}{h_1} \frac{\partial \Phi}{\partial g_1} \right) + \frac{\partial}{\partial g_2} \left( \frac{h_3 h_1}{h_2} \frac{\partial \Phi}{\partial g_2} \right) + \frac{\partial}{\partial g_3} \left( \frac{h_1 h_2}{h_3} \frac{\partial \Phi}{\partial g_3} \right) \right], \quad (C.8) \]

wherein the scale factors uniquely determine a particular coordinate system. The prolate spheroidal scale factors are given by:

\[ h_\xi = \frac{d(\xi^2 - \eta^2)^{1/2}}{(\xi^2 - 1)^{1/2}}, \quad (C.9) \]

\[ h_\eta = \frac{d(\xi^2 - \eta^2)^{1/2}}{(1 - \eta^2)^{1/2}}, \quad (C.10) \]

\[ h_\phi = d(1 - \eta^2)^{1/2}(\xi^2 - 1)^{1/2}. \quad (C.11) \]

The prolate spheroidal coordinate system is an orthogonal coordinate system commonly encountered in scattering and radiative (antenna) problems, despite its relative complexity. The physical properties of spheroids allow for parameters, such as eccentricity, to be adjusted and generalized to a vast range of objects. Distorted spheroids can be used to model discs, cylinders, and spheres. This makes the spheroidal coordinate system a powerful tool in scattering and radiative applications, as well as diffusive tomographic imaging.
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