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ABSTRACT

Carrier Dynamics in InGaAs/GaAs Quantum Dots
Excited by Femtosecond Laser Pulses

by

Kripa Nidhan Chauhan, Doctor of Philosophy
Utah State University, 2012

Major Professor: Dr. D. Mark Riffe
Department: Physics

Ultrafast carrier dynamics studies have been carried out on samples with single layers of self-assembled In\textsubscript{0.4}Ga\textsubscript{0.6}As/GaAs quantum dots (QDs). Measurements were made using femtosecond degenerate pump-probe differential reflectivity with an 800-nm, 28-fs Ti-sapphire oscillator as the source. The QDs were grown via modified Stranski-Krastanov growth. This modified growth process consists of two steps: low-temperature growth and high-temperature annealing. Specifically, the InGaAs QD structures are fabricated on \textit{n}-type GaAs(001) using molecular beam epitaxy. The InGaAs layer is deposited at 350-370°C followed by QD self assembly at 420-490°C. Finally, these QDs are capped with 10 nm or 100 nm of GaAs. The measured width and height of these QDs are typically 25 nm and 8 nm, respectively. Dots annealed at higher temperature have larger base area (width and length) and reduced height, as compared to those annealed at lower temperature. We have used a model consisting of a linear combination of an exponential decaying function to describe the carrier dynamics and fit the reflectivity data, revealing trends in the carrier capture and relaxation times associated with the InGaAs layer versus laser excitation level and QD morphology. Capture times are \sim 1 \text{ ps} for the 100-nm capped samples, but slightly shorter for the 10-nm capped thin samples, indicating carrier transport plays a
role in dynamics. The carrier dynamics in 10-nm capped samples are correlated with sample annealing temperature, indicating QD morphology affects carrier capture. Versus laser intensity, and thus carrier excitation level, the dynamics generally become slower, suggesting state filling is important in both the capture and relaxation of excited carriers in these samples.

(96 pages)
In semiconductors, everything is becoming smaller day by day; quantum dots are the smallest nanomaterials available today. Typical sizes of these quantum dots are in the range of 5 to 30 nm in diameter. Variations in size changes many material properties, such as electrical and nonlinear optical properties, making them very different from bulk semiconductors. The size of the QDs results in new quantum phenomena, which yield some extraordinary properties. Material properties change dramatically because quantum effects arise from the confinement of electrons and holes in the material. Hence, semiconductor quantum dots play an important role in designing new devices and technologies. To make new devices, the study of carriers (electrons and holes) in quantum dots plays a significant role.

Ultrafast spectroscopy has been used to study the carrier dynamics in quantum dots. Ultrafast spectroscopy was revolutionized in the 1980s by the invention of 100-fs (fs = 10^{-15} sec) pulses. In early 1990 a new revolution came in the field of lasers that produced ultra short pulses using Ti-sapphire oscillators. With these new Ti-sapphire lasers, one can produce laser pulses of 4-5 fs duration. These diode-pumped, solid-state lasers quickly replaced the expensive, large, and low-efficiency ion lasers. Ultrafast lasers can also be used to produce laser pulses with enormous peak power. In our lab, we produce 28-fs laser pulses with 1 nJ of energy. Each ultra-short pulse carries power of 36 KW in our
lab. The ultra-short pulse allows one to create, detect, and study very fast relaxation in semiconductors. The use of ultra-short pulses has opened the door to many new findings in fundamental semiconductor mechanisms, especially those concerning carrier dynamics.

In this dissertation, we study carrier dynamics in quantum dots. Using the reflectivity experiment, we found capture times of electrons, i.e., how much time an electron takes to reach the quantum dot layer, and we have also measured relaxation times for carriers (when electron and hole relaxes) with the QDs.
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CHAPTER 1
INTRODUCTION

One of the remarkable and dramatic developments in the last five decades has been the application of solid-state physics to technical developments in electronic devices, such as transistors and semiconductor chips. The study of semiconductors led to the discovery of their important optical properties and numerous practical applications. In semiconductors, electronic transition from the valance band to the conduction band can easily be induced with the aid of a light. If the necessary energy is provided in the form of light, the wavelength at which that transition takes place can be found by observing a change in the absorption characteristics of the semiconductor. Reflectivity and ellipsometry, both of which are used in the experiment discussed in this dissertation, are two main techniques to characterize the optical properties of a semiconductor.

1.1 Optical Properties of Bulk and QDs

Because of their small size, quantum dots (QDs) display unique optical and electrical properties, as compared to bulk semiconductors. A key property of QDs is emission of photons under excitation. The photon emission wavelength depends not only on the material, but on the QD size. The ability to precisely control the size of a QD thus enables a manufacturer to tune the wavelength of emission over a wide range of wavelengths. The size dependence is derived from the basic physics principle that the quantized electronic energies depend sensitively upon the size of the constraining potential.

Semiconductor heterostructures containing self-assembled quantum dots are of fundamental interest because they provide a relatively simple means of producing an array of quantum potentials in which electrons and holes are confined in discrete quasiatomic (or zero-dimensional) energy states. In section 1, we discuss the physics behind the QDs, focusing on their optical properties. By varying the materials involved, the growth conditions,
and by vertically stacking layers of nanostructures, a rich variety of novel materials can be produced for the study of the fundamental properties of strongly confined systems, and for the development of advanced electronic and photonic devices. Any successful implementation of these quantum dots relies on their basic physical properties.

1.2 Why Study Quantum Dots?

Since the development in the growth of nanostructures, solid state physicists began to study QDs. Quantum dots provide an opportunity to investigate carrier dynamics in a finite size regime. Due to this confinement and resulting quantized energy structure, these materials have become the hub of many optical devices. We study quantum dots to understand the basic physics, including free-carrier capture and the relaxation of carriers within the dots. A main question, from the fundamental and technology point of view, is how do the semiconductor optical properties changes with size of QDs?

There is a big difference in the absorption spectrum of bulk and quantum dots: the bulk is spectrum continuous, while that of QDs is discrete in nature, as shown in Fig. 1.1. In semiconductors, the last filled band of allowed states is called the valence band (VB) and the next empty band is known as the conduction band (CB). Due to the broad spectrum, a wide range of transition energies exists from filled VB states to empty states of CB. This situation changes remarkably if the charge carriers are confined in three dimensions inside a small box. Since electrons exhibit both particle and wave properties, if the size of the box is small, the energy spectrum is quantized, i.e., discrete in nature.

A basic requirement for QDs is they should not be too small, otherwise they will have no localized states. QDs should not be too big, either. Otherwise the spacing between the energy levels becomes too small. Ideally, QDs should be uniform in shape and size and they should have a low density of defects. For InAs, QDs embedded in GaAs, it has been suggested the QD size should lie in the interval of 4 nm to 20 nm [1].
1.3 Historical Development

The study of this quantum-size effect in thin layers of materials has been a fruitful area of research. Superlattices and their transport properties were first investigated by Esaki and Tsu [2, 3]. The 1970s was dedicated to semiconductor research on electronic structures with confinement limited to one dimension, known as quantum wells [4, 5]. The quantum well is very thin, flat layer of semiconductor sandwiched between two layers of another semiconductor, generally known as a heterostructure. The confinement of carriers (electrons or holes) becomes important when the thickness of the quantum well is comparable to the de-Broglie wavelength of the carriers. At present, the properties of quantum wells are well investigated and understood, and quantum-well devices have been produced and used for many years, in laser diodes in CD players, for example. In the 1980s rapid progress in fabrication technology, especially very accurate lithographic techniques, made
it possible to confine electrons in two dimensions, in structures known as quantum wires [6]. Complete quantization of an electron’s free motion is implemented by trapping it in three dimensions, in structures known as quantum dots. This was first achieved by Reed and his group [7]. They reported the creation of square quantum dots with a side length of 250 nm, etched by the means of lithography. As a result of the three-dimensional confinement of electrons, quantum dot systems are similar to atoms. Fig. 1.2 illustrates this journey of semiconductor technology proceeding from the bulk to quantum dots. Unique discrete energy levels in QDs opened up a new area of fundamental research in semiconductors. In terms of fabrication, quantum-wire and quantum-dot structures constitute the utmost technological challenge.

![Bulk (3D) Quantum Well (2D) Quantum Wires (1D) Quantum Dots (0D)](image)

FIG. 1.2. Journey of semiconductor structures from bulk to QDs.

There are three main methods used to fabricate the QDs. The first method utilizes lithography. In this process quantum wells are patterned into dots. It was initially considered to be the easiest way to fabricate the QDs. But this process has several disadvantages, including contamination, low density, and defect formation. The second method is via colloidal synthesis. In this procedure QDs are formed through injection of reactants into a solvent solution. To form the crystalline structure of quantum dots the solvent is heated to a very high temperature and reactants are injected at very specific rates with very specific
timing. Typically II-V group QDs have been grown using this process. The third method is the self assembly of QDs. In the beginning of the 1990s, the discovery of self organization phenomena marked a breakthrough in the area of quantum dot growth. Self assembly is evolution of a two dimensional (2D) quantum well structure into an array of zero dimensional QDs. Self assembly can be achieved in conjunction with advance growth techniques like organic chemical vapor deposition (MOCVD) and molecular beam epitaxy (MBE). Stranski and Krastanov first proposed the possibility of spontaneous island formation initially on flat epitaxial surface [8]. Self assembled quantum dots have attracted attention as candidates for LEDs, solar cell devices and infrared detectors for example.

1.4 SK Growth of Quantum Dots

Molecular beam epitaxy (MBE) is a technique in which materials are grown layer by layer on the same crystalline lattice as a substrate. During the epitaxial growth process material is deposited under ultrahigh vacuum conditions at suitable deposition rates and substrate temperature. Epitaxy may be preserved even if the chemical composition is changed, but at the expense of some strain in the layer being grown. For example, addition of some In to the Ga beam in growing GaAs on GaAs substrate can lead to a perfect (but slightly strained) crystalline layer of InGaAs.

Islands will form when the decrease in strain energy exceeds the increase in surface energy. During the SK growth process, deposited material initially forms a thin 2D layer, which is know as the wetting layer (WL), on the top of which zero dimensional islands (the QDs) start to form as the layer exceeds a critical thickness. In general, the formation of islands leads to a reduction of the strain energy and an increase of the surface energy as compared to the planar case.

This transition from epitaxial 2D growth to island formation is quite abrupt when the layer thickness reaches the critical thickness. Defect-free islands are formed as a result of
the transition, and these islands are the quantum dots. This SK growth mode is traditionally used for growing QDs in III-V materials, such as InGaAs QDs on a GaAs substrate, as illustrated in Fig. 1.3. The shape and average size of the islands depend on the strain between the layer and substrate, the temperature at which growth occurs, and the growth rate. Figure 1.4 shows the dependence of the critical thickness of In$_x$Ga$_{1-x}$As monolayers deposited on GaAs substrate, as a function of the indium concentration [9, 10].

FIG. 1.3. Self assembly of Stranski-Krastanow growth mode.

Two issues with traditional SK growth are (i) random shapes of QDs and (ii) QDs positioning due to the surface segregation and intermixing between the substrate and epilayer. During growth, atoms tend to sit on the top of the substrate at sites with dislocations, grain boundaries, or stacking faults. This produces a nonuniform strain during the QD growth. Strain in epilayer greatly influences the shape of self-assembled QDs. In intermixing, molecules diffuse into the substrate and also in epilayer; this also plays an important role to control the size and shape QDs. Joyce and coworkers showed that intermixing is a temperature-dependent process, and it can be suppressed at the growth temperature of
Based on that observation, Yang and coworkers developed a new technique to grow QDs. In this technique an epitaxial InGaAs layer is grown at a sufficiently low temperature that layer-by-layer epitaxy can be achieved beyond the equilibrium critical thickness. The QDs are formed by annealing the sample to higher temperature. Yang and coworkers have shown the QD morphology depends upon InGaAs layer thickness and annealing temperature [12, 13].

1.5 Layout of Dissertation

In this dissertation, we have studied the dynamics of carriers interacting with the QDs in samples grown by Yang and coworkers. In Chapter 2, we will discuss the related work of carrier dynamics done on the InAs, InGaAs QD systems using time-resolved reflectivity, transmission, and photoluminescence. Chapter 3 will describe the experimental setup, theory, and basic formulas, which are required for the ellipsometry setup. In Chapter 4, we
will present the data collected on InGaAs/GaAs QD samples using pump-probe reflectivity. Chapter 5 will describe the time-resolved ellipsometry setup.
CHAPTER 2
ULTRAFAST SPECTROSCOPY OF QUANTUM DOTS

2.1 Ultrafast Spectroscopy of Semiconductors

Since the 1960s optical spectroscopy has provided invaluable information on many diverse aspects of semiconductors, such as electronic band structure, phonons, excitation spectra of electrons and holes, and the properties of defects, surfaces, and interfaces. Popular techniques include absorption, reflection, luminescence, and light-scattering (Raman) spectroscopy. With the use of femtosecond (1 fs = $10^{-15}$ sec) and picosecond (1 ps = $10^{-12}$ sec) pulsed lasers, spectroscopy has become a prominent way to investigate these properties. The use of ultrashort pulses has opened the door to many new findings in fundamental semiconductor mechanisms, especially those concerning carrier dynamics. Since the development of the ultrafast laser, in particular the Ti-sapphire self-mode locking laser, ultrafast carrier dynamics have been studied in a great number of semiconductor systems. To observe such dynamics, it is important pulses have a shorter timescale than the timescale of the dynamics. Ultrafast spectroscopy of semiconductors has led to many new developments in the area of semiconductors and in many optoelectronic and electronic devices [14].

Thermal equilibrium is disturbed when an ultrafast laser pulse excites a semiconductor. The laser pulse initially creates a carrier distribution that can be characterized as having (i) a degree of (quantum) coherence [15, 16], (ii) both anisotropic and isotropic momentum-space components [17, 18], and (iii) a nonthermal energy distribution [19, 20, 21, 22]. Carrier-carrier scattering and carrier-phonon scattering relaxes these components in several, approximately sequential, ways. (i) On a timescale of a few tens of femtoseconds, the coherence disappears and the anisotropic components relax, resulting in an isotropic, incoherent distribution in momentum space [15, 16, 18]. (ii) On a timescale of 100 to 200 fs, the nonthermal energy distribution becomes thermalized, but is still hot [19, 20, 23]. (iii) This distribution then cools close to the initial sample temperature on a timescale of a few
(iv) On a much longer timescale the excited carriers eventually recombine across the energy gap, reestablishing a fully equilibrated state. In a sample with QDs, the excited carriers can be captured by the QDs and wetting layer, facilitating the eventual recombination process. From a technological point of view, this is important because these trapped carriers can participate in optical transitions associated with light detection or lasing, for example.

Several ultrafast laser techniques are widely used to investigate carrier dynamics in semiconductors. Pump probe spectroscopy is the most commonly used technique. In this technique, the laser pulses are divided into two parts, pump and probe. The sample under investigation is first excited by pump pulses and subsequently interrogated using the probe pulses, which are delayed in time with respect to the pump pulses. This technique divides into two common techniques: the probe beam is either transmitted or reflected from the sample under investigation. Time resolved THz spectroscopy also uses ultrafast femtosecond lasers and it works in a fashion similar to pump-probe spectroscopy. In a typical setup, the optical beam splits into two parts, the pump and the probe. The pump beam hits a terahertz photoconductive emitter and it emits a radiation in THz region. The THz radiation is transmitted through the sample. The probe beam gates the detector, whose response is proportional to the amplitude and the sign of the electric field of the THz-pulse. By changing the optical path between the pump and probe beam, information about the amplitude and phase of THz signals is obtained. Photoluminescence (PL) spectroscopy is a technique in which emission of radiation is induced by the optical excitation of the sample. Conventional PL spectroscopy is based on the measurement of the emission spectrum at fixed wavelength of exciting radiation. In time-resolved emission, the signal is measured as a function of the time delay after the excitation laser pulse.
2.2 Carrier Transport, Capture, and Relaxation

In the experiments presented in this dissertation, a photon with energy greater than the band gap of the material predominately excites carriers (electron-hole pairs) in the barrier (i.e., GaAs) on the either side of the InGaAs QD/wetting layer. Equilibration involving the InGaAs layer is schematically shown in Fig. 2.1 and can be described as follows:

1. Excitation of electrons from the barrier valence band into conduction band, creating free electron-hole pairs.

2. Transport to the region of InGaAs layer.

3. Carrier capture from the barrier to the wetting layer and excited states of the QD.

4. Carrier relaxation within the quantum layer via carrier-carrier scattering and carrier-phonon scattering.

5. Possible carrier transfer from the quantum dot to nearby deep levels, leading to carrier trapping and nonradiative recombination. This is only important if there are nearby deep levels.

6. Radiative recombination, in which electron and hole annihilate each other and release a photon. This is the ideal recombination process in a QD system.

This whole process of equilibration consists of four major processes: (i) transport of carriers to the InGaAs quantum layer, (ii) capture of carrier by quantum layer, (iii) relaxation within the quantum layer, and (iv) either radiative or nonradiative recombination. We now discuss the details of each of these first three processes, by which the carriers arrive in the ground state of QDs. As radiative recombination is typically in the range of nanoseconds, we do not consider the fourth process.
2.2.1 Transport of Carriers to the Quantum Layer

When a photon of an energy higher than the band gap of the semiconductor excites the carriers in the barrier, the majority of carriers are typically excited within approximately one micrometer from the surface. Considering the fact quantum dots (QDs) are usually near the surface of the sample, typically ≤ 100 nm from the surface, many carriers must travel a significant distance before being captured by the QDs. A number of studies have considered the transport of excited carriers to the region of the quantum layer. Using time-resolved photoluminescence (TRPL), Siegert and coworkers showed the transport time of carriers, when excited in the barrier, is ∼ 2 ps, independent of doping, and is much shorter than the ambipolar diffusion time, which is ∼ 130 ps at lower temperatures [25]. Marcinkevicius
and Leon studied how transport of carriers plays an important role determining the PL rise time [26]. Their QD samples were grown by depositing a 4.5 ML of In$_{0.4}$Ga$_{0.6}$As and later these were covered by 100 nm of capping layer. The average diameter and areal density of QDs were 43 nm and $1 \times 10^{10}$ cm$^2$, respectively. For comparison, quantum wells of the same composition and capping layer were also grown. Their PL studies indicated the room-temperature rise time for QWs is 1-2 ps, but for the QDs is 8 ps. Given these results, they conclude transport is not an important factor in determining the rise time. Sun and coworkers measured time resolved photoluminescence from QD samples capped with 50 nm of GaAs [27]. From analysis of PL rise times, they deduced the presence of a 12-ps component, which is close to the 10-ps diffusion time expected in their samples. These three examples illustrate assessing transport using TRPL is not straightforward, but, in general, it should be considered when carriers are excited in the barrier.

2.2.2 Carrier Capture by the Quantum Layer

Carrier capture refers to the process of carrier transfer from the continuum states of the barrier (GaAs) into the quantum-well-like wetting layer (WL) states or into the discrete QD states. Two scattering mechanisms are important for carrier capture, illustrated in Fig. 2.2. (i) The first process is carrier-carrier (Auger) scattering in which an electron or hole is captured from the barrier directly by transferring its energy to a second barrier electron or hole next to the QD. (ii) The second is capture with the emission of longitudinal-optical (LO) and/or acoustic phonons. Depending upon circumstances, either or both processes can be important to WL or QD capture. For example, as the excited carrier density is increased, Auger scattering becomes more important.

Uskov and coworkers have studied Auger capture dynamics using rate equations in InAs/GaAs quantum dot structures, calculating Auger capture coefficients for self-assembled quantum dots [28]. They show Auger capture times can be of the order of 1 – 100 ps, de-
pending on barrier carrier densities and dot densities. Auger capture rates depend strongly on dot diameters and are greatest at dot diameters of about 10 – 20 nm.

![Diagram of capture process in QDs](image)

FIG. 2.2. Capture process in QDs. a) Multiphonon process. b) Auger scattering I. c) Auger scattering II.

Calculations of phonon-assisted capture of carriers in quantum dots, specifically, InAs QD systems have been reported by R. Ferreira and Bastard [29]. They pointed out LO-phonon-assisted capture presents strong resonances versus the dot size. Phonon assisted capture rates have been theoretically studied by Zhang and Galbraith [30]. Room temperature capture rates, capture with one or two LO, as well as LO and acoustic phonon participation, has been considered, and capture times of 3 – 5.5 ps are obtained in densely populated InAs/GaAs quantum dots. Magnusdottir and coworkers calculate the capture time using Fermi’s golden rule [31]. Temperature dependence of single-phonon capture times have been reported for the QDs density $5 \times 10^{17}$ cm$^{-3}$, and it tends to decrease as the temperature increases. At high-carrier densities, the capture time tends to saturate because of the Fermi filling effect.

Carrier capture has also been studied experimentally. Sosnowski and coworkers measured an electron capture time of 2.8 ps from the barrier to the n=2 quantum dot state [32].
Liu studied carrier capture in InAs/GaAs QDs using pump-probe reflectivity [33]. In undoped, as well as p-type samples, transfer times from the GaAs barrier to InAs WL is found to be between 0.2 and 1 ps, increasing with increasing excited carrier density, likely due to carrier saturation of QD levels. In studies by Li et al., carrier capture in InAs/GaAs heterostructures were measured using pump-probe reflectivity [34]. They showed the capture time from the GaAs barrier to the InAs QDs strongly depends on the InAs layer thickness. Capture times from 0.5 to 17 ps were obtained. Muller et al. showed a capture time of $\leq 1$ ps at room temperature using a pump-probe experiment on InAs/GaAs QDs with a dot density of $2 \times 10^{20}$ cm$^{-3}$ [35]. Urayama and coworkers measured capture times for electrons of 2.5 ps and 2.0 ps at 40 and 290 K at low carrier densities, respectively, in an experiment using differential transmission on In$_{0.4}$Ga$_{0.6}$As quantum dots, [36]. PL rise times between 2 and 4 ps have been measured and attributed to electron capture [27]. Zhang and coworkers used TRPL to measure a rise time of $\sim 1$ ps for n=1 QD state, which they interpret as due to carrier capture [37].

Lobo and coworkers have measured rise times of high density ($2.5 \times 10^{10}$ cm$^{-2}$) and low density ($7 \times 10^{8}$ cm$^{-2}$) QDs [38]. As a function of temperature, the rise time decreases with the increase in temperature for low-density QDs from 15-5 ps, but for high-density QDs, it does not change much, from 6-4 ps. Marcinkevicius and coworkers also found the QD density has a significant influence on the carrier transfer to QDs [39]. For the low QD density structures, carrier transfer is inhibited by potential barriers at the barrier/quantum dot interfaces. They also found as the temperature and excitation intensities increase, the capture time decreases.

To summarize, carrier capture depends on a number of factors, including the density of QDs and excitation intensity. Typical capture time vary from several hundred fs to few ps. Capture times are governed by Auger scattering and phonon emission.
2.2.3 Carrier Relaxation within the Quantum Layer

As opposed to the bulk, where carriers can relax through a continuum of states, in a QD, only a small set of discrete states lies between the WL continuum and the QD ground state. Early on, this was expected to dramatically slow down relaxation due to suppression of LO-phonon emission, when the phonon energy does not equal the level spacing in the QDs. Therefore, much work has centered on the reality of this phonon bottleneck. A theme that has emerged is carrier-carrier scattering must be suppressed in order for the phonon bottleneck to be manifest.

Carrier relaxation has been explained by many mechanisms, including phonon bottleneck, carrier-carrier scattering, carrier-phonon scattering, and defect-assisted relaxation. Nielsen and coworkers carried out a detailed analysis of carrier-carrier scattering and carrier-LO phonon scattering [40]. Their calculations were not restricted to Fermi’s golden rule, but also included population effects. Carrier screening of the QD-WL interaction was also considered. For higher densities, the carrier capture time was longer than the relaxation time: carrier-carrier relaxation time was 1 ps and the capture time was 10 ps. Fast relaxation times have been calculated by Uskov and coworkers in self-assembled QDs. If the carrier density in the surrounding barrier is sufficiently high, Auger relaxation times were found in the range of 1-10 ps for the carrier densities of $10^{11}$-$10^{12}$ cm$^{-2}$ [41]. Ferreira and Bastard calculated the capture and relaxation of carriers in quantum dots, specifically, InAs/GaAs self-assembled dots. They pointed out Auger relaxation is extremely fast in these structures. They also found that relaxation times are around 1-10 ps due to carrier-carrier scattering [29].

Phonon bottleneck has been reexamined by Li and coworkers in an attempt to check this mechanism within the intrinsic phonon scattering [42]. Their calculation demonstrated the efficient carrier relaxation of 2.5-7 ps for QDs larger than 15 nm in size. The relaxation in quantum dots has been discussed using phonon scattering mechanism. Schroeter and coworkers calculated the relaxation of carriers in In$_{0.5}$Ga$_{0.5}$As QDs.
with the average size of 10 nm at low temperature [43]. They found relaxation through defects may circumvent the phonon bottleneck predicted for ideal nanometer-scale quantum dot structures, even at low temperatures.

Continuum background is the process by which carriers relax quickly within the continuum states in barrier and wetting layers and then make transitions to the ground state by phonon scattering. This mechanism was first observed by Toda and coworkers [44]. According to their model, electrons first relax through the continuum with the emission of longitudinal acoustic (LA) phonon and then it relaxes to the QD ground state with the LO phonon emission. Theoretically, Vassanelli and coworkers showed it is this process by which carriers are indirectly transferred from barrier/WL to discrete QD states [45].

Toda and coworkers investigated relaxation processes in InGaAs QDs with diameter 20 nm, a height of 7 nm, and density of $10^{10}$ cm$^{-2}$ [44]. They strongly suggested the existence of continuum states in single dots. The density of states gradually increases from the end of QD to the wetting layer absorption edge. For excitation of carrier at the WL absorption edge, the carriers can relax quickly through the continuum states by LA phonon scattering and transition to the excitonic ground state by strong electron-phonon interactions, which is attributed to intradot relaxation in QDs. Bogaart and coworker have measured the capture time at room temperature in InAs/GaAs quantum dots grown by chemical beam epitaxy. They measured photoluminescence (PL) spectrum, as well as differential reflectivity, using two-color, pump-probe reflectivity, where the pump excites carriers in the barrier and the probe is tuned to transition from ground state to excited state. Their continuum model is as follows: an electron first relaxes via continuum states in the barrier, emitting a single LO phonon and then is captured by QDs. They suggested the efficiency of this relaxation model directly depends on coupling strength between the continuum states and the discrete energy level in QDs. They studied the carrier capture and relaxation in self-assembled InAs/GaAs quantum dots (QDs) using bleaching rise-time measurements as a function of
the excitation density at 5, 77, and 293 K. They observed the bleaching rise time and the carrier lifetime of the first excited state are longer than the bleaching rise time of the QD ground state, indicating the excited state does not act as an intermediate state.

For high excitation density, Bogaart and coworkers observed a temperature-dependent plateau in the initial bleaching rise time, contradicting an Auger-scattering-based relaxation model [46]. For higher excitation densities, the Auger carrier relaxation through the continuum is very fast and is followed by a single LO-phonon emission toward the QD ground state. The time scale for this process is around 5-10 ps.

Phonon bottleneck has been verified by Urayama and coworkers where they excite only one electron-hole pair per dot at very-low excitation densities [47]. This phenomenon is observed at low carrier density and at low temperatures. They performed time resolved transmission experiment on InGaAs QDs at low carrier densities, in which nongeminate capture (one electron in one QD and hole in other QD) of carriers take place. In this regime they found a very long time scale of 750 ps for carriers to relax in the QDs. Work by Heitz and coworkers suggest a suppressed exciton relaxation for self-organized InGaAs/GaAs QDs. A low-temperature relaxation time of 7.7 ns leads to a pronounced phonon-bottleneck effect [48]. Ikeda and coworkers studied the phonon bottleneck effect in InAs/GaInP quantum dots (QDs) [49]. The time-resolved photoluminescence spectra in QDs are measured in the temperature range of 5-200 K. They found carrier relaxation at low temperature is about 500 ps.

There are several other interesting results concerning carrier relaxation. Gundogdu and his coworkers showed an ultrafast carrier capture and relaxation time on InAs QDs by time resolved PL. They found faster relaxation times for InAs QDs to be 4.8 ps and this faster relaxation times are attributed to carrier-carrier scattering [50]. Marcinkevicius and his coworkers grew InGaAs QDs at different annealing temperatures from 700 °C to 900 °C. Low-temperature annealing QDs are smaller in size than high temperature. Carrier transfer
in low-temperature annealing dots is faster. They observe a direct confirmation of efficient carrier relaxation in quantum dots by optical phonon emission. With the increase in carrier density, PL rise time tends to decrease, and this is due to carrier relaxation via auger process [51]. A capture time of 3 ps has been measured using differential transmission measurements by Wesseli [52].
CHAPTER 3
EXPERIMENTAL AND SAMPLE DETAILS

The aim of this dissertation is the study of carrier dynamics in semiconductor QDs after femtosecond pulse excitation. I have investigated the dynamics using two experiments: time-resolved differential reflectivity (TRDR) and time-resolved ellipsometry (TRE). The complex index of refraction \( N = n - ik \) is an important parameter for the characterization of the semiconductors QDs and for optoelectronic devices. Time-resolved reflectivity of a semiconductor typically provides information on the change in the real part of the index. For example, the change in \( n \) carrier dynamics in silicon have been studied in our lab using time-resolved reflectivity [53]. But in order to directly access the change in absorption we need to probe changes in the imaginary part of the index \( (k) \). Thus, we have worked to extend the measurements so we can study both changes in \( n \) and \( k \). Ellipsometry is the tool that will give us the full information about the index of refraction (or equivalently the dielectric function) of the semiconductor, and thus, has the potential to give more insight into carrier dynamics as compared to simple pump and probe reflectivity [54].

3.1 Laser System and Diagnostics

A highly stable home-built Ti-sapphire laser based on the design of Asaki et. al. operating at 800-nm wavelength and producing 17-fs full-width-half-maximum pulses at a repetition rate of 88 MHz is used in my experiments [55]. The energy of each pulse is 1 nJ. As illustrated in Fig. 3.1, interferometric autocorrelation traces obtained with a rotating-mirror autocorrelator are used to determine the laser pulse width and confirm the near-Gaussian nature of the pulses [56].

3.2 Light Reflection at an Interface

The samples studied here consist of multilayer GaAs/InGaAs/GaAs structures; because of this, the reflectivity of the samples depends upon the optical properties of GaAs, InGaAs,
and the exact near-surface structure of these two materials. However, in our experiments, we expect the dominant effect upon reflectivity to be due to the carriers that are excited within the GaAs cap and base. We thus simply consider the reflectivity that occurs at an air/GaAs interface, but at the same time we recognize changes in the InGaAs optical properties may also be important to our measurements.

As illustrated in Fig. 3.2, we consider plane-wave light traveling in a medium with index $N_0$ that is incident on another medium with index $N_1$. For this situation the reflection amplitudes $r_p$ and $r_s$ for $p$ and $s$ polarized light are respectively given by
FIG. 3.2. Reflection and transmission at the interface between the two mediums.

\[ r_p = \frac{E_{rp}}{E_{ip}} = \frac{N_1 \cos(\phi_0) - N_0 \cos(\phi_1)}{N_1 \cos(\phi_0) + N_0 \cos(\phi_1)}, \]  

(3.1)

and

\[ r_s = \frac{E_{rs}}{E_{is}} = \frac{N_0 \cos(\phi_0) - N_1 \cos(\phi_1)}{N_0 \cos(\phi_0) + N_1 \cos(\phi_1)}. \]  

(3.2)

Here the \( E_s \)s are the complex electric field amplitudes and the subscripts \( r, i, p, \) and \( s \) refer to reflection, incident, \( p \) polarization, and \( s \) polarization, respectively. Although complex, the angle \( \phi_1 \) is given by Snell’s law,

\[ \sin(\phi_1) = \frac{N_0}{N_1} \sin(\phi_0). \]  

(3.3)

In order to separate the effect of reflection on the amplitude and phase of the wave, we rewrite the complex Fresnel amplitudes as

\[ r_p = |r_p|e^{i\delta_p}, \]  

(3.4)
and

\[ r_s = |r_s|e^{i\delta_s}. \]  \hspace{1cm} (3.5)

\(|r_p|\) and \(|r_s|\) give the ratio of the amplitudes of electric field vectors of the reflected wave to that of the incident wave, while \(\delta_p\) and \(\delta_s\) give the phase shifts upon reflection [57].

Reflection coefficients, which give the ratio of reflected to incident intensity, are the square modulus of the amplitudes. That is,

\[ R_s = ||r_s|e^{i\delta_s}|^2, \]  \hspace{1cm} (3.6)

and

\[ R_p = ||r_p|e^{i\delta_p}|^2. \]  \hspace{1cm} (3.7)

Changes in these coefficients are measured in our experiments.

3.3 Time Resolved Pump-Probe Differential Reflectivity

A pump-probe experiment utilizes two pulses. One pulse is known as the pump pulse, which induces the changes in the material. After a certain time delay, a second, typically weaker pulse, known as the probe, interrogates the area of the sample that was excited, and a photo-detector measures the signal from the probe. We vary the delay between the pump and a probe pulse by changing the distance the pump has to travel before reaching the sample. Thus, we can measure the reflectivity of the material for different time delays after the pump pulse, revealing the time-dependent material changes after the pump pulse has excited the sample.

In our lab, we have a pump-probe experimental set up, as illustrated in Fig. 3.3. Linearly polarized pulses from the Ti:sapphire laser pass through a half-wave plate (HWP),
which rotates the beam polarization to the desired angle and allows us to adjust the relative intensities of the pump and probe pulses. After the HWP, the pulses pass through a beam splitter, which splits each laser pulse into two orthogonally linearly polarized pulses, the pump and probe. The pump pulse ($p$-polarized) travels through a delay stage and then hits the sample at normal incidence. The probe pulse ($s$-polarized) is incident on the sample at 45 degrees. The reflected probe pulse then passes through the calcite polarizer, which is set for the maximum transmission of reflected probe light, and thus minimum transmission of scattered light, from the probe. The intensity of the reflected probe pulse is detected by a Si photodiode detector. The chopper modulates the pump beam in an approximately on-off fashion, modulating the excitation of the sample. The resulting modulated reflectivity of the probe is recorded using a lock-in amplifier. In terms of the pump-induced changes in $n$ and $k$ of the sample, change in probe reflectivity can be expressed as

$$\frac{\Delta R(t)}{R} = \frac{1}{R} \frac{\partial R}{\partial n} \Delta n(t) + \frac{1}{R} \frac{\partial R}{\partial k} \Delta k(t),$$

(3.8)

where $\Delta R = R(n,k) - R(n_0,k_0)$, and $\frac{1}{R} \frac{\partial R}{\partial n}$ and $\frac{1}{R} \frac{\partial R}{\partial k}$ are the $n$-differential and $k$-differential coefficients, respectively. $R(n_0,k_0)$ is the reflectivity when no pump beam is used. $\frac{\Delta R}{R}$ is the experimentally observed quantity. In a typical reflectivity experiment on a semiconductor

$\frac{1}{R} \frac{\partial R}{\partial n} \gg \frac{1}{R} \frac{\partial R}{\partial k}$, that is, the differential reflectivity is typically much more sensitive to $\Delta n$ than $\Delta k$. Figure 3.4 plots differential coefficients for both $s$- and $p$-polarized waves. As shown, for $s$-polarization $\frac{1}{R} \frac{\partial R}{\partial n} \gg \frac{1}{R} \frac{\partial R}{\partial k}$ for all incident angles. For $p$ polarization, the two differential coefficients can be comparable, but only near the Brewster’s angle, as illustrated in Fig. 3.4 (b). Unfortunately, this is where $R$ becomes quite small, and measurements are difficult in this region. Appropriate for our $s$-polarized probe beam, the change in reflectivity is given to good approximation by
FIG. 3.3. Schematic diagram for time-resolved pump probe differential reflectivity (TRDR). The ultrashort laser pulse is split into pump and probe pulse with a delay stage. The pump pulse is used to excite the sample, whereas the probe pulse measures the changes induced by the pump.
\[
\frac{\Delta R_s}{R_s} = \frac{4n_0 \cos(\theta)}{(n_0^2 - 1)(n_0^2 - \sin^2(\theta))^{1/2}} \Delta n,
\]

where \(\theta\) is the angle of incidence [53].

3.4 QD Sample Details

As mentioned in Section 1, the QD samples studied here have been grown by Yang and coworkers using a new technique. Before discussing the growth and morphology of these samples, we briefly review traditional Stranski-Krastanov (SK) growth of InGaAs QDs on GaAs. Traditional SK growth of InGaAs QDs is divided into three steps: (i) oxide removal, (ii) GaAs buffer layer growth, and (iii) InGaAs growth and self assembly. First the oxide is desorbed from the surface by heating the GaAs substrate to 620\(^\circ\)C in ultra high vacuum. Subsequent to oxide desorption, a GaAs buffer layer is grown, typically for one hour at a growth temperature of 580\(^\circ\)C. This provides an atomically flat surface for the InGaAs growth. The InGaAs QD layer is then grown, typically at a growth rate of \(\sim 0.1\text{ML/sec}\) at a temperature of 460\(^\circ\)C. In the SK growth mode, surface segregation of indium is a serious issue of the InGaAs quantum layer growth, since Indium atoms tend to move to the top layer of the InGaAs layers. To overcome this issue, Yang and coworkers modified the traditional SK growth.

3.4.1 Modified SK Quantum Layer Growth

In Yang’s modified SK growth method, step (iii) of the traditional SK growth is divided into two steps: low-temperature growth of flat InGaAs layer followed by a high-temperature anneal, during which QDs self assemble. The growth details of samples studied here are as follows. First, 800 to 1500 nm of GaAs buffer layer is grown at 575\(^\circ\)C to 595\(^\circ\)C for three hours. Then, 10 to 15 ML of flat InGaAs QD layer is grown at 350\(^\circ\)C to 370\(^\circ\)C. The post-growth annealing is then performed: the sample is heated to a temperature
FIG. 3.4. Differential coefficients of reflectivity in TRDR experiment. (a) Differential coefficients of reflectivity $R_s$. $\frac{1}{R} \frac{\partial R}{\partial n}$ is larger than $\frac{1}{R} \frac{\partial R}{\partial k}$.

(b) Differential coefficients of reflectivity $R_p$. (c) At 45° figure shows $\frac{1}{R} \frac{\partial R}{\partial n}$ is again larger than $\frac{1}{R} \frac{\partial R}{\partial k}$. 
in the range of $420^0\mathrm{C}$ to $490^0\mathrm{C}$ for 120 seconds. Reflection high-energy electron diffraction (RHEED) is used to conform the formation of QDs. After this, a cap layer of either 10 or 100 nm of GaAs is deposited on InGaAs QD layer. 10-nm and 100-nm samples are referred here as thin cap and thick cap, respectively. Details of each sample can be found in Tables 3.1 and 3.2. Samples from A to E are thick-capped samples (100 nm) and F to J are thin-capped samples (10 nm).

3.4.2 AFM Images of QD Layer

To study the surface morphology of InGaAs QD, *ex situ* atomic force microscopy (AFM) measurements have been performed. These images show a prominent presence of QD structures even though they are capped with a layer of GaAs. AFM images from Fig 3.5 to Fig 3.9 are from the thick-cap samples. Images from samples B, D, and E show nearly identical patterns of QD patches. All of these three samples have a ~10 ML deposition of InGaAs at a growth temperature of $350^0\mathrm{C}$ to $360^0\mathrm{C}$. Figure 3.10 to 3.14 show images of thin-cap QD samples. Samples F, G, and J have a 15 ML deposition of InGaAs, while samples I and H have a 10 ML deposition. AFM images of samples C and H do not show any formation of quantum dots, in agreement with the RHEED observations. In contrast to the RHEED measurements, sample H shows no indication of QD formation. AFM images of samples F, G and I shows a clear resemblance to the *in situ* scanning tunneling microscopy (STM) measurements of other uncapped QDs grown under similar conditions [12]. Those STM measurements show a typical QD base width of ~20 nm and height of ~8 nm.
TABLE 3.1. In$_{0.4}$Ga$_{0.6}$As quantum dot sample details of thick GaAs cap.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Thick Cap QD Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial #</td>
<td>A</td>
</tr>
<tr>
<td>Moly/Plate</td>
<td>/a</td>
</tr>
<tr>
<td>Buffer</td>
<td></td>
</tr>
<tr>
<td>Growth Temp($^\circ$C)</td>
<td>585</td>
</tr>
<tr>
<td>Growth Rate(ML/s)</td>
<td>0.615</td>
</tr>
<tr>
<td>Growth Time</td>
<td>1hr 23 min</td>
</tr>
<tr>
<td>Thickness (nm)</td>
<td>866.7</td>
</tr>
<tr>
<td>QD Layer</td>
<td></td>
</tr>
<tr>
<td>Growth Temp($^\circ$C)</td>
<td>350</td>
</tr>
<tr>
<td>As (%)</td>
<td>20</td>
</tr>
<tr>
<td>Growth Rate(ML/s)</td>
<td>0.238</td>
</tr>
<tr>
<td>Growth Time (sec)</td>
<td>50</td>
</tr>
<tr>
<td>Thickness (ML)</td>
<td>11.924</td>
</tr>
<tr>
<td>Thickness (nm)</td>
<td>3.19</td>
</tr>
<tr>
<td>Annealing</td>
<td></td>
</tr>
<tr>
<td>Temp ($^\circ$C)</td>
<td>450</td>
</tr>
<tr>
<td>Time (sec)</td>
<td>120</td>
</tr>
<tr>
<td>RHEED</td>
<td>Q Dot</td>
</tr>
<tr>
<td>Low-Temperature Cap</td>
<td></td>
</tr>
<tr>
<td>Substrate Temp($^\circ$C)</td>
<td>450</td>
</tr>
<tr>
<td>As (%)</td>
<td>25</td>
</tr>
<tr>
<td>Growth Rate(ML/s)</td>
<td>0.155</td>
</tr>
<tr>
<td>Time (sec)</td>
<td>295</td>
</tr>
<tr>
<td>Thickness (ML)</td>
<td>45.729</td>
</tr>
<tr>
<td>Thickness (nm)</td>
<td>12.954</td>
</tr>
<tr>
<td>High-Temperature Cap</td>
<td></td>
</tr>
<tr>
<td>Substrate Temp($^\circ$C)</td>
<td>580</td>
</tr>
<tr>
<td>As (%)</td>
<td>55</td>
</tr>
<tr>
<td>Growth Rate(ML/s)</td>
<td>0.611</td>
</tr>
<tr>
<td>Time (sec)</td>
<td>496</td>
</tr>
<tr>
<td>Thickness (ML)</td>
<td>303.06</td>
</tr>
<tr>
<td>Thickness (nm)</td>
<td>85.85</td>
</tr>
<tr>
<td>Total Thickness (nm)</td>
<td>98.81</td>
</tr>
</tbody>
</table>
TABLE 3.2. In$_{0.4}$Ga$_{0.6}$As quantum dot sample details of GaAs thin cap.

<table>
<thead>
<tr>
<th>Serial #</th>
<th>Moly/Plate</th>
<th>Growth Temp($^\circ$C)</th>
<th>Growth Rate(ML/s)</th>
<th>Growth Time (sec)</th>
<th>Thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>575</td>
<td>0.62</td>
<td>2hr 3 min</td>
<td>1294.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>590~595</td>
<td>0.66</td>
<td>2hr 12 min</td>
<td>1477.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>575</td>
<td>0.67</td>
<td>3hr 25 min</td>
<td>2314.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o</td>
<td>0.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>u</td>
<td>0.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buffer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QD Layer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annealing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RHEED</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low-Temperature Cap</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
FIG. 3.5. AFM image of sample A. The image size is $3 \times 3 \, \mu m$. 11.9 ML of InGaAs QD are grown at $350^0 C$ and a 100 nm GaAs cap layer is deposited.

FIG. 3.6. AFM image of sample B. The image size is $20 \times 20 \, \mu m$. 9.47 ML of InGaAs QD are grown at $360^0 C$, and a 100 nm GaAs cap layer is deposited.
FIG. 3.7. AFM image of sample C. The image size is $10 \times 10 \, \mu m$. 9.49 ML of InGaAs QD are grown at 360$^0$C, and a 100 nm GaAs cap layer is deposited. No QDs are observed.

FIG. 3.8. AFM image of sample D. The image size is $40 \times 40 \, \mu m$. 10 ML of InGaAs QD are grown at 350$^0$C, and a 100 nm GaAs cap layer is deposited.
FIG. 3.9. AFM image of sample E. The image size is 30×30 µm. 7.3 ML of InGaAs QD are grown at 360°C, and a 100 nm GaAs cap layer is deposited.

FIG. 3.10. AFM image of sample F. The image size is 3×3 µm. 15 ML of InGaAs QD are grown at 350°C, and a 10 nm GaAs cap layer is deposited.
FIG. 3.11. AFM image of sample G. The image size is 0.9×0.9 μm. 15 ML of InGaAs QD are grown at 370°C, and a 10 nm GaAs cap layer is deposited.

FIG. 3.12. AFM image of sample H. The image size is 1×1 μm. 10 ML of InGaAs QD are grown at 370°C, and a 10 nm GaAs cap layer is deposited. No QD observed.
FIG. 3.13. AFM image of sample I. The image size is $1 \times 1 \ \mu m$. 10 ML of InGaAs QD are grown at 360$^\circ$C, and a 10 nm GaAs cap layer is deposited.

FIG. 3.14. AFM image of sample J. The image size is $6 \times 6 \ \mu m$. InGaAs QD are grown at 370$^\circ$C, and a 10 nm GaAs cap layer is deposited.
CHAPTER 4

REFLECTIVITY MEASUREMENTS

One of the most common ways of growing InGaAs QDs is by Stranski-Krastanov growth. Yang and coworkers have used the modified SK growth mode as explained in section 3.4.1. In this growth mode, elastic energy associated with the lattice mismatch strain between different epitaxially deposited semiconductor layers is minimized through the formation of small QDs connected via a thin wetting layer (WL). These QDs are typically of pyramidal shape with ~25-nm base dimension, and ~8-nm height, and further these QD samples are capped with GaAs layer of 10 or 100 nm.

Carrier capture into QDs and their relaxation has been an interesting topic of investigation in the last decade. Slow relaxation rates are attributed to the phonon bottleneck [47]. On the other hand, several mechanisms have been proposed to describe the faster relaxation processes, Auger processes [28, 35, 58], electron-hole scattering [37, 50], and multiphonon emission [59, 60]. Relaxation times depend on the number of factors, such as the size of the QDs, excitation level, lattice temperature, ground-state energy, and annealing temperature.

In this chapter, we study the carrier dynamics in InGaAs QDs using time-resolved pump-probe reflectivity.

4.1 Thick Cap QDs

4.1.1 Reflectivity Data

We have made ultrafast measurements on InGaAs QD samples using nearly Gaussian pulses of 25 fs from our home-built Ti-sapphire laser at 800 nm. We have done three different total-time-delay scans on all of our QD samples: 5ps, 25 ps, and 120 ps. For each total time delay we have used seven different neutral density filters to collect the data over the range of different laser intensities. The range of relative intensities goes from 100% down to 2.4%.
Data from all of the thick samples look similar to the data from sample A shown in Fig. 4.1. Figure 4.1 shows the time-dependent reflectivity response of sample A over the range of laser intensities. Data taken with total delay of 5 ps is shown in the left panel. A step size of 13.3 fs was used. For all the data, the initial reflectivity change is positive. For all but the two lowest intensity scans, the reflectivity response decays past the baseline. Figure 4.1 also shows the time resolved reflectivity ($\Delta R/R$) for scans of 25 ps and 120 ps with step sizes of 66.7 fs and 333.5 fs, respectively. As the data in Fig 4.1 illustrate, even by 120 ps, the reflectivity has not necessarily recovered to its initial value.

Figure 4.2(a) and (b) illustrate the reflectivity of thick-cap QD samples verses the time delay when the relative laser intensity is 0.65 and 0.13, respectively. For all the thick-cap samples, the initial reflectivity is positive, and they are arranged in order of increasing annealing temperatures (from bottom to top). Reflectivity of these samples does not cross the baseline except for samples C and A at both the laser intensities. These data show little variation in the initial reflectivity drop among the samples. Also the reflectivity does not recover to its initial point. Even for our maximum time-delay scan of 120 ps, the reflectivity has not fully recovered. This has also been observed by other groups [61, 62].

4.1.2 Modeling and Analysis of QD samples

Our analysis methodology is based on the following assumptions: (i) the carrier distribution can be described by a set of time-dependent density components, (ii) the excitation and relaxation of the carriers can be described by a set of first-order, linear rate equations for these density components, and (iii) the reflectivity can be expressed as a linear combination of these components. These assumptions are consistent with a description of the reflectivity being described by a linear combination of decaying exponential functions,

$$\frac{\Delta R}{R}(t) = \sum_j \Theta_j(t) A_j \exp\left(-\frac{t}{\tau_j}\right), \quad (4.1)$$
FIG. 4.1. Normalized reflectivity of QD sample A vs. time delay for 5-ps scan, 25-ps scan, and 120-ps scan.
FIG. 4.2. Normalized reflectivity change vs. time delay for thick-capped quantum dot samples. Data from samples A, B, C, D, and E are displaced for clarity and arranged in order of increasing annealing temperature (from bottom to top) (a) when laser intensity was 0.65 and (b) when laser intensity was 0.13.
where $\tau_j$ are decay constants associated with relaxation processes of the carriers. The function

$$\tilde{\Theta}_j(t) = \frac{1}{2} \exp\left(\frac{\tau_j^2}{4\tau_p^2}\right) \left[ \text{erf}\left(\frac{t}{\tau_p} - \frac{-\tau_p}{2\tau_j}\right) + 1 \right], \quad (4.2)$$

accounts for the finite-time excitation by the pump laser pulse with pulse width $\tau_p$.

Using equation 4.1, we have fit the InGaAs reflectivity data with least-squares analysis. Something unique about our data analysis is that we have joined three of our ps scans into one data set, as shown in Fig. 4.3. Each scan has a different step size. We have shown in Fig 4.3 a fit of highest intensity spectrum of Sample A. The solid blue line, which passes through the red data points is the overall fit. The four individual curves with different time constants are slightly displaced for clarity. $\tau_1$ is the fastest timescale, which has a positive amplitude, and $\tau_2$ is the second fastest and also has a positive amplitude. However, $\tau_3$ and $\tau_4$ are the longest timescales and have negative amplitudes. In the case of sample D, we used only three decay constants instead of four.

Figure 4.4 shows the least-squares fitting of reflectivity data of sample A for laser intensity at 0.5. It shows the reflectivity decays slower than at maximum laser intensity. Capture time and the longest relaxation time are slightly longer than at maximum laser intensity.

Figure 4.5 shows the reflectivity data of our lowest laser intensity (0.048) for sample A. It tells us the capture time, $\tau_2$, and relaxation time, $\tau_3$, increase from laser intensity 1 and 0.5.

The relaxation times $\tau_1$, $\tau_2$, and $\tau_3$ are extracted from the analysis and are related to specific aspects of the carrier dynamics: $\tau_1$ is the momentum and/or energy relaxation rate [15, 16, 18], $\tau_2$ is the capture time of carriers by the InGaAs layer, and $\tau_3$ is the carrier relaxation rate within the layer. The term with $\tau_4 = \infty$ is used to describe the nonzero offset that is still present at the end of the 120-ps scan.

Tables 4.1 to 4.4 summarize our results of least-square fits of Samples A, B, D, and E.
FIG. 4.3. Normalized reflectivity data from Sample A. Blue curve shows the fit through the red data points. Four individual terms \( \tau_1, \tau_2, \tau_3, \) and \( \tau_4 \) are shifted for clarity. These are the part of fit curve. This data was obtained at highest laser intensity.
FIG. 4.4. Normalized reflectivity data from Sample A. Blue curve shows the fit through the red data points. Four individual terms $\tau_1$, $\tau_2$, $\tau_3$, and $\tau_4$ are the decay constants. This data was obtained at laser intensity 0.50.
FIG. 4.5. Normalized reflectivity data from Sample A. Blue curve shows the fit through the red data points. Four individual terms $\tau_1$, $\tau_2$, $\tau_3$, and $\tau_4$ are the decay constant. This data was obtained at laser intensity 0.048.
For all four samples, $\tau_2$ is typically between 1 and 2 ps for all laser intensities.

**TABLE 4.1. Sample A different timescale for different intensity.**

<table>
<thead>
<tr>
<th>Intensity</th>
<th>0.048</th>
<th>0.13</th>
<th>0.38</th>
<th>0.50</th>
<th>0.65</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$ (ps)</td>
<td>0.17</td>
<td>0.18</td>
<td>0.17</td>
<td>0.12</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>$\tau_2$ (ps)</td>
<td>1.723</td>
<td>2.51</td>
<td>1.76</td>
<td>1.20</td>
<td>0.96</td>
<td>1.02</td>
</tr>
<tr>
<td>$\tau_3$ (ps)</td>
<td>47.37</td>
<td>71.53</td>
<td>52.04</td>
<td>34.20</td>
<td>32.96</td>
<td>28.09</td>
</tr>
</tbody>
</table>

**TABLE 4.2. Sample E different timescale for different intensity.**

<table>
<thead>
<tr>
<th>Intensity</th>
<th>0.024</th>
<th>0.048</th>
<th>0.13</th>
<th>0.38</th>
<th>0.50</th>
<th>0.65</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$ (ps)</td>
<td>0.023</td>
<td>0.032</td>
<td>0.133</td>
<td>0.064</td>
<td>0.010</td>
<td>—</td>
<td>0.162</td>
</tr>
<tr>
<td>$\tau_2$ (ps)</td>
<td>1.01</td>
<td>1.1</td>
<td>1.27</td>
<td>0.89</td>
<td>0.79</td>
<td>0.8, 5.6</td>
<td>1.1</td>
</tr>
<tr>
<td>$\tau_3$ (ps)</td>
<td>302.12</td>
<td>102.24</td>
<td>144.82</td>
<td>97.8</td>
<td>29.6</td>
<td>17.6</td>
<td>1.8</td>
</tr>
</tbody>
</table>

**TABLE 4.3. Sample B different timescale for different laser intensity.**

<table>
<thead>
<tr>
<th>Intensity</th>
<th>0.024</th>
<th>0.048</th>
<th>0.13</th>
<th>0.38</th>
<th>0.50</th>
<th>0.65</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$ (ps)</td>
<td>0.239</td>
<td>0.180</td>
<td>0.182</td>
<td>0.637</td>
<td>0.215</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>$\tau_2$ (ps)</td>
<td>1.91</td>
<td>1.836</td>
<td>1.73</td>
<td>1.040</td>
<td>1.13</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>$\tau_3$ (ps)</td>
<td>43.53</td>
<td>32.23</td>
<td>31.99</td>
<td>56.58</td>
<td>108.71</td>
<td>41.2</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 4.4. Sample D different time scale for different laser intensity.**

<table>
<thead>
<tr>
<th>Intensity</th>
<th>0.024</th>
<th>0.048</th>
<th>0.13</th>
<th>0.38</th>
<th>0.50</th>
<th>0.65</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_2$ (ps)</td>
<td>0.97</td>
<td>1.13</td>
<td>1.21</td>
<td>1.11</td>
<td>1.09</td>
<td>1.37</td>
<td>1.27</td>
</tr>
<tr>
<td>$\tau_3$ (ps)</td>
<td>4.8</td>
<td>4.73</td>
<td>7.41</td>
<td>10.95</td>
<td>9.1</td>
<td>11.36</td>
<td>14.78</td>
</tr>
</tbody>
</table>

Figure 4.6(a) plots the capture time, $\tau_2$, of the thick QD samples as a function of laser intensity. As the graph indicates, for sample E, $\tau_2$ is approximately constant at ~1 ps versus laser intensity. Similarly, for sample D, the capture time, $\tau_2$, is ~1.1 ps at all laser intensities. For sample B, the capture time, $\tau_2$, varies from ~1.9 ps to ~1.3 ps as the laser intensity is increased. For sample A, the capture time, $\tau_2$, varies from ~1.7 ps to ~1.0 ps as the laser intensity is increased.
FIG. 4.6. Symbols are the results to least-square fitting of reflectivity data on InGaAs QDs. a) Capture times ($\tau_2$) vs. laser intensity for samples A, B, D and E. b) Longest relaxation time ($\tau_3$) vs. laser intensity.
Figure 4.6(b) shows the relaxation time, $\tau_3$, of thick InGaAs QD samples as a function of laser intensity. For sample B, the longest relaxation time, $\tau_3$, varies from $\sim 40$ ps to $\sim 100$ ps as the laser intensity is increased. For sample D, this relaxation time varies from $\sim 4$ ps to $\sim 14$ ps as the laser intensity is increased. For sample A, $\tau_3$ varies from $\sim 50$ ps at lowest intensity to $\sim 30$ ps at highest intensity. For sample A, $\tau_3$ varies from $\sim 4$ ps to $\sim 14$ ps as the laser intensity is increased. Lastly, for sample E, the longest relaxation time, $\tau_3$, decreases from $\sim 300$ ps to $\sim 17$ ps as the laser intensity is increased. As the graph shows, there is no consistent trend in $\tau_3$ versus laser intensity among the samples.

4.1.3 Discussion

In the experiment, electrons are excited into the GaAs barrier under 800-nm laser excitation because the photon energy is larger than the band gap of GaAs. Electrons then quickly relax into lower energy levels of the GaAs barrier and then into the InGaAs WL via electron-phonon and electron-electron scattering [63]. Electrons then relax to the lower-energy states associated with the QDs. Phonon scattering is the most dominant mechanism for relaxation within the InGaAs QDs due to the close separation of the hole levels and the availability of various energy-broadened phonons [32]. In this case, a perfect match between the inter-subband and LO phonon energies is not critical for a fast-carrier relaxation. A fast-carrier relaxation is possible even through multiphonon relaxation involving optical and acoustic phonons [64, 65].

Figure 4.1 shows the longest timescan of 120 ps in which the reflectivity does not recover to its initial point suggesting the carriers are still hot and not yet fully relaxed. This longest timescale corresponds to the Auger relaxation time. As indicated by our longest 120-ps scan, Auger processes work effectively as there are many carriers, since an electron can find an electron or hole into which to transfer its energy and thus fall into the QD energy levels. This process helps trapped carriers to relax further to the lowest energy in QDs.
Another possible mechanism for slower relaxation times is the state-filling effect. Raymond and coworkers have studied the state-filling effect in InGaAs quantum dot structures, and give detailed information about the carrier dynamics [66, 67, 68]. The Pauli exclusion principle becomes effective when few carriers are present in the lower states. Phonon bottleneck, state filling and segregated inhomogeneous broadening can give rise to higher-energy emission peaks, but they possess different characteristic features. The state filling effect is the only one that will show clear saturation effects. At low intensities, the ground-state levels are observed. The Phonon bottleneck effect is not observed because of the faster inter-sublevel relaxation, as compared to interband recombination.

With further increase of laser intensity, however, the capture times do not show a further decrease. At low-laser intensity, the electron states of the QDs are almost empty and therefore, the state-filling effect plays an insignificant role. On the other hand, the density of excited electrons in the WL is very low so the probability of electron-hole scattering is very low, and thus a long capture time is observed. With increasing laser intensity, the density of excited electrons increases and thus electron-hole scattering is enhanced, which leads to a decrease of the capture time. With increasing laser intensity, however, the density of electrons in the QD states increases, as well. The state-filling effect begins to play an increasing role. With further increase of laser intensity, the state filling effect becomes the dominant mechanism, and thus the capture time does not shorten further, but rather, increases.

No phonon bottleneck is observed in our experiments. The main relaxation mechanisms are phonon or multiphonon scattering. An increasing density of electron-hole pairs leads to an increase of the probability of electron-hole scattering, which results in a decrease of the capture time. At high excitation levels, the state-filling effects produces the increase of capture time.

For sample E, the longest relaxation time, $\tau_3$, decreases from $\sim 300$ ps at the minimum
intensity to ~ 1.8 ps at maximum intensity. Similarly, in sample A the relaxation time, $\tau_3$, decreases from ~ 50 ps to ~ 28 ps as the laser intensity is increased. The results for these two samples suggest carrier-carrier scattering controls the relaxation. On the other hand, $\tau_3$ for the samples B and D do not appear to systematically vary versus laser intensity. As for $\tau_2$, all values lie between 0.8 and 2.5 ps, with no systematic variation versus laser intensity.

4.2 Thin Cap QDs

4.2.1 Reflectivity Data

We have also measured the normalized reflectivity of the thin-cap QD samples as a function of time delay. Most of our data from the thin-cap samples look similar. Figure 4.7 shows time-dependent reflectivity curves from sample I obtained over a wide range of laser fluences. The laser intensity has been changed from 100% to 2.4%. This figure shows the reflectivity spectra have an initial positive response followed by a short decay to a positive value. The data in Fig. 4.7 suggest carrier capture is faster at lower excitation intensities.

Figure 4.8(a) and (b) illustrate the reflectivity of thin QD samples vs. the time delay of 25 ps when laser intensity is 0.65 and 0.13, respectively. For all the thin samples, initial reflectivity is positive and they are arranged in the order of their increasing annealing temperatures (from bottom to top). Reflectivity of these samples does not cross the baseline. These data suggest as the annealing temperature increases, the reflectivity of these samples decays faster. As with the thick-cap samples, even at our maximum time delay scan of 120 ps, the reflectivity has not necessarily fully recovered.

4.2.2 Results and Analysis

Using Eq. 4.1, we have again fit the combined short-, medium-, and long-timescale reflectivity data with least-squares analysis. Figure 4.9 shows the reflectivity fit of sample I. The normalized reflectivity change is positive for all of our scans. $\tau_1$ is the fastest timescale
FIG. 4.7. Normalized reflectivity of QD sample I vs. time delay (ps) for 5-ps scan, 25-ps scan, and 120-ps scan.
FIG. 4.8. Reflectivity data vs. time delay. Data from sample F, G, H, I, J are displaced for clarity and arranged in the order of decreasing annealing temperature (a) when laser intensity was 0.13, and (b) when laser intensity was 0.65.
and has a negative amplitude, but $\tau_2$ and $\tau_3$ are longer timescales with positive amplitudes. The blue curve shows the overall fit of the data comprised of all three time constants. The red dots represent the data points.

Figure 4.10 shows the reflectivity fit of thin sample G at laser intensity 0.37. The normalized reflectivity change is positive for all our scans, and it passes the baseline. We have fit this sample using only three exponential functions: $\tau_2$ is the fastest timescale and has a positive amplitude; $\tau_3$ is a longer timescale and has a negative amplitude; $\tau_4$ is again set to $\infty$. The blue curve shows the overall fit of data, which is comprised of all three time constants. Again the red dots represent the data points.

Figure 4.11 shows the reflectivity fit of thin sample F at laser intensity 0.13. Normalized reflectivity change is positive for all our scans, and in this case, it does not pass the baseline. We have also fit this sample using the three exponential functions. Again, $\tau_2$ is the fastest timescale and has a positive amplitude; $\tau_3$ is a longer timescale with a negative amplitude; $\tau_4$ is again set to $\infty$. The blue curve shows the overall fit of the data is comprised in all three time constants. The red dots represent the data points.

Results of our least-squares analysis of reflectivity data from samples F, G, and I are summarized in Tables 4.5 to 4.7. As for the thick samples, we identify $\tau_2$ with carrier capture by the InGaAs layer and $\tau_3$ with relaxation within the layer.

<table>
<thead>
<tr>
<th>Intensity</th>
<th>0.024</th>
<th>0.048</th>
<th>0.13</th>
<th>0.38</th>
<th>0.50</th>
<th>0.65</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$ (ps)</td>
<td>0.18</td>
<td>0.16</td>
<td>0.31</td>
<td>0.84</td>
<td>0.96</td>
<td>0.85</td>
<td>1.3</td>
</tr>
<tr>
<td>$\tau_2$ (ps)</td>
<td>0.47</td>
<td>0.59</td>
<td>1.65</td>
<td>4.73</td>
<td>5.72</td>
<td>6.23</td>
<td>7.9</td>
</tr>
<tr>
<td>$\tau_3$ (ps)</td>
<td>441.79</td>
<td>417.49</td>
<td>157.5</td>
<td>163.7</td>
<td>178.64</td>
<td>274.2</td>
<td>181.7</td>
</tr>
</tbody>
</table>
FIG. 4.9. Normalized reflectivity data from sample I at full laser intensity. Blue curve shows the fit through the red data points. Residual of the fit is shown in bottom figure.
FIG. 4.10. Normalized reflectivity data from sample G at laser intensity 0.37. Blue curve shows the fit through the red data points. Residual of the fit is shown in bottom figure.
FIG. 4.11. Normalized reflectivity data from sample F at laser intensity 0.13. Blue curve shows the fit through the red data points. Residual of the fit is shown in bottom figure.
TABLE 4.6. Sample F different time scale for different laser intensity.

<table>
<thead>
<tr>
<th>Intensity</th>
<th>0.024</th>
<th>0.048</th>
<th>0.13</th>
<th>0.38</th>
<th>0.50</th>
<th>0.65</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_2$ (ps)</td>
<td>0.25</td>
<td>0.27</td>
<td>0.25</td>
<td>0.38</td>
<td>0.34</td>
<td>0.45</td>
<td>0.60</td>
</tr>
<tr>
<td>$\tau_3$ (ps)</td>
<td>59.0</td>
<td>78.379</td>
<td>30.01</td>
<td>44.84</td>
<td>23.74</td>
<td>16</td>
<td>16</td>
</tr>
</tbody>
</table>

TABLE 4.7. Sample G different time scale for different laser intensity.

<table>
<thead>
<tr>
<th>Intensity</th>
<th>0.024</th>
<th>0.048</th>
<th>0.13</th>
<th>0.38</th>
<th>0.50</th>
<th>0.65</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_2$ (ps)</td>
<td>0.21</td>
<td>0.139</td>
<td>0.22</td>
<td>0.261</td>
<td>0.300</td>
<td>0.39</td>
<td>0.51</td>
</tr>
<tr>
<td>$\tau_3$ (ps)</td>
<td>15.79</td>
<td>5.07</td>
<td>26.83</td>
<td>15.71</td>
<td>24.64</td>
<td>32.23</td>
<td>3.47</td>
</tr>
</tbody>
</table>

Figure 4.12(a) illustrates the capture time, $\tau_2$, of thin-cap QD samples as a function of laser intensity. As the graph indicates, for sample I, $\tau_2$ increase from ~0.46 ps to ~7.8 ps. For sample G, capture time, $\tau_2$, increases from ~ 0.21 ps at lower laser intensities to ~ 0.51 ps at the highest intensity. For sample F, capture time, $\tau_2$, varies from ~ 0.29 ps to ~ 0.6 ps as the laser intensity is increased. The general trend of $\tau_2$ increasing with laser intensity can be attributed to the state filling.

Figure 4.12(b) plots the longest relaxation time, $\tau_3$, of the thin-cap InGaAs QD samples as a function of laser intensity. For sample I, $\tau_3$ varies from ~ 440 ps to ~ 180 ps as the laser intensity is increased. For sample G, $\tau_3$ varies from ~ 15 ps to ~ 3 ps as the laser intensity is increased. For sample F, $\tau_3$ decreases from ~ 59 ps at the minimum intensity to ~ 16 ps at highest intensity. The general trend of $\tau_3$ decreasing with increasing laser intensity suggests carrier-carrier scattering is key to relaxation within the InGaAs layer.

Figure 4.13 plots the capture time, $\tau_2$, versus annealing temperature for all thin-cap samples for each laser intensity. For full laser intensities, the capture time decreases from 1.1 ps to 0.4 ps. At laser intensity 0.65, capture time decreases from 0.49 ps to 0.37 ps as annealing temperature increases. At laser intensity 0.50, capture time increases 0.3 ps to 0.45 ps as annealing temperature decreases from 490°C to 450°C. At laser intensity 0.37, capture time decreases from 0.25 ps at 450°C to 1.4 ps at 490°C.
FIG. 4.12. Symbols are the results to least-square fitting of reflectivity data on InGaAs QDs. a) Capture times ($\tau_2$) vs. laser intensity for samples F, G, and I. b) Longest relaxation time ($\tau_3$) vs. laser intensity for samples F, G, and I.
FIG. 4.13. Carrier capture time vs. annealing temperature are plotted for different laser intensities.

These data show a strong correlation of $\tau_2$ with sample annealing temperature. As Yang and coworker have shown, higher annealing temperature result is QDs with wider bases and smaller heights. The results shown in Fig.4.13 thus indicate QD morphology affects carrier capture.
Ellipsometry is a technique used to characterize the optical properties of bulk materials, thin films, or even the interface between two media. It is based on exploiting the polarization transformation that occurs as a beam of polarized light is reflected from an interface or transmitted through a thin film. Ellipsometry is particularly attractive because of its ability to measure both the real \((n)\) and imaginary \((k)\) parts of the refractive index of a semiconductor. Ellipsometry was first used in 1889 by Drude for the characterization of thin film surfaces [69]. After the initial studies by Drude, the field of ellipsometry research was essentially dormant for nearly 75 years except for few occasional reports. One was as that of Tronstad [70], who was the first to demonstrate the power of this technique for electrochemical studies. In another Rothen [71] coined the word ellipsometry to distinguish such measurements of the change of the state of polarization of light upon reflection. With the advent of minicomputers in the late 1960s, there were numerous efforts on the automation of ellipsometers using various approaches. Because of its accuracy in measurements, ellipsometry is still widely used in industrial settings for the measurement of film thicknesses, which involves reflection from two interfaces.

5.1 Conventions

The widely accepted conventions in ellipsometry are those adopted at the 1968 Symposium on Recent Developments in Ellipsometry following discussions of a paper by Muller [72]. Briefly, the electric field of a monochromatic plane wave traveling in the direction of the \(z\) axis is taken as

\[
E(z, t) = E_0 \exp \left[ i \left( \frac{2\pi N}{\lambda} z - \omega t \right) \right],
\]

(5.1)

where \(E_0\) is a constant complex vector that represents the transverse electric field in the \(z = \ldots\).
0 plane, \( N \) is the complex refractive index of the optically isotropic medium of propagation, \( \omega \) is the angular frequency, and \( t \) is the time. \( N \) is written in terms of its real and imaginary parts as \( N = n - ik \), where \( n > 0 \) is the refractive index and \( k \geq 0 \) is the extinction coefficient. The positive directions of \( x \) and \( y \) before and after reflection form a right-handed coordinate system with the directions of propagation of the incident and reflected waves as shown in Fig. 5.1.

An ellipsometric measurement allows one to quantify the phase difference \( \Delta \) between \( R_p \) and \( R_s \), and the change in the ratio of their amplitudes, given by \( \tan \psi \). The forms for \( \Delta \) and \( \psi \) are

\[
\Delta = \delta_p - \delta_s, \quad (5.2)
\]

and

\[
\tan \psi = \frac{|r_p|}{|r_s|}, \quad (5.3)
\]

where, again, \( r_p \) and \( r_s \) are the Fresnel coefficients of \( p \) and \( s \) polarization. Ellipsometry
does not directly measure optical constants. It measures change in light polarization expressed as $\Delta$ and $\psi$. In ellipsometry, $\rho$ is the ratio of complex reflection coefficients of the material for $p$ and $s$ polarizations, which can be expressed as

$$\rho = \frac{r_p}{r_s} = \tan \psi e^{i\Delta}. \quad (5.4)$$

The parameters $\Delta$ and $\psi$ are used to calculate the refractive index of the material from which the light is reflected.

Equations 3.6 and 3.7 describe the reflection coefficients $R_s$ and $R_p$, which give the ratio of reflected to incident intensity. These are the square moduli of the amplitudes $r_s$ and $r_p$ [73]. These reflection coefficients can also be written as

$$R_s = ||r_s e^{i\delta_s}||^2 = \frac{a^2 + b^2 - 2a \cos \phi_0 + \cos^2 \phi_0}{a^2 + b^2 + 2a \cos \phi_0 + \cos^2 \phi_0}, \quad (5.5)$$

$$R_p = ||r_p e^{i\delta_p}||^2 = R_s \left[ \frac{a^2 + b^2 - 2a \sin \phi_0 \tan \phi_0 + \sin^2 \phi_0 \tan^2 \phi_0}{a^2 + b^2 + 2a \sin \phi_0 \tan \phi_0 + \sin^2 \phi_0 \tan^2 \phi_0} \right], \quad (5.6)$$

where

$$a = \sqrt{\frac{1}{2} \left[ \left( n^2 - k^2 - \sin \phi_0 \right)^2 + 4n^2k^2 \right]^{1/2} + \left( n^2 - k^2 - \sin^2 \phi_0 \right)}, \quad (5.7)$$

$$b = \sqrt{\frac{1}{2} \left[ \left( n^2 - k^2 - \sin \phi_0 \right)^2 + 4n^2k^2 \right]^{1/2} - \left( n^2 - k^2 - \sin^2 \phi_0 \right)}. \quad (5.8)$$

We can also write the reflection coefficients in terms of $a$ and $b$ as follows:

$$R_s = \frac{(a - \cos \phi_0)^2 + b^2}{(a + \cos \phi_0)^2 + b^2}, \quad (5.9)$$

and
\[ R_p = \frac{R_s (a - \sin \phi_0 \tan \phi_0)^2 + b^2}{(a + \sin \phi_0 \tan \phi_0)^2 + b^2}, \]  
and the phase changes upon reflection are given by

\[ \tan \delta_s = \frac{2b \cos \phi_0}{\cos^2 \phi_0 - (a^2 - b^2)}, \tag{5.11} \]

\[ \tan \delta_p = \frac{2 \cos \phi_0 \{2nka - (n^2 - k^2)b\}}{(a^2 + b^2) - (n^2 + k^2)^2 \cos^2 \phi_0}, \tag{5.12} \]

and

\[ \delta = \delta_p - \delta_s = \arctan \left[ \frac{-2b \sin \phi_0 \tan \phi_0}{(a^2 + b^2) - \sin^2 \phi_0 \tan^2 \phi_0} \right]. \tag{5.13} \]

### 5.2 PCSA Configuration

Figure 5.1 defines the general experimental system and the coordinate system for a generic PCSA ellipsometer configuration. As the figure illustrates, PCSA denotes the order of optical elements encountered by light: polarizer (P), compensator (C), sample (S), and analyzer (A). We use right-hand coordinate system to specify the rotation angles of P, C, and A. The Y-axis is defined as perpendicular to the incident plane, whereas the X-axis is in the incident plane. The angle of the compensator is defined by the orientation of fast axis of compensator. The angles of polarizer and analyzer, which are both linear polarizers, are defined by their pass direction. All angles are positive in a counterclockwise sense, when viewed against the propagation direction of the beam. The polarization of the beam incident on the sample is controlled by the angles of P and C. The light reflected by the sample is analyzed by A. The detector then measures the intensity of the transmitted light.

Several types of ellipsometry can be performed with this collection of optical elements. We briefly review several. In null ellipsometry, a QWP is used as a compensator. In this
case either PCSA or PSCA configuration can be used. Null ellipsometry was operated manually in the past. In this mode, the compensator is held fixed at certain angles. The polarizer and analyzer are then rotated until the beam is extinguished. \( \Delta \) and \( \psi \) are calculated using the setting of these polarizing optics and ultimately the refractive index of the material is obtained. Due to the manual nature of this technique, operation of null ellipsometry is very slow. Another disadvantage of a null ellipsometer is you have to use different compensators for different wavelengths. In principle, one could use null ellipsometry as the time-resolved null ellipsometry technique at a fixed time delay between the pump and the probe beam. This technique has been used to find the refractive index of Ge [74] and Si [75]. In these cases, null is not sensitive to the very small changes in the refractive index, so we cannot use this technique.

The next generation of ellipsometers came with rotating elements in the systems to overcome the disadvantages of a null ellipsometer. There are two type of common systems in this category: rotating polarizer (RPE) and rotating analyzer ellipsometry (RAE). These two types of configurations are performed without a compensator in the optical path, and it is easier to use it for different wavelengths. In each system, the signal is usually measured as a function of time, and is then Fourier analyzed in order to obtain the ellipsometric parameters \( \Delta \) and \( \psi \). A rotating analyzer ellipsometer is not accurate when measuring the imaginary part of refractive index when it is close to zero, and it also requires a polarization insensitive detector, and a highly depolarized source.

The third type of ellipsometer is a rotating compensator ellipsometer [76]. It has the advantage over the other two ellipsometers because it neither requires a polarization insensitive detector nor a highly depolarized source, since the polarizer and analyzer are fixed.

We have assembled a rotating compensator ellipsometer (PCSA). In this technique, one typically measures the time-resolved reflectivity of the sample at two different compensator angles at a given time delay between pump and probe. From these two sets of data, \( \Delta n \)
and $\Delta k$ are then calculated. Previously Choo et al. used this technique to study the carrier dynamics in GeSi alloys [77].

5.3 Compensator: QWP or HWP?

In the PCSA configuration, one typically uses either a QWP or HWP as the compensator C. The main factor involved in the choice is the sensitivity to changes in $k$.

In order to investigate the sensitivity to differences in $k$, we have calculated the reflectivity as a function of compensator angle, $\phi_C$, for fixed polarizer and analyzer angles, $\phi_P$, and $\phi_A$. The calculation was done using the following equations [78]. For a quarter wave plate, the reflectivity can be expressed as

$$
R = \{ (J^2 + K^2) R_p + (L^2 + M^2) R_s + 2 (JL - KM) \sqrt{R_p R_s} \cos \delta \\
+ 2 (JM + KL) \sqrt{R_p R_s} \sin \delta \}, \quad (5.14)
$$

where

$$
J = \cos \Phi_A \cos \Phi_C \cos (\Phi_A - \Phi_C), \quad (5.15)
$$

$$
K = \cos \Phi_A \sin \Phi_C \sin (\Phi_C - \Phi_P), \quad (5.16)
$$

$$
L = \sin \Phi_A \sin \Phi_C \cos (\Phi_C - \Phi_P), \quad (5.17)
$$

and

$$
M = \sin \Phi_A \cos \Phi_C \sin (\Phi_C - \Phi_P). \quad (5.18)
$$

Here $R_p$, $R_s$, and $\delta = \delta_p - \delta_s$ are given by Eqs. 3.4, 3.5, 3.6, and 3.7. For an HWP as the
compensator, the reflectivity is given as

\[ R = \{(J - K)^2 R_p + (L + M)^2 R_s + 2(J - K) (L + M) \sqrt{R_p R_s} \cos \delta \}. \]  

(5.19)

A typical result comparing sensitivity to \( k \) is shown in Fig. 5.2. Here we set \( \phi_p = 0^0 \), and \( \phi_A = 45^0 \) with an angle of incidence (or the sample) of \( 45^0 \). As the figure shows, a QWP provides slightly greater sensitivity to changes in \( k \). We have, thus, chosen a QWP for our ellipsometer.

![Graph showing sensitivity comparison](image)

**FIG. 5.2.** Sensitivity comparison of quarter wave plate and half wave plate at an incident angle of 45 degrees.

5.4 Choice of Angles

We now describe how TRE can be used to determine changes in both \( n \) and \( k \). As discussed in Chapter 3, the key quantities are the differential coefficients \( \frac{1}{R} \frac{\partial R}{\partial n} \) and \( \frac{1}{R} \frac{\partial R}{\partial k} \). Figure 5.3 plots the reflectivity, as well as these differential coefficients, as a function of
the compensator angle $\phi_c$ for $n = 3.66, k = 0.08$ (appropriate for GaAs), an incident angle of $45^0$, $\phi_p = 10^0$, and $\phi_A = 10^0, 30^0, 60^0, \text{ and } 90^0$. We first point out the differential coefficients for $\phi_A = 90^0$, which are insensitive to $\phi_c$, are equivalent to the coefficient for straight $s$-polarized reflectivity (as expected since $\phi_A = 90^0$ results in detection of only the $s$ component). As the figure clearly shows, $\phi_A = 90^0$ results in very low sensitivity to $\Delta k$.

Conversely, other settings can result in comparable differential coefficients for $n$ and $k$. For example, for $\phi_A = 30^0$, the two compensator angles $\phi_c = 35^0$ and $\phi_c = 125^0$, result in reasonably large values for $\frac{1}{R} \frac{\partial R}{\partial k}$, as well as $\frac{1}{R} \frac{\partial R}{\partial n}$. By making measurement at these two settings one could reasonably expect to distinguish the contributions of $\Delta n$ and $\Delta k$ to $\frac{\Delta R}{R}$, which is experimentally measured.

5.5 Experimental Setup

As illustrated in Fig. 5.4 we have assembled a PCSA ellipsometer for ultrafast ellipsometry. The probe pulse now passes through a linear polarizer (P) and a QWP compensator (C) before reflecting from the sample (S), passing through linear polarizer analyzer (A) and then being detected. In addition to the P, C, and A elements, several other elements have been added to maximize the efficiency of the ellipsometer. After the delay stage, the pump beam passes through a polarizer and half wave plate (Meadowlark AHM 050-840) before the sample. This polarizer is used to clean up the $p$-polarization. The HWP then rotates the pump polarization to minimize scattered pump light at the detector. As for the probe beam, it first encounters a beam splitter that is used to send one part of the probe beam to a reference Si photodetector. The main part of the probe beam then passes through a half wave plate in front of polarizer (P) in order to maximize the intensity through the polarizer.

5.6 Ellipsometer Alignment

Here we discuss the optical alignment of the four elements of the PCSA ellipsometer. Precise alignment is necessary in order to accurately extract $\Delta n$ and $\Delta k$ from the reflectiv-
FIG. 5.3. $n$ and $k$ differential coefficients and GaAs reflectivity as a function of compensator angle (C) at three different angles of analyzer (A), at incident angle of 45°, and polarizer angle at 10°.
FIG. 5.4. Schematic of optical layout of PCSA ellipsometer used to measure time resolved ellipsometry (TRE).
ity measurements.

Both P and A elements are linear polarizers. Alignment is verified by obtaining the minimum transmission when $\phi_A = \phi_P \pm 90^\circ$. After the alignment of polarizers, we find the fast and slow axis of the QWP compensator. First, we place the QWP in between the crossed polarizers to determine the crystal axis. If there is no leakage or null is achieved in overall transmission, then the crystal axis is aligned parallel to polarizers. After the crystal axis is found, we identify the slow and fast axis of QWP. The fast and slow axes can be found by measuring the reflectivity of the sample, whose refractive index is known. For example, we set the polarizer and analyzer at 0\(^\circ\) and 45\(^\circ\), respectively, and change the compensator angle to determine the location of maximum transmission.

The sample has to be correctly aligned with respect to the axes of the polarizing optics. The sample surface must be in the plane where the linearly polarized beam is obtained by setting the P=0\(^\circ\) and C=0\(^\circ\) becomes a true $p$-polarized pulse to the sample. This can be achieved as follows, set both compensator and polarizer at 0\(^\circ\) and ensure the laser beam is parallel to the optics table. Insert the sample and analyzer in the laser beam, and set the analyzer to 90\(^\circ\). If the output of the analyzer is zero, that means the sample has been correctly installed. Repeat this procedure until null output is achieved.

5.7 Experimental verification

To verify the setup of our femtosecond ellipsometer, we perform a static reflectivity measurement on GaAs as function of compensator angle when $\Phi_P = 0^\circ$ and $\Phi_A = 0^\circ$. Figure 5.5 illustrates the theoretical and measured reflectivity response. Note the experimental results matches very closely to theoretical calculations. In our calculation, we vary the incident angle and refractive index as $\phi = 47.5^\circ$, $n = 3.76$, and $k = 0.08$ are obtained. The reported values of $n = 3.66$ and $k = 0.08$ at 800 nm are slightly different from what we got in our calculations Aspnes and Studna [79].
FIG. 5.5. Reflectivity of GaAs vs. compensator angle at polarizer angle $\Phi_p = 0^0$ and analyzer angle $\Phi_A = 45^0$. 
6.1 Summary

In our lab, we have a home-built Ti-sapphire laser with 28 fs laser pulse at 800 nm. Using the time-resolved reflectivity experiment, we have done three total time delay scans on our InGaAs/GaAs quantum dot samples: 5 ps, 25 ps, and 120 ps. Also, we have measured the reflectivity at seven different neutral density filters where laser intensity increases from 2.4% to 100%.

We have investigated the carrier dynamics of InGaAs QDs. Using Eq. 4.1 to find four different relaxation time constants. The relaxation times $\tau_1$, $\tau_2$, and $\tau_3$ are extracted from our least-square fitting analysis, where as $\tau_1$ is the momentum and/or energy relaxation rate [15, 16, 18], $\tau_2$ is the capture time of carriers by the InGaAs layer, and $\tau_3$ is the carrier relaxation rate within the layer. The term with $\tau_4 = \infty$ is used to describe the nonzero offset that is still present at the end of the 120 ps scan.

Our results of least-square fitting analysis of thick-capped layer InGaAs samples A, B, D, and E gives the value of capture time; $\tau_2$ is between 1 and 2 ps for all laser intensities. The relaxation time, $\tau_3$, of samples as a function of laser intensity is as follows. For sample B, $\tau_3$ varies from $\sim 40$ ps to $\sim 100$ ps as the laser intensity is increased. For sample D, this relaxation time varies from $\sim 4$ ps to $\sim 14$ ps as the laser intensity is increased. For sample A, $\tau_3$ varies from $\sim 50$ ps at lowest intensity to $\sim 30$ ps at highest intensity. For sample A $\tau_3$ varies from $\sim 4$ ps to $\sim 14$ ps as the laser intensity is increased. Lastly, for sample E, the longest relaxation time, $\tau_3$, decreases from $\sim 300$ ps to $\sim 17$ ps as the laser intensity is increased. There is no consistent trend in $\tau_3$ versus laser intensity among the thick-capped quantum dots samples.

For thin-capped InGaAs QD samples, our reflectivity analysis uses three different relaxation time constants to find the carrier capture time and relaxation time. The times $\tau_2$
and $\tau_3$ are extracted from the analysis where as $\tau_2$ is the capture time of carriers by the InGaAs layer, and $\tau_3$ is the carrier relaxation rate within the layer. Again, the term with $\tau_4 = \infty$ is used to describe the nonzero offset that is still present at the end of the 120 ps scan.

The capture time, $\tau_2$, of thin-cap QD samples versus a laser intensity tends to increase. For sample I, $\tau_2$ increases from ~0.46 ps to ~7.8 ps. For sample G, capture time, $\tau_2$, increases from ~0.21 ps at lower laser intensities to ~0.51 ps at the highest intensity. For sample F, capture time, $\tau_2$, varies from ~0.29 ps to ~0.6 ps as the laser intensity is increased. The general trend of $\tau_2$ increasing with laser intensity can be attributed to the state filling.

The longest relaxation time $\tau_3$ of the thin-cap InGaAs QD sample I $\tau_3$ varies from ~440 ps to ~180 ps as the laser intensity is increased. For sample G, $\tau_3$ varies from ~15 ps to ~3 ps as the laser intensity is increased. For sample F, $\tau_3$ decreases from ~59 ps at the minimum intensity to ~16 ps at the highest intensity. The general trend of $\tau_3$ decreasing with increasing laser intensity suggests carrier-carrier scattering is key to relaxation within the InGaAs layer.

We have studied the carrier dynamics of thin and thick InGaAs QD using ultrafast pump-probe reflectivity. From our measurements we have deduced capture times depend on the annealing temperature, cap thickness, and the size of the quantum dots. In principle, we excite the carrier in GaAs with the laser intensity of 1.55 eV. Electron hole pairs are created in the barrier of GaAs where GaAs is either 100 nm or 10 nm. After the electron hole pairs are created, they subsequently get captured to QD energy levels. The capture time for 100-nm cap thickness QDs is slower than the 10-nm of GaAs thin samples. This suggests that transport of carriers plays an important role in the carrier dynamics of QDs.

We have also found capture time decreases as the annealing temperature for thin-capped quantum dot samples increases. The data suggest slower capture times for the lower an-
nealing temperature as QDs. Those are formed at higher annealing temperature have wider bases and smaller heights, indicating that QD morphology affects carrier capture.

6.2 Future work

We have designed the femtosecond-time-resolved ellipsometer using the PCSA configuration to study carrier dynamics in InGaAs/GaAs quantum dots. It is a powerful technique that gives the information about the complex refractive index. In this experiment, we can determine both real and imaginary parts of refractive index. We can measure the two different sets of differential reflectivity \( \frac{\Delta R}{R}(t) \) at two different compensator angles but constant polarizer and analyzer angles. Using this experimentally observed reflectivity, we can use Eq. 3.8 to find out the real part and the imaginary part of refractive index. Carrier dynamics investigated via pump-probe reflectivity typically provides information on the change in the real part of the refractive index. But, in order to directly access the change in absorption, we need to probe changes in the imaginary part of the refractive index. Thus, time-resolved ellipsometric measurements can give full information about the refractive index of the semiconductor quantum dots and will thus give more insight into carrier dynamics, as compared to simple pump and probe reflectivity.
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