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FIG. 3.11. AFM image of sample G. The image size is 0.9×0.9 µm. 15 ML of InGaAs QD
are grown at 3700C, and a 10 nm GaAs cap layer is deposited.

FIG. 3.12. AFM image of sample H. The image size is 1×1 µm. 10 ML of InGaAs QD are
grown at 3700C, and a 10 nm GaAs cap layer is deposited. No QD observed.
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FIG. 3.13. AFM image of sample I. The image size is 1×1 µm. 10 ML of InGaAs QD are
grown at 3600C, and a 10 nm GaAs cap layer is deposited.

FIG. 3.14. AFM image of sample J. The image size is 6×6 µm. InGaAs QD are grown at
3700C, and a 10 nm GaAs cap layer is deposited.
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CHAPTER 4

REFLECTIVITY MEASUREMENTS

One of the most common ways of growing InGaAs QDs is by Stranski-Krastanov

growth. Yang and coworkers have used the modified SK growth mode as explained in

section 3.4.1. In this growth mode, elastic energy associated with the lattice mismatch

strain between different epitaxially deposited semiconductor layers is minimized through

the formation of small QDs connected via a thin wetting layer (WL). These QDs are typi-

cally of pyramidal shape with ~25-nm base dimension, and ~8-nm height, and further these

QD samples are capped with GaAs layer of 10 or 100 nm.

Carrier capture into QDs and their relaxation has been an interesting topic of investiga-

tion in the last decade. Slow relaxation rates are attributed to the phonon bottleneck [47].

On the other hand, several mechanisms have been proposed to describe the faster relaxation

processes, Auger processes [28, 35, 58], electron-hole scattering [37, 50], and multiphonon

emission [59, 60]. Relaxation times depend on the number of factors, such as the size of the

QDs, excitation level, lattice temperature, ground-state energy, and annealing temperature.

In this chapter, we study the carrier dynamics in InGaAs QDs using time-resolved

pump-probe reflectivity.

4.1 Thick Cap QDs

4.1.1 Reflectivity Data

We have made ultrafast measurements on InGaAs QD samples using nearly Gaussian

pulses of 25 fs from our home-built Ti-sapphire laser at 800 nm. We have done three

different total-time-delay scans on all of our QD samples: 5ps, 25 ps, and 120 ps. For each

total time delay we have used seven different neutral density filters to collect the data over

the range of different laser intensities. The range of relative intensities goes from 100%

down to 2.4%.
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Data from all of the thick samples look similar to the data from sample A shown in Fig.

4.1. Figure 4.1 shows the time-dependent reflectivity response of sample A over the range

of laser intensities. Data taken with total delay of 5 ps is shown in the left panel. A step

size of 13.3 fs was used. For all the data, the initial reflectivity change is positive. For all

but the two lowest intensity scans, the reflectivity response decays past the baseline. Figure

4.1 also shows the time resolved reflectivity (4R/R) for scans of 25 ps and 120 ps with

step sizes of 66.7 fs and 333.5 fs, respectively. As the data in Fig 4.1 illustrate, even by 120

ps, the reflectivity has not necessarily recovered to its initial value.

Figure 4.2(a) and (b) illustrate the reflectivity of thick-cap QD samples verses the time

delay when the relative laser intensity is 0.65 and 0.13, respectively. For all the thick-

cap samples, the initial reflectivity is positive, and they are arranged in order of increasing

annealing temperatures (from bottom to top). Reflectivity of these samples does not cross

the baseline except for samples C and A at both the laser intensities. These data show little

variation in the initial reflectivity drop among the samples. Also the reflectivity does not

recover to its initial point. Even for our maximum time-delay scan of 120 ps, the reflectivity

has not fully recovered. This has also been observed by other groups [61, 62].

4.1.2 Modeling and Analysis of QD samples

Our analysis methodology is based on the following assumptions: (i) the carrier distri-

bution can be described by a set of time-dependent density components, (ii) the excitation

and relaxation of the carriers can be described by a set of first-order, linear rate equations

for these density components, and (iii) the reflectivity can be expressed as a linear com-

bination of these components. These assumptions are consistent with a description of the

reflectivity being described by a linear combination of decaying exponential functions,

4R
R

(t) = ∑
j

Θ̄ j(t)A jexp(− t
τ j
), (4.1)
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where τ j are decay constants associated with relaxation processes of the carriers. The

function

Θ̄ j(t) =
1
2

exp

(
τ2

p

4τ2
j

)[
er f
(

t
τp
−

τp

2τ j

)
+1
]
, (4.2)

accounts for the finite-time excitation by the pump laser pulse with pulse width τp.

Using equation 4.1, we have fit the InGaAs reflectivity data with least-squares analysis.

Something unique about our data analysis is that we have joined three of our ps scans into

one data set, as shown in Fig. 4.3. Each scan has a different step size. We have shown in

Fig 4.3 a fit of highest intensity spectrum of Sample A. The solid blue line, which passes

through the red data points is the overall fit. The four individual curves with different time

constants are slightly displaced for clarity. τ1 is the fastest timescale, which has a positive

amplitude, and τ2 is the second fastest and also has a positive amplitude. However, τ3 and

τ4 are the longest timescales and have negative amplitudes. In the case of sample D, we

used only three decay constants instead of four.

Figure 4.4 shows the least-squares fitting of reflectivity data of sample A for laser inten-

sity at 0.5. It shows the reflectivity decays slower than at maximum laser intensity. Capture

time and the longest relaxation time are sightly longer than at maximum laser intensity.

Figure 4.5 shows the reflectivity data of our lowest laser intensity (0.048) for sample A.

It tells us the capture time, τ2, and relaxation time, τ3, increase from laser intensity 1 and

0.5.

The relaxation times τ1, τ2, and τ3 are extracted from the analysis and are related to

specific aspects of the carrier dynamics: τ1 is the momentum and /or energy relaxation rate

[15, 16, 18] , τ2 is the capture time of carriers by the InGaAs layer, and τ3 is the carrier

relaxation rate within the layer. The term with τ4 = ∞ is used to describe the nonzero offset

that is still present at the end of the 120-ps scan.

Tables 4.1 to 4.4 summarize our results of least-square fits of Samples A, B, D, and E.
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For all four samples, τ2 is typically between 1 and 2 ps for all laser intensities.

TABLE 4.1. Sample A different timescale for different intensity.

Intensity 0.048 0.13 0.38 0.50 0.65 1
τ1(ps) 0.17 0.18 0.17 0.12 0.07 0.06
τ2(ps) 1.723 2.51 1.76 1.20 0.96 1.02
τ3(ps) 47.37 71.53 52.04 34.20 32.96 28.09

TABLE 4.2. Sample E different timescale for different intensity.

Intensity 0.024 0.048 0.13 0.38 0.50 0.65 1
τ1(ps) 0.023 0.032 0.133 0.064 0.010 — 0.162
τ2(ps) 1.01 1.1 1.27 0.89 0.79 0.8, 5.6 1.1
τ3(ps) 302.12 102.24 144.82 97.8 29.6 17.6 1.8

TABLE 4.3. Sample B different timescale for different laser intensity.

Intensity 0.024 0.048 0.13 0.38 0.50 0.65
τ1(ps) 0.239 0.180 0.182 0.637 0.215 —
τ2 (ps) 1.91 1.836 1.73 1.040 1.13 1.3
τ3 (ps) 43.53 32.23 31.99 56.58 108.71 41.2

TABLE 4.4. Sample D different time scale for different laser intensity.

Intensity 0.024 0.048 0.13 0.38 0.50 0.65 1
τ2 (ps) 0.97 1.13 1.21 1.11 1.09 1.37 1.27
τ3 (ps) 4.8 4.73 7.41 10.95 9.1 11.36 14.78

Figure 4.6(a) plots the capture time, τ2, of the thick QD samples as a function of laser

intensity. As the graph indicates, for sample E, τ2 is approximately constant at ~1 ps

versus laser intensity. Similarly, for sample D, the capture time, τ2, is ~ 1.1 ps at all laser

intensities. For sample B, the capture time, τ2, varies from ~ 1.9 ps to ~ 1.3 ps as the laser

intensity is increased. For sample A, the capture time, τ2, varies from ~ 1.7 ps to ~ 1.0 ps

as the laser intensity is increased.
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Figure 4.6(b) shows the relaxation time, τ3, of thick InGaAs QD samples as a function

of laser intensity. For sample B, the longest relaxation time, τ3, varies from ~ 40 ps to ~

100 ps as the laser intensity is increased. For sample D, this relaxation time varies from ~

4 ps to ~ 14 ps as the laser intensity is increased. For sample A, τ3 varies from ~ 50 ps at

lowest intensity to ~ 30 ps at highest intensity. For sample A, τ3 varies from ~ 4 ps to ~ 14

ps as the laser intensity is increased. Lastly, for sample E, the longest relaxation time, τ3,

decreases from ~ 300 ps to ~ 17 ps as the laser intensity is increased. As the graph shows,

there is no consistent trend in τ3 versus laser intensity among the samples.

4.1.3 Discussion

In the experiment, electrons are excited into the GaAs barrier under 800-nm laser ex-

citation because the photon energy is larger than the band gap of GaAs. Electrons then

quickly relax into lower energy levels of the GaAs barrier and then into the InGaAs WL

via electron-phonon and electron-electron scattering [63]. Electrons then relax to the lower-

energy states associated with the QDs. Phonon scattering is the most dominant mechanism

for relaxation within the InGaAs QDs due to the close separation of the hole levels and the

availability of various energy-broadened phonons [32]. In this case, a perfect match be-

tween the inter-subband and LO phonon energies is not critical for a fast-carrier relaxation.

A fast-carrier relaxation is possible even through multiphonon relaxation involving optical

and acoustic phonons [64, 65].

Figure 4.1 shows the longest timescan of 120 ps in which the reflectivity does not

recover to its initial point suggesting the carriers are still hot and not yet fully relaxed. This

longest timescale corresponds to the Auger relaxation time. As indicated by our longest

120-ps scan, Auger processes work effectively as there are many carriers, since an electron

can find an electron or hole into which to transfer its energy and thus fall into the QD energy

levels. This process helps trapped carriers to relax further to the lowest energy in QDs.
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Another possible mechanism for slower relaxation times is the state-filling effect. Ray-

mond and coworkers have studied the state-filling effect in InGaAs quantum dot structures,

and give detailed information about the carrier dynamics [66, 67, 68]. The Pauli exclu-

sion principle becomes effective when few carriers are present in the lower states. Phonon

bottleneck, state filling and segregated inhomogeneous broadening can give rise to higher-

energy emission peaks, but they possess different characteristic features. The state filling

effect is the only one that will show clear saturation effects. At low intensities, the ground-

state levels are observed. The Phonon bottleneck effect is not observed because of the faster

inter-sublevel relaxation, as compared to interband recombination.

With further increase of laser intensity, however, the capture times do not show a fur-

ther decrease. At low-laser intensity, the electron states of the QDs are almost empty and

therefore, the state-filling effect plays an insignificant role. On the other hand, the density

of excited electrons in the WL is very low so the probability of electron-hole scattering

is very low, and thus a long capture time is observed. With increasing laser intensity, the

density of excited electrons increases and thus electron-hole scattering is enhanced, which

leads to a decrease of the capture time. With increasing laser intensity, however, the den-

sity of electrons in the QD states increases, as well. The state-filling effect begins to play

an increasing role. With further increase of laser intensity, the state filling effect becomes

the dominant mechanism, and thus the capture time does not shorten further, but rather,

increases.

No phonon bottleneck is observed in our experiments. The main relaxation mechanisms

are phonon or multiphonon scattering. An increasing density of electron-hole pairs leads

to an increase of the probability of electron-hole scattering, which results in a decrease of

the capture time. At high excitation levels, the state-filling effects produces the increase of

capture time.

For sample E, the longest relaxation time, τ3, decreases from ~ 300 ps at the minimum
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intensity to ~ 1.8 ps at maximum intensity. Similarly, in sample A the relaxation time, τ3,

decreases from ~ 50 ps to ~ 28 ps as the laser intensity is increased. The results for these

two samples suggest carrier-carrier scattering controls the relaxation. On the other hand, τ3

for the samples B and D do not appear to systematically vary versus laser intensity. As for

τ2, all values lie between 0.8 and 2.5 ps, with no systematic variation versus laser intensity.

4.2 Thin Cap QDs

4.2.1 Reflectivity Data

We have also measured the normalized reflectivity of the thin-cap QD samples as a

function of time delay. Most of our data from the thin-cap samples look similar. Figure 4.7

shows time-dependent reflectivity curves from sample I obtained over a wide range of laser

fluences. The laser intensity has been changed from 100% to 2.4%. This figure shows the

reflectivity spectra have an initial positive response followed by a short decay to a positive

value. The data in Fig. 4.7 suggest carrier capture is faster at lower excitation intensities.

Figure 4.8(a) and (b) illustrate the reflectivity of thin QD samples vs. the time delay of

25 ps when laser intensity is 0.65 and 0.13, respectively. For all the thin samples, initial

reflectivity is positive and they are arranged in the order of their increasing annealing tem-

peratures (from bottom to top). Reflectivity of these samples does not cross the baseline.

These data suggest as the annealing temperature increases, the reflectivity of these samples

decays faster. As with the thick-cap samples, even at our maximum time delay scan of 120

ps, the reflectivity has not necessarily fully recovered.

4.2.2 Results and Analysis

Using Eq. 4.1, we have again fit the combined short-, medium-, and long-timescale

reflectivity data with least-squares analysis. Figure 4.9 shows the reflectivity fit of sample I.

The normalized reflectivity change is positive for all of our scans. τ1 is the fastest timescale
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and has a negative amplitude, but τ2 and τ3 are longer timescales with positive amplitudes.

The blue curve shows the overall fit of the data comprised of all three time constants. The

red dots represent the data points.

Figure 4.10 shows the reflectivity fit of thin sample G at laser intensity 0.37. The

normalized reflectivity change is positive for all our scans, and it passes the baseline. We

have fit this sample using only three exponential functions: τ2 is the fastest timescale and

has a positive amplitude; τ3 is a longer timescale and has a negative amplitude; τ4 is again

set to ∞. The blue curve shows the overall fit of data, which is comprised of all three time

constants. Again the red dots represent the data points.

Figure 4.11 shows the reflectivity fit of thin sample F at laser intensity 0.13. Normalized

reflectivity change is positive for all our scans, and in this case, it does not pass the baseline.

We have also fit this sample using the three exponential functions. Again, τ2 is the fastest

timescale and has a positive amplitude; τ3 is a longer timescale with a negative amplitude;

τ4 is again set to ∞. The blue curve shows the overall fit of the data is comprised in all three

time constants. The red dots represent the data points.

Results of our least-squares analysis of reflectivity data from samples F, G, and I are

summarized in Tables 4.5 to 4.7. As for the thick samples, we identify τ2 with carrier

capture by the InGaAs layer and τ3 with relaxation within the layer.

TABLE 4.5. Sample I different time scale for different laser intensity.

Intensity 0.024 0.048 0.13 0.38 0.50 0.65 1
τ1 (ps) 0.18 0.16 0.31 0.84 0.96 0.85 1.3
τ2 (ps) 0.47 0.59 1.65 4.73 5.72 6.23 7.9
τ3 (ps) 441.79 417.49 157.5 163.7 178.64 274.2 181.7
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TABLE 4.6. Sample F different time scale for different laser intensity.

Intensity 0.024 0.048 0.13 0.38 0.50 0.65 1
τ2 (ps) 0.25 0.27 0.25 0.38 0.34 0.45 0.60
τ3 (ps) 59.0 78.379 30.01 44.84 23.74 16 16

TABLE 4.7. Sample G different time scale for different laser intensity.

Intensity 0.024 0.048 0.13 0.38 0.50 0.65 1
τ2 (ps) 0.21 0.139 0.22 0.261 0.300 0.39 0.51
τ3 (ps) 15.79 5.07 26.83 15.71 24.64 32.23 3.47

Figure 4.12(a) illustrates the capture time, τ2, of thin-cap QD samples as a function of

laser intensity. As the graph indicates, for sample I, τ2 increase from ~0.46 ps to ~7.8 ps.

For sample G, capture time, τ2, increases from ~ 0.21 ps at lower laser intensities to ~ 0.51

ps at the highest intensity. For sample F, capture time, τ2, varies from ~ 0.29 ps to ~ 0.6

ps as the laser intensity is increased. The general trend of τ2 increasing with laser intensity

can be attributed to the state filling.

Figure 4.12(b) plots the longest relaxation time, τ3, of the thin-cap InGaAs QD samples

as a function of laser intensity. For sample I, τ3 varies from ~ 440 ps to ~ 180 ps as the laser

intensity is increased. For sample G, τ3 varies from ~ 15 ps to ~ 3 ps as the laser intensity

is increased. For sample F, τ3 decreases from ~ 59 ps at the minimum intensity to ~ 16

ps at highest intensity. The general trend of τ3 decreasing with increasing laser intensity

suggests carrier-carrier scattering is key to relaxation within the InGaAs layer.

Figure 4.13 plots the capture time, τ2, versus annealing temperature for all thin-cap

samples for each laser intensity. For full laser intensities, the capture time decreases from

1.1 ps to 0.4 ps. At laser intensity 0.65, capture time decreases from 0.49 ps to 0.37 ps as

annealing temperature increases. At laser intensity 0.50, capture time increases 0.3 ps to

0.45 ps as annealing temperature decreases from 4900C to 4500C. At laser intensity 0.37,

capture time decreases from 0.25 ps at 4500C to 1.4 ps at 4900C.
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These data show a strong correlation of τ2 with sample annealing temperature. As Yang

and coworker have shown, higher annealing temperature result is QDs with wider bases and

smaller heights. The results shown in Fig.4.13 thus indicate QD morphology affects carrier

capture.
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CHAPTER 5

TIME RESOLVED ELLIPSOMETRY

Ellipsometry is a technique used to characterize the optical properties of bulk materials,

thin films, or even the interface between two media. It is based on exploiting the polariza-

tion transformation that occurs as a beam of polarized light is reflected from an interface or

transmitted through a thin film. Ellipsometry is particularly attractive because of its ability

to measure both the real (n) and imaginary (k) parts of the refractive index of a semicon-

ductor. Ellipsometry was first used in 1889 by Drude for the characterization of thin film

surfaces [69]. After the initial studies by Drude, the field of ellipsometry research was es-

sentially dormant for nearly 75 years except for few occasional reports. One was as that

of Tronstad [70], who was the first to demonstrate the power of this technique for electro-

chemical studies. In another Rothen [71] coined the word ellipsometry to distinguish such

measurements of the change of the state of polarization of light upon reflection. With the

advent of minicomputers in the late 1960s, there were numerous efforts on the automation

of ellipsometers using various approaches. Because of its accuracy in measurements, ellip-

sometry is still widely used in industrial settings for the measurement of film thicknesses,

which involves reflection from two interfaces.

5.1 Conventions

The widely accepted conventions in ellipsometry are those adopted at the 1968 Sympo-

sium on Recent Developments in Ellipsometry following discussions of a paper by Muller

[72]. Briefly, the electric field of a monochromatic plane wave traveling in the direction of

the z axis is taken as

E(z, t) = E0exp
[

i
(

ωt− 2πN
λ

z
)]

, (5.1)

where E0 is a constant complex vector that represents the transverse electric field in the z =



59
0 plane, N is the complex refractive index of the optically isotropic medium of propagation,

ω is the angular frequency, and t is the time. N is written in terms of its real and imaginary

parts as N = n− ik, where n > 0 is the refractive index and k≥ 0 is the extinction coefficient.

The positive directions of x and y before and after reflection form a right-handed coordinate

system with the directions of propagation of the incident and reflected waves as shown in

Fig. 5.1.

FIG. 5.1. PCSA Ellipsometer: represents the rotational azimuthal angles of polarizer, com-
pensator and analyzer .

An ellipsometric measurement allows one to quantify the phase difference 4 between

Rp and Rs, and the change in the ratio of their amplitudes, given by tanψ . The forms for ∆

and ψ are

∆ = δp−δs, (5.2)

and

tanψ =
|rp|
|rs|

, (5.3)

where, again, rp and rs are the Fresnel coefficients of p and s polarization. Ellipsometry



60
does not directly measure optical constants. It measures change in light polarization ex-

pressed as ∆ and ψ . In ellipsometry, ρ is the ratio of complex reflection coefficients of the

material for p and s polarizations, which can be expressed as

ρ =
rp

rs
= tanψei∆. (5.4)

The parameters ∆ and ψ are used to calculate the refractive index of the material from

which the light is reflected.

Equations 3.6 and 3.7 describe the reflection coefficients Rs and Rp, which give the ratio

of reflected to incident intensity. These are the square moduli of the amplitudes rs and rp

[73]. These reflection coefficients can also be written as

Rs = ||rs|eiδs|2 = a2 +b2−2acosφ0 + cos2 φ0

a2 +b2 +2acosφ0 + cos2 φ0
, (5.5)

Rp = ||rp|eiδp|2 = Rs

[
a2 +b2−2asinφ0 tanφ0 + sin2

φ0 tan2 φ0

a2 +b2 +2asinφ0 tanφ0 + sin2
φ0 tan2 φ0

]
, (5.6)

where

a =

√
1
2

[{
(n2− k2− sinφ0)

2
+4n2k2

}1/2
+(n2− k2− sin2

φ0)

]
, (5.7)

b =

√
1
2

[{
(n2− k2− sinφ0)

2
+4n2k2

}1/2
− (n2− k2− sin2

φ0)

]
. (5.8)

We can also write the reflection coefficients in terms of a and b as follows:

Rs =
(a− cosφ0)

2 +b2

(a+ cosφ0)
2 +b2

, (5.9)

and
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Rp = Rs
(a− sinφ0 tanφ0)

2 +b2

(a+ sinφ0 tanφ0)
2 +b2

, (5.10)

and the phase changes upon reflection are given by

tanδs =
2bcosφ0

cos2 φ0− (a2−b2)
, (5.11)

tanδp =
2cosφ0{2nka− (n2− k2)b}
(a2 +b2)− (n2 + k2)2 cos2 φ0

, (5.12)

and

δ = δp−δs = arctan
[

−2bsinφ0 tanφ0

(a2 +b2)− sin2
φ0 tan2 φ0

]
. (5.13)

5.2 PCSA Configuration

Figure 5.1 defines the general experimental system and the coordinate system for a

generic PCSA ellipsometer configuration. As the figure illustrates, PCSA denotes the order

of optical elements encountered by light: polarizer (P), compensator (C), sample (S), and

analyzer (A). We use right-hand coordinate system to specify the rotation angles of P, C,

and A. The Y-axis is defined as perpendicular to the incident plane, whereas the X-axis is in

the incident plane. The angle of the compensator is defined by the orientation of fast axis

of compensator. The angles of polarizer and analyzer, which are both linear polarizers,

are defined by their pass direction. All angles are positive in a counterclockwise sense,

when viewed against the propagation direction of the beam. The polarization of the beam

incident on the sample is controlled by the angles of P and C. The light reflected by the

sample is analyzed by A. The detector then measures the intensity of the transmitted light.

Several types of ellipsometry can be performed with this collection of optical elements.

We briefly review several. In null ellipsometry, a QWP is used as a compensator. In this
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case either PCSA or PSCA configuration can be used. Null ellipsometry was operated

manually in the past. In this mode, the compensator is held fixed at certain angles. The

polarizer and analyzer are then rotated until the beam is extinguished. 4 and ψ are calcu-

lated using the setting of these polarizing optics and ultimately the refractive index of the

material is obtained. Due to the manual nature of this technique, operation of null ellipsom-

etry is very slow. Another disadvantage of a null ellipsometer is you have to use different

compensators for different wavelengths. In principle, one could use null ellipsometry as

the time-resolved null ellipsometry technique at a fixed time delay between the pump and

the probe beam. This technique has been used to find the refractive index of Ge [74] and Si

[75]. In these cases, null is not sensitive to the very small changes in the refractive index,

so we cannot use this technique.

The next generation of ellipsometers came with rotating elements in the systems to

overcome the disadvantages of a null ellipsometer. There are two type of common systems

in this category: rotating polarizer (RPE) and rotating analyzer ellipsometry (RAE). These

two types of configurations are performed without a compensator in the optical path, and it

is easier to use it for different wavelengths. In each system, the signal is usually measured

as a function of time, and is then Fourier analyzed in order to obtain the ellipsometric

parameters ∆ and ψ . A rotating analyzer ellipsometer is not accurate when measuring the

imaginary part of refractive index when it is close to zero, and it also requires a polarization

insensitive detector, and a highly depolarized source.

The third type of ellipsometer is a rotating compensator ellipsometer [76]. It has the

advantage over the other two ellipsometers because it neither requires a polarization insen-

sitive detector nor a highly depolarized source, since the polarizer and analyzer are fixed.

We have assembled a rotating compensator ellipsometer (PCSA). In this technique, one

typically measures the time-resolved reflectivity of the sample at two different compensator

angles at a given time delay between pump and probe. From these two sets of data, 4n



63
and4k are then calculated. Previously Choo et al. used this technique to study the carrier

dynamics in GeSi alloys [77].

5.3 Compensator: QWP or HWP?

In the PCSA configuration, one typically uses either a QWP or HWP as the compensator

C. The main factor involved in the choice is the sensitivity to changes in k.

In order to investigate the sensitivity to differences in k, we have calculated the reflec-

tivity as a function of compensator angle, φC, for fixed polarizer and analyzer angles, φP,

and φA. The calculation was done using the following equations [78]. For a quarter wave

plate, the reflectivity can be expressed as

R = {
(
J2 +K2)Rp +

(
L2 +M2)Rs +2(JL−KM)

√
RpRs cosδ

+2(JM+KL)
√

RpRs sinδ}, (5.14)

where

J = cosΦA cosΦC cos(ΦA−ΦC), (5.15)

K = cosΦA sinΦC sin(ΦC−ΦP), (5.16)

L = sinΦA sinΦC cos(ΦC−ΦP), (5.17)

and

M = sinΦA cosΦC sin(ΦC−ΦP). (5.18)

Here Rp, Rs, and δ = δp− δs are given by Eqs. 3.4, 3.5, 3.6, and 3.7. For an HWP as the
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compensator, the reflectivity is given as

R = {(J−K)2 Rp +(L+M)2 Rs +2(J−K)(L+M)
√

RpRs cosδ}. (5.19)

A typical result comparing sensitivity to k is shown in Fig. 5.2. Here we set φP = 00, and

φA = 450 with an angle of incidence (or the sample) of 450. As the figure shows, a QWP

provides slightly greater sensitivity to changes in k. We have, thus, chosen a QWP for our

ellipsometer.
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FIG. 5.2. Sensitivity comparison of quarter wave plate and half wave plate at an incident
angle of 45 degrees.

5.4 Choice of Angles

We now describe how TRE can be used to determine changes in both n and k. As

discussed in Chapter 3, the key quantities are the differential coefficients 1
R

∂R
∂n and 1

R
∂R
∂k .

Figure 5.3 plots the reflectivity, as well as these differential coefficients, as a function of
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the compensator angle φC for n = 3.66, k = 0.08 (appropriate for GaAs), an incident angle

of 450, φP = 100, and φA = 100, 300, 600, and 900. We first point out the differential

coefficients for φA = 900, which are insensitive to φC, are equivalent to the coefficient for

straight s-polarized reflectivity (as expected since φA= 900 results in detection of only the

s component). As the figure clearly shows, φA = 900 results in very low sensitivity to 4k.

Conversely, other settings can result in comparable differential coefficients for n and k. For

example, for φA = 300, the two compensator angles φC = 350 and φC = 1250, result in

reasonably large values for 1
R

∂R
∂k , as well as 1

R
∂R
∂n . By making measurement at these two

settings one could reasonably expect to distinguish the contributions of4n and4k to 4R
R ,

which is experimentally measured.

5.5 Experimental Setup

As illustrated in Fig. 5.4 we have assembled a PCSA ellipsometer for ultrafast ellipsom-

etry. The probe pulse now passes through a linear polarizer (P) and a QWP compensator

(C) before reflecting from the sample (S), passing through linear polarizer analyzer (A) and

then being detected. In addition to the P, C, and A elements, several other elements have

been added to maximize the efficiency of the ellipsometer. After the delay stage, the pump

beam passes through a polarizer and half wave plate (Meadowlark AHM 050-840) before

the sample. This polarizer is used to clean up the p-polarization. The HWP then rotates

the pump polarization to minimize scattered pump light at the detector. As for the probe

beam, it first encounters a beam splitter that is used to send one part of the probe beam to

a reference Si photodetector. The main part of the probe beam then passes through a half

wave plate in front of polarizer (P) in order to maximize the intensity through the polarizer.

5.6 Ellipsometer Alignment

Here we discuss the optical alignment of the four elements of the PCSA ellipsometer.

Precise alignment is necessary in order to accurately extract4n and4k from the reflectiv-
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ity measurements.

Both P and A elements are linear polarizers. Alignment is verified by obtaining the

minimum transmission when φA = φP± 900. After the alignment of polarizers, we find

the fast and slow axis of the QWP compensator. First, we place the QWP in between the

crossed polarizers to determine the crystal axis. If there is no leakage or null is achieved

in overall transmission, then the crystal axis is aligned parallel to polarizers. After the

crystal axis is found, we identify the slow and fast axis of QWP. The fast and slow axes

can be found be measuring the reflectivity of the sample, whose refractive index is known.

For example, we set the polarizer and analyzer at 00 and 450, respectively, and change the

compensator angle to determine the location of maximum transmission.

The sample has to be correctly aligned with respect to the axes of the polarizing optics.

The sample surface must be in the plane where the linearly polarized beam is obtained by

setting the P=00 and C=00 becomes a true p-polarized pulse to the sample. This can be

achieved as follows, set both compensator and polarizer at 00 and ensure the laser beam

is parallel to the optics table. Insert the sample and analyzer in the laser beam, and set

the analyzer to 900. If the output of the analyzer is zero, that means the sample has been

correctly installed. Repeat this procedure until null output is achieved.

5.7 Experimental verification

To verify the setup of our femtosecond ellipsometer, we perform a static reflectivity

measurement on GaAs as function of compensator angle when ΦP = 00 and ΦA = 00. Fig-

ure 5.5 illustrates the theoretical and measured reflectivity response. Note the experimental

results matches very closely to theoretical calculations. In our calculation, we vary the in-

cident angle and refractive index as φ = 47.50, n = 3.76, and k = 0.08 are obtained. The

reported values of n = 3.66 and k = 0.08 at 800 nm are slightly different from what we got

in our calculations Aspnes and Studna [79].
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FIG. 5.5. Reflectivity of GaAs vs. compensator angle at polarizer angle ΦP = 00 and
analyzer angleΦA = 450.
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CHAPTER 6

CONCLUSION

6.1 Summary

In our lab, we have a home-built Ti-sapphire laser with 28 fs laser pulse at 800 nm. Us-

ing the time-resolved reflectivity experiment, we have done three total time delay scans on

our InGaAs/GaAs quantum dot samples: 5 ps, 25 ps, and 120 ps. Also, we have measured

the reflectivity at seven different neutral density filters where laser intensity increases from

2.4% to 100%.

We have investigated the carrier dynamics of InGaAs QDs. Using Eq. 4.1 to find four

different relaxation time constants. The relaxation times τ1, τ2, and τ3 are extracted from

our least-square fitting analysis, where as τ1 is the momentum and /or energy relaxation

rate [15, 16, 18], τ2 is the capture time of carriers by the InGaAs layer, and τ3 is the carrier

relaxation rate within the layer. The term with τ4 = ∞ is used to describe the nonzero offset

that is still present at the end of the 120 ps scan.

Our results of least-square fitting analysis of thick-capped layer InGaAs samples A, B,

D, and E gives the value of capture time; τ2 is between 1 and 2 ps for all laser intensities.

The relaxation time, τ3, of samples as a function of laser intensity is as follows. For sample

B, τ3 varies from ~ 40 ps to ~ 100 ps as the laser intensity is increased. For sample D, this

relaxation time varies from ~ 4 ps to ~ 14 ps as the laser intensity is increased. For sample

A, τ3 varies from ~ 50 ps at lowest intensity to ~ 30 ps at highest intensity. For sample A

τ3 varies from ~ 4 ps to ~ 14 ps as the laser intensity is increased. Lastly, for sample E,

the longest relaxation time, τ3, decreases from ~ 300 ps to ~ 17 ps as the laser intensity is

increased. There is no consistent trend in τ3 versus laser intensity among the thick-capped

quantum dots samples.

For thin-capped InGaAs QD samples, our reflectivity analysis uses three different re-

laxation time constants to find the carrier capture time and relaxation time. The times τ2
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and τ3 are extracted form the analysis where as τ2 is the capture time of carriers by the

InGaAs layer, and τ3 is the carrier relaxation rate within the layer. Again, the term with

τ4 = ∞ is used to describe the nonzero offset that is still present at the end of the 120 ps

scan.

The capture time, τ2, of thin-cap QD samples versus a laser intensity tends to increase.

For sample I, τ2 increases from ~0.46 ps to ~7.8 ps. For sample G, capture time, τ2,

increases from ~ 0.21 ps at lower laser intensities to ~ 0.51 ps at the highest intensity.

For sample F, capture time, τ2, varies from ~ 0.29 ps to ~ 0.6 ps as the laser intensity is

increased. The general trend of τ2 increasing with laser intensity can be attributed to the

state filling.

The longest relaxation time τ3 of the thin-cap InGaAs QD sample I τ3 varies from ~

440 ps to ~ 180 ps as the laser intensity is increased. For sample G, τ3 varies from ~ 15 ps

to ~ 3 ps as the laser intensity is increased. For sample F, τ3 decreases from ~ 59 ps at the

minimum intensity to ~ 16 ps at the highest intensity. The general trend of τ3 decreasing

with increasing laser intensity suggests carrier-carrier scattering is key to relaxation within

the InGaAs layer.

We have studied the carrier dynamics of thin and thick InGaAs QD using ultrafast

pump-probe reflectivity. From our measurements we have deduced capture times depend

on the annealing temperature, cap thickness, and the size of the quantum dots. In principle,

we excite the carrier in GaAs with the laser intensity of 1.55 eV. Electron hole pairs are

created in the barrier of GaAs where GaAs is either 100 nm or 10 nm. After the electron

hole pairs are created, they subsequently get captured to QD energy levels. The capture

time for 100-nm cap thickness QDs is slower than the 10-nm of GaAs thin samples. This

suggests that transport of carriers plays an important role in the carrier dynamics of QDs.

We have also found capture time decreases as the annealing temperature for thin-capped

quantum dot samples increases. The data suggest slower capture times for the lower an-
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nealing temperature as QDs. Those are formed at higher annealing temperature have wider

bases and smaller heights, indicating that QD morphology affects carrier capture.

6.2 Future work

We have designed the femtosecond-time-resolved ellipsometer using the PCSA config-

uration to study carrier dynamics in InGaAs/GaAs quantum dots. It is a powerful tech-

nique that gives the information about the complex refractive index. In this experiment,

we can determine both real and imaginary parts of refractive index. We can measure the

two different sets of differential reflectivity
[
4R
R (t)

]
at two different compensator angles

but constant polarizer and analyzer angles. Using this experimentally observed reflectivity,

we can use Eq. 3.8 to find out the real part and the imaginary part of refractive index.

Carrier dynamics investigated via pump-probe reflectivity typically provides information

on the change in the real part of the refractive index. But, in order to directly access the

change in absorption, we need to probe changes in the imaginary part of the refractive in-

dex. Thus, time-resolved ellipsometric measurements can give full information about the

refractive index of the semiconductor quantum dots and will thus give more insight into

carrier dynamics, as compared to simple pump and probe reflectivity.
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