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chamber and a 25-4/s pump (Thermbnics Laboratory, Inc.
pump model IP-025, power supply model PS-150) on ea'ch of
the four beam arms. ~The large pump is configured so that

it can opérate floating at the target chamber high voltage

once a good vacuum has been established. The input arm

pump is electrically.isolated by a ceramic beam arm
insulatqr made b‘y National Electrostatics Corporation.

To .achieve the base préssurevthe system must be baked
out at ~ 200°C for 2-3 days after each time it is
opened to .atmésphere._ in general the vacuum turn around
time for opening the systtem. is 4-5 days.

Pressure is monitoréd by mea'sur.ing the current drawn

by the magnetic ion pumps; the ion pump is essentially a

large Penning type cold cathode gauge in which the current

drawn.is a function of the pressure in the system. Since
the four 'smavll pumps are .,all connected to the same power
suppl'y, only a pressure reading in the target chamber and
the average pressure in tﬁe arms are available. At times a
quadrupole residual gas analyzer (Spectirum Sbcientific,
Ltd., model SM 100) has been connected to the vac_u'um; this
has verified the pressures measured with ihe magnetic ion
pumps. A |

In general, the pressure is quite stable in the low
107 Torr range. There is a slight rise in the

pressure as a function of the electron beam current.
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2. Magnetic shielding

This sécti'on of Appendix D describes the magnetic
environment for the spectr.ometer, inciuding the sources of
the magnetic fields, the types and de'éigns' of magnetic
shielding employAed, and measurements of the effectiveness
of the shielding. |

The magnetic fields to be shievldec.i are almost
exclusively static fields. Three primary sources are the'
earth’s magnetic field, fields from the ,p‘ermarient‘ magnets
in the magnetic ion»pumpsv. and stray fields due to
magnetized materiéls in the spectrometer.‘ " The earth's
field has an approximate strength of ~500 mG and a
declin’.ation. of ~60° below the horizontal at a latitude
of 35° N [77].. The strong fields of the large perﬁlanent
ma'gﬁets in the five magnetic ion pumps are 410calized and -
are on the same order as the earth’'s field along the beam
B8Xes. . | |

Stray magnetic fields due to magnetized pafts of the
electron optics .column provided some difficulty, since they ‘
were hard to identify and in general were produced within.
the mu-metal shielding. Caré .was taken to use” nor{—ma.gnetic
mate.rials, e.g., Everdur, 304 stainléss—steel, Cu, and Mo,
in construction of the optics parts.: However, some

stainless-steel parts became magnetized and had to be
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replaced or de-magnetized. Othef magne‘;izéa pérts, i.e.
t.he gate valves and Ni leads of some vacuum feedthroughs,
-weré unable to be corrected.

Magnetic shielding is ‘accomplished with high
permeability mu-metal shields. Most of the electron optics
are surrounded by such shielding and critical areas have a
second layer within the vacuum chamber:.

The target chamber is shield.ed by a mu-metal can that
fits tightly'o.ver the ‘target‘ vacuum chamb.er. This shield
is constructed of 1.6 mm thick mu-metal with an ideal
attenuation of ~700 (shielding efficiency ~55 dIB)
[142] with overall 'di"rﬁensions of 36 cm diaméter and 35 cm
height. The shield has a number of openings fdr vacuum
ports and is split in half horiz'ontallly to allow access 1o
the target chvamber. This reduces the efficiency of the
shield, particvularly for the vertical component of the,
magnetic f'ieid'; A Helmﬁoltz coil (58 c¢m diameter)
concentric with the vertical axis of the target chamber is
used to buck the vertical field component.

‘The beam arms are surroun_ded by c':onti‘nuous cylindrical
mu-metal shields (15 cm diameter) that extend from the end
flange to just past the 25-4/s magnetic ion pumps.' This
shielding is 1.6 mm thick and‘has an ideal attenuation of
~800 (shiélding efficiency ~60 dB). Tﬁere are

sections .of 0.25 mm thick mu-metal foil wrapped around the
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vac'u.um tube walls at the entrance to the small magnetic fon
pumps, on either side of the high voliage insulat‘ors
undernéath the mu-metal rings, around the gate wvalves, and
ét the beam arm entrances to th.é target chamber. These
foils have an ideal atteniuation of ~250 (éhi.e.lding
efficiency ~435 dB).

Continuocous mu-metal shielding cannot extend across the.
ﬁigh voltage insulétors, These sections were shieldeﬁ with
a series of mu-metal rings (30.5 cm 0.D., 17.8 cm I.D., and
1.6 mm thick) which. ére_ spaced 1.9 cm apart and are mounted
on Plexiglass rods. These rings shield the compoﬁents of -
thé field ‘perpend'icular ‘to the beam axis by factors of‘ 10
to 100. The ‘parallvel component is not shielded, but the
effect of this compohe»nt on thev eléciron beam traj.ectory
can be compensated for ‘by the ele.c"'nron optics. The theory
of this. shieldibng techniqué is described in Gibbons ét
al [67]).

Local magnetic shielding is added inside the vacuum
chamber at two c_ritical loc_ati'ons'on the output beam arms,
around the energy analyzer and ét the entrance to the EMT.
The Aenerg‘y analyzer is particularly sensitive to magnetic
fields because the electrons are decelerated to much sl.ower
velocities there than at any other poAint in the system.

The energy analyzer shield is a solid mu-metal cylinder
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(3.4 cm I.D. and 1.6_mm‘ thick) that fits closely‘ over tﬁe
lens column. It is .12 cm long -- the energy analyzer is
8.5 cm IAong -- with .an ideval attenuation of ~3500
(shielding efficiency of ~70 dBJ. The entrance to the
EMT 1is ,a. critical region because the electrons are still
moving with liow \}elocity and fringing fields due to the end
of the main beam arm shield. are ‘present. The EMT éhield is
also a solid mu-metal cylinder (35 mm I.D. and 1.6 mm
thick); it extends [l cm from the entrance of the EMT with
an ideal att.e_n‘uétion.'_of ~12500 (shielding efficiency
~80 dBJ.

All the _external maghetic shielding was degaussed
in situ using a2 60 Hz AC signal.

The magnetic s.h‘i_eld‘ing reduced the magnétic field in
the beam arms and target chamber 'by an owverall factor of
fappfoximately‘loo. Magnetic beam arm profiles (Figure D.2)
show that the maximum fields were on the order .of_ 70 mG and
that the rms field was about 10 mG. Using an impulse
approximation, the effect of small magnetic fields on the

electron path can be expressed as

| 2
y = -3.02 x 1078 (%] X2 @.1)

where x is the distance of flight along the beam axis (in
cm), y is the perpendicular deflection distance, B is the

ma‘gnetic field (in Gauss), and V is the'accelervating
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voltage of the electron (in kV).. The approximate
trajectory of an electron along the beam axes is also

plotted.

-

3. Voltage distribution

Two high precision high voltage probes {(Fluke model 80
F-15) are connected to a qut.age bridge Wh,ich;measurés the
voltage difference between the two probes as shown 1n the
schematic in Figure D.3a. The voltage meallsuréd .across Rm
is equal to one .fhouééndth of the voltage differeﬁce'
IHV | —‘IHV_'l with an a'ccvuracy of + 0.017. |

To achieve this high precision, the véltage bridge.is
calibrated periodically. C.a'libration« is performed by
" measuring the voltage difference dver a wide ‘range with the
connected prob‘_eé in different alrrang'ements. With Probe n‘li
connected to HV, and Probe #2 connected to HV_ analysis
of the equivalent circuit in Figure D.3b shows that the
meter voltage is

R, HV, + R, HV_ - I R R
_ _ 2 + 1 - |
Vo = IR = A

(D.2)

By reversing the position of the HV probes, the measured

voltage is.

RIHV+ +R2HV_ _IRI R2
®, *+ Ry

(D.3)

x
m

and
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Table D.l High Voltage Probe Specifications

Fluke Model! 80F-15 High Voltage Probe*

*

Input voltage range
Input resistance
Division ratio -
Ratio Accuracy
Stability of ratio

Temperature coefficient
Voltage coefficient

John Fluke Manufacturing Company, Inc.

1-15 kV
100MQ

1000:1

£0.017 of input
+0.001%/month
+0.05%/year
0.0017/°C
<+0.0027
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Vg o+ VL o= (HV, + HV)) - [R - R% + O(R7)] | (D.4)
where
“1_ 1 B2 i
Rz o Rag - 1000 ® <i7 . @5)

To avoid the necessity of reversing the probes during

was calibrated as a function of

operation, (V, + V5)

Vi
(Vy, *V5) = avy + P | | - (@6)
where o = 2000.1 |
| B = -12.078 V

Finally,

HV, + HY_ = 2000 v, - 121 3 (D.7)

to within less than 1% (or .l V if greater) uncertainty.
4., Pulse electromnics

The purpose of the pulsle electronics in our
s.pectrofnete.r is to identify and record the coincidence
eleciron e‘vgnts. This section of the appendix describes
the pulse electronics in detail, tracing va pulse f.rorn the
electron multiplier to the MINC com-puter where it is-
recorded as data. Details of the components are also
given. Refer to the text section on data‘acqu_isition for a
general description of t‘he pulse electronics and to Figure
IV.l for a block diagram of the system.

Electron detection is performed by a fast, linearly
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Table D.2 Power Supply Specifications

Power Supply Voltage Current Notes l
Acopian(® Range: 0-600V Temp. Coeff. 0.01%/°C
Bertan® Ran%ze: 0-1.5kV Max: 10mA Regulation:0.001%1ine;0.001%1oad
602B-15PN Max. Ripple: 15mV Stability: 0.01%/hr;0.02%/8hrs.

Temp. Coeff.. S0ppm/°C
Bertan®™ Range: 0-3kV Max.: 2mA same as 602B-15
602B-5PN Max. Ripple: 30mV
Bertan® Range: 0-15kV Max: 0.6mA same as 602B-15
602B-150PN Max. Rippie: 150mV
5t Range:b-aokv Max: 1mA Regulation:0.001%1ine;0.0017.10ad
100PA,100NA Max. Ripple: 150mV Stabillty:0.00SZ/hn0.0lZ/Ehrs.
. ) Repeatabllity: 0.057
Temp. Coeff. 25ppm/°C
Hewlett-Packard® Range:0-100V Range;0-100mA Regulation:4mV,500pAline
6212A Max.Ripple:200pV o Max.Ripple:1SOpA 8mV,500pAload
Stability:Voltage 0.17./8hrs.

Hewlett-Packardm
6516A .

Heater Supply™®
Hybrid Voltage-

Current Supply™

) Sorens'enm
QRB-40

Range:0-1.6kV
Max.Ripple: SmV

Range:0-10V
Range:0-200V

Range;0-40V

Max:5mA

Range:0-10A
Range: 0-3A

" Range: 0-800mA

Current~1.3mA/Bhrs.
emp. Coeff.. Voltage-0.02%/°C

Current-0.5mA/°C

egulation:0.001%1ine;0.001%1oad
Stability:0.05%/8hrs.

“Temp.Coeff.: 0.02%/°C

(a)Acopian Corporation
(b)Bertan Associates, Inc.

{c)CPS, Inc.

(d)jewlett-Packard Company
($}ypI Electronics Shop
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focused, discrete-dynode electron muitiplier (EMI Gencom,
model D233). The eléctron multiplier is housed in a glass
enveldpe which is attached b'y a g]ass-t_o—fnetal adapter to a
standard (3.4cm 0.D.) Conflat flange at the end of the
bearﬁ arm vacuum jacket. The electron multiplier tube (EMT)

has 14 BeCuO dynodes that operatie at a maximum of 4 kV

anode—to—cathode voltage.’ with a typical gain of 2 x 10°.
The detection efficiency is rated at -90-1002 for electrons
of energy of 300 to‘ 500 eV [156]. This is the typical
energy of the electrons reaching the EMT. The anode pﬁlse
typically has a Width of’ 4 nsec (FWHM) with & rise time of
2.5 nsec. | | |

The signal from thé EMT goes to a preamp (EMI Gencom,
model VA.02) through a high 'voltage‘ decoupling capacitbr
[189]. The preamp uses an ‘inteégra’-tecl circuit amplifier
'(L’eCroy Research Systems, model VVI0O0B) with a gain of 10.
Pulses from the ;v)ream.p have a typical.width of 2 bnsec and ‘a
rise time of 0.7 ns'ec. A schematic of the EMT circuitry is
shown in Figure D.8B.

Tﬁé signal pulse from each preamp goes to a
discriminator (Canaberra,'model 1428A) operating'in the
constant fraction timing mode. The discriminator level is
adjusted to slightly above the background ‘l,evel, so that
the slinglles scalar rate is negligible when the beam is.

deflected out of the beam path. The discriminator produces
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a negative-going pulse with a rise time of <3 nsec and a
pulse width of 20 nsec nominal fhat is used to trigéer the
TDC. ~The discriminator also pro‘ducés two independentv
posiAAtive—goi‘:{'\g pulses_ with rise times of <10 nséc that
drive the lscalaArs and rate meters. This positive pulse has
a width of ~ ??? nsec, which determines the dead time of
vthe discriminator following a given pulse.

Each discriminator is connected to a .'32.—.bit~ scalar’
(Kinetic Systems, model 3640) which records the singles
count for each arm. Each discriminator is alsvo conﬁectéd
to an analog ratemeter (TENNELEC, ﬁnodel TC 525). The rate
meters aré, used primarily for tuning the spectirometer’s
e'lectro‘n optics to a maximum transmission level.

FCoincidence detection is performed by a time-to-
.digrital converter (LeCroy Research Systems, CAMAC model
2228A). The signal from one disc_riminatbr aéts as a start
pulse for the TDC. The TDC waits up to 128 nsec to receive
a stop pulse from the second discr_i‘minator. The signal
from- tlhe secohd discrimihatof passes through a variable
delay -box‘ (VPI. Physics Electronics Shop) before it reaches
the TDC. T.he signal is delayed approximately 25 nsec to
minimize false stop pulses and to compensate for internal
delays in the TDC. If a stop pulse is received, the TDC
records a potenfial coincidence event by transferring to

the MINC computer a digital number which is proportional to
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the time between signals. The TDC 15 set to a full scale
range of 128 nsec with a time resolution of 250

psec/channel. There are 512 TDC channels. The conversion

time of the TDC 1is & 30 usec, which determines ‘the

.dead time of the TDC.. Using the signal from the arm with
thé lower single scalar rate as the start pulse will
increase t"he coincidence rate by reducing the dead time in
ihe ﬁulse electironics.

The TDC 'and.sc_alars interface to the MINC by standard
CAMAC hardware. Data is transferred via a CAMAC crate
contirolier (Interface Standard, model IS-11/CC) to the L3I
li-based MINC using stahdard CAMAC r:ornmands‘. The transfer
takes ~30 msec to execute. The data trans.fér accounts
for the'limiting dead time of tﬁe pulse eléctronim.:s system.
Soime data is lost as the rate of the TDC 5tart pul_se
exceeds ~3 kHz and at ~32 kHz the transfer becomes

.inoperable.



APPENDIX E: DATA ACQUISITION SOFTWARE

The program'PHYS provides the real-time control of the
specirometer dﬁring (e,2e) data acquisition, performs the
initial data reduction,' and displays a listing and graphics
of the déta [43]. PHYS is an RS-1I FORTRAN program with a
number of 'macﬁine code subroutines. Standard CAMAC
commands and MINC lab module subroutines fatilitate'the
control of pe‘ri-pheral devices. The process of. r.eal—,time
data acquisition is described.in the main text s_ection on
data acquisition. This appe.ndixv details the software,
data files, data reduction, and merging algorithms, and the
ei’ror'analysis ass’ociafed with coun»tArates. ‘A flow chart
of,’the (e,2e) data a‘cquisition software is shown Ain_Figure_
,.E.l. |

Data ére collected by the MINC at each (E,q) point;
the range of (E.q) p-oi.nts defines an (E,q) space over
which data is collected. PHYS directis tﬁe MINC to sample
each (E,.q) point in a random or-der,tha.t .éventually
samples all of the (E,q) space. After a specified
number of sweeps t‘hroug.h (E,q) space, the time
coincidence spectrum for each (E,q) point undergoes a
data reduction process and a SUMMARY data file is created.
Only four numbers per (E,q) point are stored in the
summary file; the total counts in the coincidence-plus-

Figure E.l Flowchart of datsa acqui'sition software.

329
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bévckground time window, the total counts from the
background time wihdow, and the total scalar counts from
each beam. arm. The significance of the time windows is
discussed in the main tex't section on data analysis. The
software allows the user to set tbhe‘ ranges of these time
windows before data collection has begun. Typically, the
coincidence—plus—backgroi_md window is 5 nsec (20 TDC
channels) and the background window is 50 nsec (200 TDC
channeis’].

PHYS allows the user to graphically display the time
coincidence specti'um'of each (E,q) point during - the data
collection process. Once a \SUMMAR‘Y data file is createci
the coincidencé—minu's—bacikground count at each (E,q)
point can be lis‘ted.‘ |

The 'progra:m TOTAL2 combines data from one ©Or more
SUMMARY filés., together with a listing of PHYS control
parameters and annotations, into a TOTALS data.file [42].
This data file is in a form that can easily be printed,
read by other FORTRAN programs, and'-transferred to the main
frame computer. The TOTALS data filve contains a listing of
the data from each SUMMARY data file which includes the
energy, rhomentum, coincidence-plus-background window count,
background window count, and scalars counts for eéch
(E,q) point.” A summation over all SUMMARY files

combined of the four counts at each (E,q) point is also
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included in the data file.

The TOTALS data files are transferred to the VPI
mainframe com.pute‘rs, a DEC VAX 11/780 and an IBM 370, for
further analysis. Elaborate data iransfer packages are
used which ;hecl_c. the transferred data byte by byte, using
appropriate handshaking and transmi'ssioh error Qetectic:n
[456].

There - are 'sevveral,related .real‘—time command programs
that contirol operat_ion of the spectrometer while it
performs auxiliary functions. This section ‘qriefly
outlines thHe most important of these programs [45].

PHYS ‘i's designed to‘c«perate in two modes, the
coincidence mode described above énd the pulse mode. In
the pulse mode, PHYS scans an (E,q) space just as
détailed in vthe' teit séction on (e,2e) data acquisition.
Howe\)er,, only the scalar count outpLit for one channel is
monitore'd,; there is no coincidence detection. .The mode is
designed primarily for use in (e,e’) data acguisition when
our spectrometer acts as an EELS instrument.

QSWEEP is used to collect scalar count data over a
range of_rnomenta at a fixed energy value. Momentium
selection is performed in sequential order over the‘range;v
only one sweep of the momenta is made. The coliected data

can be displayed graphically by the MINC or it can .be
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stored in é data file, transferred to the mainframe
computer, and ploited and listed by EQPLOT. QSWEEP 'is used
primarily as an aid in measuring the momentum callbration
factor [seé Appendix C.3) and in aligning the spectrometer.
ESWEEP is used‘to collect scalar count da.ta over a
range of binding energy at a fixed momentum value. ESWEEP
is sijmi‘lar to QSWEEP in operation and data display. The
program is used “to collect (e.,e’) data. It allso looks at
wide angle inelastic scattering in Ithe (e,2e) arms which is
used to measure the resolutigﬁ of the energy analyzer.
ZEROMD is used to set the momentum and energy

analyzers to zero.



APPENDIX F. DATA ANALYSIS SOFTWARE
1. Data merging

"The program EQPLOT énalyzes the data stored ip the
TOTALS data files by the MINC computer. EQPLOT uses the
four measured counts, 4coincidence—pzlus'—backgroﬁnd,
background, and th_e two scalars rates, to co_mbine‘one. or
more TOTALS data files' intlo a single array of the
coincidence co‘u’nt rate over (E,q) space. The program
‘also ;alculates the.r_anvdo'm error associated with the
'coincidenc.e count rate at ve'ach tE,qj point.

‘AEQPLOT est.a‘blishes an .(E,q) array that covers a
range of energy and momentqr’n large ienough to incorporate
.all of the TOTALS data to be combin'ed. The data is merged
into this array one. SUMMARY data.f-ile at a time. After the
davta from each SUMMARY fi.le is vre_ad into EQPLOT; a check is
made for suspect data poiﬁts that may represent glitches in-
the data collection process. A comp_a'rison is made between
the scalar (background) count at each (E,q) point and
"the average scalar (‘background)- count er the entire
sumrﬁary fite. Data not within tolerance (typlically

+ 107) can be rejected as invalid data.
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The background count at each valid data point is

subtracted from the coincidence-plus-background count using

- the technique described in Section V. This coincidence

count data is inﬁorporated into fwo arrays. | Cne array,
CTOT(I,]), contains the total number of actual coincidencé
counts from all of the combined SUMMARY files at each’
(E,q) point. Note that I and J are the elnergy and
momentum indiﬁes of the (E,q) point;, respectively.

_The‘ second“a.rray, -CﬁORM[I,J), that utilizes the
coincidence eount data is a merged, normalized coincidence
count rate. T.his. array is de’signed fo fnerge data file
collected‘ovef diff‘e'rent subspaces_ of (E,q) space for
va_AryAing timle periods in such a way as. to minimi.ze errors
and accurately' weight the contribution_of each SUMMARY data
file to the complete data set. Data is-.often taken in
several subsets that cover diffe_rent_regibns of (E.q)
spacé. Each subset, or TOTALS data file, overlaps adjacent
data subspaces; this overlap region pIe;ys a key role in
'merging the data. |

One c.olurnn. of the overlap region, with momentum‘index
J=JMERG, is designated as ithe merging c.olumn.» All (-E,qJ
points with J=JMERG and that have both old and new data. -
comprise the merging region. NRMNEW is the sum of the
coincidence counts in the merging region for the new data,

i.e. the SUMMARY data file which is being merged. NRMOLD
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i.e. the SUMMARY data file which is being merged. NRMOLD
is the sum of the'CNORM(I,J) values in the merging region
based on only ihe old data which has been previously
méfged. Figure F.!l illustrates.the data regions in
(E,q) spaée 'used in the merging procedure. |

~ The merged coincid.enc.e count is equal to the iotal
coiﬁcidence count times a scaliﬁg factor, Rz1. The
merged coincidence counts are scéled so that counts at
different (E,q) points sampled fc-f varying lengths of
time can be compared directly. The total coincidence count
"and scaling factor are used to calculate new, merged
coincidence coun{s and the error associated with thdse
.counts'.A The program EQFPLOT -useé ‘the. following algorithm to
calculate a'value for the merged data at each (E,q)
| point, MERG(I,I): -

ror : ’ :
- CO_INA(I,J) ; only old data

RRVOTD7% |
| NRMOLD/R
' (1,J) um] « COINg(LJ) ; only new data
MERG(LJ) = < | -
) _ |
| NemomD7E T NRREW | - [ COMNAGLD) + CONG(LD) ]

. both old and new data
\. O : ‘ ; no data

(F.1)
1) At (E,q) points where there'is~only old data
{unshaded part of Region A inv Fiéure F.1) the merged value
is equal to thev total coincidence count of the old dats,

COIN,(I,J),times a weighting factor. The weighting
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Figure F.l: Diagram of data regions in (E,q) space

used in the merging procedure.

This is a diagram of the (E,q) data regions used in
merging a new SUMMARY data file (Region B) with other data
that has already been  merged into the (E,q) array
{Region A). The overlap region where there is both old and
new data is shown shaded. The merging column is indicated
and the (E,q) points in the merging region are denoted
by x. : '
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factor eq‘uals the inverse of NRMOLD divided by R.

2) At (E,q) points where there is only new data
(unshaded part of Region Bv in Figure F.l) the merged value
is equal to .the coincidence count of the new data,
COINg(I,J), times a u.ze.ight;"ng factor., The weighting
factor equals the inverse of NEMNEW. |

3) At (E;q) points where there are both old and
new data (shaded overlap region in Figure F.l) the merged
value is équ‘al io the sum of the old and new coincidence
counts ‘times a weighting factorv. The weighting factor
equals the inverse of the sum of NRMOLD divided by R plus
NRNEW, A

A4) At (E,q). points where there is no data (outside
Region A_ union Reéioﬁ B in Figur-é F.1). the merged: value is -
equal fo zero.

The scaling factor R is equal to the ratio' of the
normalized data CNORM(I,J) to the total number of counts
COINL(I,J). If, by chance, COIN,(I,J) equals zero, R
is calculated using the sums of CNORM and COIN, over all
ene:g'ies for their'momehturﬁ. In the unlikely event .that‘
this sum of COIN, is zero, R is arbitrarily set to one..

" Finally, the merged counts are normalized such that
the total coincidence rate over ali(E,.q) space sums to
unity. It is this; merged, normalized coincidence rate

array, CNORMI(I,J), that is used for all further data
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'analysis.

The standard deviations for the raw (e,2e) datal. i.e.
the coincidencé_—pius—background, the background, and the
twé scalar counts for each [E.-q) point from- each SUMMARY
file, are the square root of the counts. This follows from
the assumption that these counts follow =a Poisson
d.istribution. The relative error in the raw data is the
reciprocal of the square root of the counts.

The verrqr for ‘the_ individual coivnc.idence édunt for
each (E,q) point from each SUMMARY file is equal to the
error of the raw coincidence-plus-background count plus the
error in ithe raw béckground count divided'by r added in

guadrature,

A(Colin) = (_[&(Coin—plus—Back):]2 + [/.’S[Back)/r]z}l/2 (F.é)
where r is 'the' ratio of the coinc}idence—plus—backgrou_nd
time window to the background time window {see Section V3.
Thev error in the total coincidence counts at each (E.q)
point is fhe sum of the errors of the coincidence count for
each SUMMARY f_ile added in quadrature. : Thus, the standarq
deviation in the total .coincidence count is given by

N , |
Scror = { > [l[Coin-—plus—back)n| + r1—2 - [(Back),| ] }

n=1

where the sums are over N SUMMARY files.
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If we assume that R is exact and that the error in
NRMOLD and NRMNEW are small compared with the errors in the
total coincidence counts at each (E,gq) point (i.e.,
there are a large number of points in the merging column
summed‘ to obtain NRMOLD and N’RMNEW], the‘relative- grror in
the. merged, normalized array is eqﬁa,l to the relative error
in the total coincidence .‘count. The relative error of the

merged, normalized coincidence rate, CNORM, is

N . | -~ 2
> [I(Com—plus—back)nl + e [(Back),| ]
n=l -

A(CNORM) _
N Ty
.ngl_[(Coin—plus—Back)n -f (Back)n-]

CNORM

(F.4)
If there is a relative systematic error in the measured

count rates. A,, then the error in CNORM is

. N :
= 1 2 . - 2
ACNORM = {nz—:l[ (I(Coin—plus—back)nl * As] (Coin-plus BackJn:I

| | Ll
. rl—z[ (Wéf:_ﬁj . Aﬁ] (Back)i]} (F.5)

The errors in the total background count and scalar

counts are equal to the square root of the total counts.

2. Deconvolution techniques

The problem of deconvoluting the instrumental
broadening and multiple scattering from the measured (e,2e)

data was formally solved in Sectiion II.B4. However, ‘the
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problem of how best to carry out the .numeritaliinversion of
Equation II.54 was left to this appendix. . Many possible
approaches exist.

One approach is the Fourier transform method. Taking
the Fourier_ transfori'n of equa{ion I11.52 it follows from the
convolution theorem that

Altx) = Altx) « F(tx) (2m)° (F.6)
where A'and..s& are the Fourier transforms of R and
R, respectively. In theory, this can be immediately
ivnver‘t'ed to find &: the inverse Fourier transform of
& is R, which is the function sought. In reality the
_problem is not this simp‘le'f‘or several reasons [31]:

lA)‘ Including random noise érrofs in the measurements,
described by N[EU.,kU), ,Are’qui'r,es that Equation 11.54
must be rewritten ‘as '

R(Egky) = R ® ¢ + NEgky) | | (F.7)
Since N ié not known, one must solve the noxl;v approximate
Equ'ation II.S4, neglecting the réndorn noise. This. problem
can be-alleviafed somewhat by using smoothing pfocedures to
improve the quality of the measured cross section, K.
In practice, this smoothing can be accompli'shed ‘by clipping
the high-frequency components of the function A before
taking the inverse Fourier transform to find R; this

results in R being evaluated at wider intervals in
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energy—mome'ﬁtum space.

2) ﬁeconvolution does not yield a unique solution,
b'since any function M(Eg,kp), whose convolution with
the smeari.ng function is ei_ther ex"actly or approximately
zero, can be added to R without greatlly affecting its
con_volution with #. Random high-frequency noise [871,
for example, satisfies the condition bcn M. Again, clipping
the.high.—frequency components of A can help alleviate
this problem.
| 3) In general, we do not take data over all
dimeénsions of energy-momentum space. This does nof present
a serious problem as long as R does not vary
‘appreciably in these unmeasured dirnens.ions' over the width
of the smearing function, or simply that the experimental
resolution is suffic.ient to Sée' thevimpo.rtaﬁt features in
R. .In essence, this results formally in approximating
the dependence of :‘R.-on-these unmeasured dimensions by a

delta function when performing the Fourier transform to

calculate gd; this results in a factor of
——" in A for each such dimension. . This
A2 .

is of course an approximation, and does infroduce unknown
errors into the célculatvion.

4). The measured data does not extend over an infinite
range of energy or momentum. Formally, R is equivalent

1o convoluting a hypothetical function extending the
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measured data to infinity &, with two rectangular
functions limiting the range of Ry

fR‘ ~ R, ® rect (€pn,€mag) ® rect (qmin;qmax) (F.8)
Thenbthe Fourier transform of R is |

g v A - sinc(?) - sinc (x) (F.9)
that is the Fourier transform of the extended data
br’o.ad,ened by two sine functions.

As the rangé of data is extended, the "Width"’of the
sinc functions decrease, however so does t.‘he épécing of‘the
points in Fourier.space. ‘Beyond the nth point away from .a
- given point in Fourier space, the sinc function associa'téd
with the giv.en point Zis ﬁearly zero. By considering only
every nth-point of &, the .‘b'roacleﬁiﬁg is minimized. If
A is then calculated using only e've.ry_nth- pbi'nt of &,
fhen R_Will extend over one nth of the range of R.
However, if & 15 artificially éxteﬁded in energy and
momentum space to a ‘.funct'io_n Rt v)h.ich is n times
as wide as R, « ié calculated from Réﬁ, and
A is then calculated at every nth point, then the
Fourier transform of A, R, will extend over the full

range of measured data.

It is relatively straightforward to extend the

measured data. Beyond a certain point in momentum space
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the (e,2e¢) form f‘acto'r' goes monotonig:ally and quickly to
zero, Beyond thve measured data, R can . be extended
smoothly tﬁ Zero by 'splicing an error function to the last
rheasured momentum data point. .Likewise, abdve the Fermi
ener>gy the count rate fall to zero and,ban error fﬁnction
can be_'s.pliced toc the last measured energy data point
[180]. At high binding energy the ideal ® should fall
io zero,‘ ho-we?er the count rate is held at an approximéiely
constant level réte by mulvt.iple scattering. for at least the
v}idth of th.e first plasmon peak beyond the last true (e,2e)
band. An .errc.Jr function of the vwidthvof ‘the 'plasmon peak
width is a reasonable approximation to the extension of
R in thié direction. |

Thié technique is crude and has_.‘the potential for
. disastrous results. It introduces unknowﬁ errors intoc the
value of R and can diverge unpredictably by amplifying
noise in the data. However, it is numerically simple 1o
perform. It 'has been used with good results on a-C data as
described in reference 144, |

Another, more conservative, dec'ohvolvution techn'ique is
the vah Cittert iterative method [169]. We have rnadé use
o the variation of this method described by Wertheim which.
incorporates a smoothing of the data into the iterative
process [181]. Applicétion of this method to (e,ZeJ.

spectroscopy is described in Reference 80 where examples of
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its application are shown. This technique has the same
pitfalls as noted f.or the Fourier transform method. and also
has a problem with divergence of soluﬁtion and intfoduces
Unknown errors into the value of R This is the
deconvolution method used f“or the data described in Section
XII.I.

Another method of deconvolutiion, a hybrid Fourier
'fransform technique has been developed by Rick Jones and
is in the process of being. implemevnted.v“ Tnhis 't‘echnique
offers the potential to ke?p track of the errors int-ro‘duced

by the deconvolution.



APPENDIX G: DATA COLLECTION PROCEDURES

Céref’ul plan-ning and the proper 6rder_of da.ta
collection 'greatlny facilitates the execution of an.
experiment. The following section provides a suggested
order of collecting -the ,ne'c'essary data. This includes =&
logical sequence for determin.ing thevparameter‘s listed in
Tables VIII.1 and VIII.Z. First, however, it is important
to know what range of parameters is accepfable by
researching the literature. Useful studies inclﬁde the
band ‘structu"re, density of stétes, electron momgntum
density, angle rvesolved PES spectra, plasmon ‘energies, and
mean free paths.

| Once the s;'péctrometer is tuned in the elastic mvode on
the sample, a se,ries,o;c measurement should' be taken td
characterize thel sample and tune conditions. The tune
_condivtions- should.b'e _recorde‘d; ' Thek Fiuke probe calibration’
should be checked and the probe carefully monitored
througvhout the ekperiment. The sample thick'ness can be
measured with ESWEEP usin_g the (e,e’) arm. ‘The sample
orientation and the momentum calibration factor and offset
are determined from QSWEEP data from the (e,e’) arm.

ESWEEP data extending beyond at least the first two plasmon

346 .
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peaks .and on both sides of the zero loss peak should be
taken for both (e,2e) arms. ‘This daté provides information
on the target thickness, the energy resol.utio.n-and the
Wieh filter offset v'oltages. Q3WEEF data should be taken
over the full range of momenta for Aa number of fixed
binding energies. for both (e,2e) armé. This data
determines the extent of the systematlic error in the count
rates as a function of momentum.

The sp.evctrometer should nex‘t be tuned to the inelastic
mode. " The existence of coincidence counts should be
established first. This is done by taking data at énly a
few points over a range of btinding energies at zero
rno,mentum.. Once this is confirrne'd a finer ‘enér'gy grid of-
data at g = 0 can be used to determine an approxim.ate Fermi
level. Next a set of data at seve'ral widely spaced momenta
should be taken to determihe the .moménAtum~ offset and.the
extent of the data in momentum-space. A finai scan at thé
true momentum zero over a wide range éf eriergy is used to
better define Eg and to establish the lower limit of
data. These measure‘ments .define a region of interest in
(E,q) space. It extends in energy from approximately one
plasmon energy above the Fermi level to about one and a
half times the plasmon energy below the bottom of the
valence band. In the momentum di.rection, it extends

approximately one FWHM of the momentum resolution beyond -
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where the cross section falls to zero.

It is best to first take a set of coarse data over
tjhis entire regioﬁ ‘of interest. This confirms' the extent
of the region of interest and provides a framework for
merging the finer data. The finer grid data ‘should be
takeAn in sets that take approximately 3-6 hours to sample
once. It is cru.ciél that all (E,q) poinis in the region of
interest be sémpled a.nd that‘ each scan -overlap the initial
cou;sé grid at at least one momentum value which can be
used to merge  the data. The final (e,2e) data set should
repeat‘ the first coarse data set to provide a check for
'sample degradation and systematic errors. Finally, ESWEE‘P

~and QSWEEP data should be repeated.
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Preparation of Thin Graphite Samples
I. Extracting Graphite from surrounding rock

A, Choose large, flat crystials with little
‘ twinning.

B. Remove excess rock with pliers or a hammer
and chisel. ' ‘

C. Dissolve the remaining rock in concentrated
hydrofloric acid in a wax-lined glass
beaker.

D. Rinse the crystals in distilled water.

11 "Standard Scotch-tape method" of cleaving

A Choose a large crystal (X% 3 cm?

surface area) with a smooth surface. If

necessary, the crystal can be cleaved with a
razor blade. Do not try to polish the
crystal. : : ‘

B. Mount the crystal on a piece‘ of cellophane
tape with the smooth surface towards the
.adhesive. Note that cheap cellophane tape
(as opposed to Scotch-brand tape) must be
used, since it only has toluene soluble
adhesive. ' :

C. Cleave with another piece of tape. The
freshly cleaved surfaces facing up are the
best surfaces to continue working with.

D. The goal is to continue cleaving the sample
with successive applications of tape until
.you get a large (~ | mm?) uniform area
that you can see through. Holding the tape
up to a light or over a light table is a
good way to see the thin spotis.

E. Patience is the most important ingredient.
Alternating directions in which the graphite
is peeled improves the chances for thin
samples. The tape can be applied lightly to
remove small graphite flakes and to smooth
the crystal surface. :
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III. Removing the tape.

A Once you have a thinned sample, place it
adhesive face down on a microscope slide.
Remove the excess tape and graphite with a
razor blade.- A rectangular piece of tape
twice the size of the thin area should be
left. This facilitates removal of the
sample from the microscope slide and
subsequent handling. In this state, the
sampie can be more closely examined or
stored with less likelihood of damage.

B. Fill a glass petri dish with approximately 1
cm of toluene. Remove the sample from the
microscope slide and place it tape face down
in the petri dish. Cover the dish and wait
.until the adhesive dissolves, typically 4-6
hours. It is best to have .only one sample
in a dish because the mounting process will
tend to break other samples in the dish.

IV. Mounting the. sampie-

A. This is the mosi delicate operation; do it
carefully. Using tweezers, gently lower a
sample holder into the toluene. Raise the

sample by holding the tape and turn it over
onto the sample holder, taking care not to
break the surface. If you are lucky, the
sample will be properly mounied and the tape
can be lifted off.

B. If the sample stays on the tape slowly raise
the tape out of. the liquid allowing surface
tension to separate the film. Move the

" holder under the target and align the hole
with the thin spot. Raise the holder
straight out of the dish. It is best
to use two pairs of tweezers.

C. Once the sample has been removed from the
liquid it must be dried. It is best to
place the holder on clean absorbent paper at
an angle with one edge resting on =&
microscope slide. The hole should be
positioned so that it is not in contact with
the paper or slide. '
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D. After the sample has dried, it should be
placed on a slide or in a container. Air
currents caused by movement can break the
sample. ‘
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