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Hot Spot Phase Angle

Based on the stream coherence simulation, the trajectory of the matter overflow stream

is known until the time it intersects the accretion disc. The HS phase offset angle, α⋆, is

measured from the binary axis (located from the gravitational waves) to the hot spot impact

point (measured from the electromagnetic lightcurve), and using the trajectory model yields

the accretion disc radius at which the trajectory crosses the angle α⋆ (i.e., the radius of the

disc when it intersects the matter stream). For the AM CVn demonstration parameters,

Figure 5.8 displays calculated values of the HS phase offset angle, α⋆, for a range of disc

radii lying within the primary’s Roche radius. Larger disc radii show a small spread in

impact angles (∼ 2◦), a consequence of tight stream coherency, while smaller radii result in

a larger impact spread (as high as ∼ 10◦) due to the oblique angle of attack at impact.

Viscosity Term

The overflow stream consists of a collection of infalling particles, which will have some

measure of interaction with each other, plausibly influencing the trajectory. To explore this,

a dimensionless viscosity parameter is used in the Equations of motion, Equation 5.12. In

general, this value is expected to be small, ξ � 0.1, but even smaller values are typical in

modern accretion simulations (Kley et al. 2008), to the point of using inviscid flow (Sawada

& Matsuda 1992). By examining the range of ξ over which the stream crosses itself, it

is seen that neither the mean impact angle nor the angular spread vary significantly in

the range 0 ≤ ξ ≤ 0.3 (see Figure 5.9). For viscosity values larger than ξ � 0.3, these

simulations enter the regime where the stream will not cross itself, but rather it will impact

the primary directly, resulting in no disc formation. This implies that the stream viscosity

does not significantly affect the angle α⋆. A value of ξ = 0.06 is adopted for the simulations

presented here.

5.3.3 Lightcurve Simulations

Since simultaneous, coordinated electromagnetic and gravitational wave observations

of ultra-compact binaries do not exist (yet), simulated lightcurve data are generated for this
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Figure 5.8: Stream impact angle α⋆ for various disc radii, ranging up to the size of the
primary Roche lobe. Radius values are scaled by the value Rmax, which is defined as the
distance from the primary to the L1 Lagrange point. The grey envelope shows the spread
of impact angles for a random selection of initial velocities, while the black line plots the
mean of the spread. The dashed line plots the angular spread of the stream impact with
values on the right vertical axis.

study. Lightcurves are generated via a simple geometric model with numerically modeled

accretion implemented in a matlab program. In this simulation, a close binary system

with an accretion disc and a hot spot is rotated in three dimensions, and the observed

portions of the bodies in the system are used to generate a synthetic lightcurve. This is



120

HS Phase

Angular Spread

Figure 5.9: HS phase offset angle, α⋆, for various values of dimensionless viscosity, ξ. Note
that the mean impact angle and angular spread are essentially unchanged over many orders
of magnitude.

a geometry-based simulation; physical processes such as gravitational attraction are not

explicitly computed. This is a well-known basis for lightcurve simulations, e.g., Wilson &

Devinney (1971).

Setup

There are four distinct objects in the simulation: the primary star, the accretion disc,

the hot spot, and the Roche lobe filled by the secondary star. Three-dimensional point

clouds (collections of points in 3-D) are generated for each object in appropriate orbital

positions, which are then used to compute the three-dimensional convex hull of each object.

The convex hull of a 3-D point cloud is a triangulation of the bounding surface of the cloud,

i.e., a set of vertex-connected triangles such that all points in the cloud are either triangle

vertices or interior to the surface formed by the triangulation. For each triangle in the

triangulation, the geometric center, area, and normal vector are computed. Temperature

profiles (described in the next section) are mapped onto the objects by assigning a temper-

ature for each triangle in the convex hulls, based on input parameters for the simulation.
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The simulation can be run for as long as desired to generate lightcurves of arbitrary length.

Temperature Profiles

Temperature values for the Roche lobe are generated by the law of gravity darkening,

Te ∝ g1/4 (Lucy 1967; von Zeipel 1924). This leads directly to an expression for the

temperature at any point on the Roche lobe given the pole temperature, Tpole,

T (x, y, z)

Tpole
=

�

g(x, y, z)

gpole

�1/4

, (5.15)

where Tpole and gpole are the values of temperature and gravitational acceleration at the

star pole. Tpole is generally taken to be the effective temperature of a comparable field

star (Orosz & Bailyn 1997), and gpole can be found by taking the gradient of the known

gravitational potential at the pole of the Roche lobe.

The temperature profile for the disc is a simple energy-conservation-based model given

by

T = Tdisc

�

R

r

�3/4
�

1−
�

R/r
�1/4

, (5.16)

where

Tdisc =

�

3Gm1ṁ1

8πσR3

�1/4

(5.17)

is a characteristic temperature of the disc with ṁ1 the mass transfer rate, R the radius of the

primary, r the radial distance out from the center of the disc, and σ the Stephan-Boltzmann

constant.

The hot spot is modeled as a sphere with center located at the edge of the accretion

disc, and assigned an exponentially decaying temperature profile according to

T (x̂) = (THS − Td) exp (−ζx̂) + Td, (5.18)

where x̂ is a dimensionless coordinate that ranges from 0 ≤ x̂ ≤ 2, given by x̂ = (s −

sCM)/RHS + 1, s is the radial distance of the center of the hot spot from the primary,

sCM is the center of the hot spot, RHS is the radius of the hot spot, THS is the maximum
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temperature on the hot spot, Td is the outer disc temperature, and ζ is the spatial cooling

rate.

The primary white dwarf temperature is set as a constant value over a sphere.

Geometric Flux Projection

The lightcurve simulation assumes the observer is positioned far away on the negative z-

axis, in which case the xy-plane is the sky plane for the observer. At each time step, a point

on the synthetic light curve is computed as follows. For the four objects in the simulation,

the normal vectors for each triangle in the convex hull triangulations are examined to

determine if the value of the z component is negative, i.e., has a component pointing toward

the observer. Triangles failing this condition are discarded for this iteration. Next, the

objects are ordered based on their z coordinate, essentially from lowest to highest. The

triangle centers of the first object in the order are projected onto the xy-plane. Subsequent

objects are also projected; however, care is taken to avoid overlap of the objects by use of a

2-D convex hull and a standard point-in-polygon algorithm. The 3-D convex hull and 2-D

projection are shown for the Roche lobe in Figure 5.10a. Triangles whose projected centers

lie interior to the convex hull of a previously projected object are discarded, thus ignoring

those triangles occulted by other objects in the system.

The luminosity of each triangle visible to to the observer is calculated using the Stefan-

Boltzmann law. Total flux arriving at Earth is then computed using the standard flux-

luminosity relationship, summed over V(tk), the set of all visible triangles at the kth time

step,

F (tk) =
�

i∈V(tk)

σAiT
4
i (ô · n̂i)

4πD2
E

, (5.19)

where Ai and Ti are the area and temperature of the ith triangle, respectively, ô is the unit

vector pointing toward the observer, n̂i is the unit vector normal to the ith triangle (see

Figure 5.10b), and DE is the distance to Earth.

This simulation calculates only raw bolometric blackbody luminosities; more detailed

effects such as frequency specific flux, reflectance, etc. are not included. We are using the
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Figure 5.10: Lightcurve simulation figures.

full simulation only as a test for the radius estimation method, not for detailed parameter

estimation, so we find these omissions acceptable. A lightcurve generated for the AM CVn

model parameters is plotted against observed lightcurve data in Figure 5.11.

5.3.4 GW Phase Calibration

The h+(t) and h×(t) waveforms in Equation 5.4 represent the expected signals that

will be observable by a gravitational wave observatory. These expressions can be solved for

θ to give an estimate of the binary phase as a function of time:

θ̂(t) =
1

2
cos−1





2
�

h̃2+(t) + h̃2×(t)− cos2(ι)

sin2(ι)



 , (5.20)

where h̃+ and h̃× are the measured waveform amplitudes scaled by H, i.e., h+ = Hh̃+.

There is a four-fold degeneracy in Equation 5.20 due to the square root and inverse
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Figure 5.11: Simulated lightcurve for AM Canum Venaticorum in the top panel, displayed
as magnitude deviation from mean, Δm. Solid line shows simulation output, dots represent
actual AM CVn data [extracted from Harvey et al. (1998)]. Bottom panel shows residuals
between model and observation.

cosine. This results in four locations where θ̂ = 0 during each binary orbit, corresponding

to the phases where the projected distances between the binary components are maximized

or minimized, i.e., the quadrature and conjunction phases. The model lightcurve uses a

value of φ = 25◦, resulting in gravitational wave signals and phase estimate as shown in

Figure 5.12.

5.4 Model Demonstration and Implementation

Our accretion disc radius estimation method is now described explicitly and applied to

the AM CVn system. Lightcurve data from our model and the actual observed lightcurve

from Harvey et al. (1998) are used to demonstrate the method. Gravitational waveforms

and model lightcurves are generated using the model parameters in Section 5.3.1. Since

gravitational wave observations do not yet exist for this system, we regard this as a test of

the method with partially real data.
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Figure 5.12: Gravitational wave signals, h̃+ and h̃×, as well as the estimated phase value
θ̂. Note there are four possible zero values of phase in each orbital period.

We assume that fundamental parameters of the system can be extracted, i.e. compo-

nent masses, secondary temperature, orbital period, inclination, and luminosity distance,

from which a stream overflow model and lightcurve model for the ellipsoidal variations

(EV) can be generated. We also assume the gravitational wave signals h+(t) and h×(t)

have been disentangled and are separately available. There will be a substantive number of

multi-messenger binaries that can be simultaneously observed in EM and GW spectrums

(Littenberg et al. 2013). The gravitational wave data will provide accurate values for the

component masses, the orbital period, and the inclination, all of which will inform the

modeling described here.

The method proceeds as follows:

• Model accretion stream.

• Model ellipsoidal variations.

• Use GW signal to calibrate lightcurve to orbital phase.

• Subtract EV from observational data – remaining modulation should be due to hot

spot.

• Determine phase offset between binary axis and hot spot.

• Use stream overflow model to determine radius of disc.
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5.4.1 System Modeling

The methods outlined in Section 5.3.3 have been used to model the AM CVn lightcurve,

which is shown against the observed lightcurve in Figure 5.11. Using our model parameters,

the calculated magnitude for this simulation is msim ≈ 14.18, which matches the accepted

value for AM CVn.

The model output shown in Figure 5.11 displays the residuals between the observed

data and the model fit in the bottom panel. The model performs reasonably well in recre-

ating the qualitative features of the observed data given it’s simplicity, though it greatly

overestimates the amount of dimming that occurs during the quadrature phases. These

errors are likely due to omitting physical effects, such as reflectance and limb darkening,

which would have small but noticeable effects on the total flux output.

Our lightcurve model is used in two ways. First we assume the model lightcurve

generated by simulating the full AM CVn system is the observed lightcurve and proceed

with the method from there, showing that the method can recover the disc radius well

for the simulated data. In parallel, we work with the true lightcurve data where the full

system model is not used. For each case, a model of the EVs are required to perform the

subtraction which results in the hot spot modulation, and so each demonstration utilizes

the EV model generated by our simulation. Given the simple and predictable nature of

EVs, this is a reasonable course of action.

5.4.2 EV Subtraction

In order to locate the hot spot phase, the contribution to the lightcurve from the EV

must be modeled and removed. The resulting EV from our model using the AM CVn

parameters from Table 4 is shown in Figure 5.13.

In Section 5.3.4 the method for identifying the quadrature and conjunction phases using

the gravitational wave signals was described. To compute the hot spot phase offset from the

binary axis, we need to identify the conjunction phase in which the secondary Roche lobe

is closest to the observer, as the hot spot flux should peak briefly before that time. It is the

phase difference between the hot spot flux peak and the following conjunction phase that
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Figure 5.13: Ellipsoidal variation model output for Am CVn. This curve will be subtracted
from observed lightcurve to find the HS modulation after the correct initial phase θ0 is found.

we interpret as the hot spot phase offset. Using the synthetic GW signals, a binary phase

estimate, θ̂(t̃), is generated and shown in Figure 5.12. The conjunction and quadrature

phases are identified as the points where θ̂(t̃) = 0 (t̃ ≡ t/Porb), and since our EV model

treats a quadrature phase for θ = 0, the initial phase, θ0, for the EV model will take one of

four values

θ0,i = 2π(1− 0.25i − t̃0), (5.21)

where i ∈ {0, 1, 2, 3}, and t̃0 is the first location where θ(t̃) = 0.

Based on the overflow trajectory simulations, we expect the phase of the HS peak

output to lead the appropriate conjunction phase. We make the reasonable assumption

that the peak in the lightcurve corresponds closely to the peak in received hot spot flux,

and so we choose the valley in θ̂ just behind the lightcurve peak to be the appropriate

conjunction phase, making the previous t̃ = 0 point the quadrature phase we want for the

initial EV phase, i.e., the point near t̃ = 0.75 in our demonstration data.

With both the EV model and initial phase estimate in hand, the estimated hot spot

modulation can be found by performing the subtraction HS = OD − EV (abbreviations

from Table 5). If the correct initial phase was chosen, the remaining variation in the

lightcurve should be due to either HS modulation or eclipses. The subtraction results are

shown in Figure 5.14 for both the full model simulation (solid red curve) and the actual

observed data (blue dots). The top panel illustrates the result of choosing an incorrect t̃0
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Table 5

Lightcurve Abbreviations

Abbreviation Meaning

OD Observed lightcurve data
HS Hot spot modulation
EV Ellipsoidal variations

as the initial phase for the EV model, while the bottom panel shows the result of choosing

the correct initial phase as described previously.

5.4.3 Disc Radius Estimate and Errors

The subtractionHS = OD−EV yields what should be the modulation in the lightcurve

due to the hot spot flux. From here it is possible to estimate the phase at which the hot

spot flux peaks (the face-on view), and therefore compute a value for the HS phase angle

α⋆.

Noise exists in both the simulated data and the observed data. In the simulated data

this arises from the fact that the simulation samples are taken at a realistic rate (60 Hz),

and numerical noise that is introduced by the finite discretization of the body surfaces. Due

to the noise present in the lightcurves, we estimate the location of maximum HS flux output

by fitting parabolas to random subsets of the lightcurve data surrounding the apparent peak

in the HS = OD − EV subtraction and taking the mean of the resulting parabola vertex

locations as the orbital phase of the HS peak flux output, θHS . The HS phase offset, φHS ,

is then estimated by finding the phase difference between θHS and the conjunction phase

following the initial phase, i.e., φHS = (θ0 + π/2)− θHS, and the corresponding disc radius

is identified from the accretion stream simulations described in Section 5.3.2. The parabola

fitting procedure is depicted in Figure 5.15, which displays a small selection of the number

of parabolas used.

For the model data using the random parabola procedure, we find a HS phase offset

of φHS = 7.76◦ ± 1.6◦. Using the overflow stream simulation, we find a corresponding disc

radius estimate of R̂D/a ≈ 0.476 ± 0.025, where the error bars arise from various parabola

fits. This gives an error for the mean value of ≈ 0.4% when compared with the accepted
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Figure 5.14: Results of the HS = OD − EV subtraction for both the model data (red
line) and observed data (blue dots) using the conjunction phase (incorrect) as θ0 (top panel)
and the quadrature phase (correct) as θ0 (bottom panel). Also plotted in the bottom panel
is the actual HS output from the model (black dot-dash). The model subtraction result
matches very closely to the model HS output, but not perfectly due to errors discussed in
the text.
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HS peak output. Parabolas are fit to random subsets of the data surrounding the apparent
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the true peak location, θHS, which is then used to find the HS phase offset, φHS , relative
to the subsequent conjunction phase (right hand black line).

value of 0.478a.

The noisy nature of the true observed data makes it less clear where the HS peak flux

lies. We attempt the same fitting procedure and find HS phases in the approximate range

φHS = 7.6◦ ± 2.8◦. This translates to an estimated disc radius of R̂D/a ≈ 0.481 ± 0.05.

With this method we find an estimation error of ≈ 0.6%.

5.5 Discussion

The method described here is an independent method that is applicable to mass-

transferring galactic binaries observable by multi-messenger campaigns involving gravita-

tional wave and electromagnetic observatories. It is a method for measuring the accretion

disc radius in any compact binary system, whether it is eclipsing or not.

Recent work has estimated that with even modest, submeter class telescopes, there will

be hundreds of ultra-compact binaries that will be simultaneously detectable in gravitational
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waves and with EM telescopes (Littenberg et al. 2013); thousands will be observable with

multi-meter class telescopes, opening the potential to characterize the physical nature of an

entire population of mass transferring binaries.

The model described here for measuring accretion disc radii assumes the primary varia-

tion in the optical lightcurve can be identified with a radiating hot spot on the disc, rotating

about the primary with the orbital frequency, ωo. In low-mass ratio systems like AM CVn,

it has been predicted that the accretion disc will suffer tidal instabilities, deforming it into

an eccentric precessing disc, resulting in the phase offset angle varying in time, α⋆ = α⋆(t).

This instability was first recognized in SU UMa stars, and is thought to be responsible for

the superhump phenomena in the optical signature of CV stars. The lightcurve of AM CVn

is known to exhibit a superhump signature, which could complicate the measurement of

the optical phase if it were not well characterized, especially when tracked over long time

periods.

The superhump mechanism has been well studied, and there is a known relationship

between the periods of the binary orbit (τo), the precessional period of the accretion disc

(τaa, period of apsidal advance), and the superhump signature (τsh) given by

τ−1
o = τ−1

sh + τ−1
aa . (5.22)

For AM CVn, all three periods have been measured [τo = 1028.77 s, τsh = 1051.2 s, and

τaa = 13.38 hr (Patterson et al. 1993; Harvey et al. 1998)]. This allows the lightcurve to

be reduced and a measurement of the accretion disc made using the difference in phase

with a gravitational wave signal. In principle, the presence of the superhump signature,

together with the disc radius measurements described here, could be used in concert with

gravitational wave observations to measure the ellipticity of the accretion disc. This in turn

can provide a method to probe theoretical models of the pressure profile of the accretion

disc (Goodchild & Ogilvie 2006). This will be the focus of a future study.

The analysis presented here also depends crucially on knowledge of the trajectory of the

matter stream which overflows from the secondary Roche lobe into the sphere of influence
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of the white dwarf. If the hydrodynamic simulations of the overflow present an accurate

picture of the trajectory, then gravitational wave observations can provide a new tool for

probing the physical character of astrophysical systems.
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CHAPTER 6

CONCLUSION

6.1 Summary and Future Directions

As the long-awaited GW detections come closer to reality, physicists are (and have

been) working diligently to produce an extensive set of theoretical applications that will

make use of the the observations. Techniques, models, and tools are being developed that

will immediately put GW detections to work as new sources of astrophysical information.

The deeper we can dig now, the more we will be able to learn once GW observations become

a reality.

6.1.1 SMBH Encounters

The first project (Chapter 4) considered parabolic encounters between a binary system

composed of two stellar-mass black holes and a galactic supermassive black hole. This setup

was intended to mimic possible encounters in the center of galaxies similar to the Milky

Way. Numerical codes were run that simulated this encounter, tracking relevant orbital

quantities and reporting the end-state configuration. Approximately 13,000,000 of these

simulations were run, giving confidence in the statistical conclusions drawn.

It was found that binaries disrupted by the SMBH form extreme mass ratio inspirals

which would begin with very high eccentricity, e ≈ 1−O(10−2), but circularize dramatically

by the emission of GW radiation. At the time when the stable orbit turns over to a plunge

orbit, the EMRIs still have some small residual eccentricity, e ≈ 0.05 on average. While this

is much smaller than the typical residual eccentricity in the EMRIs formed by the capture

of single stars, it is slightly larger than the previous estimate.

The surviving binaries were classified based on their final relation with the SMBH. A

surviving binary could either remain unbound from the SMBH and hence have a merger life-

time T < T0, or become bound to the SMBH in which case we compare the merger lifetime

to the BEMRI (binary extreme mass ratio inspiral) period where long-period BEMRIs have

T < P• and short-period BEMRIs have T > P•. When inspecting the merger lifetime of
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the surviving binaries, it was found that the unbound binaries and the long-period BEMRIs

have mean merger lifetime of T̃ = 0.8T0. When factoring in this new lifetime with other

relevant data, we calculate the merger rate of these systems in the range of aLIGO to be

about 0.25 yr−1, which represents a small percentage of the current predicted CBC rates.

Over long observing times, however, this effect could become noticeable.

Future possibilities for this project first include improving the integration scheme to

make use of recent developments in post-Newtonian few-body simulation techniques. This

would allow for more physically accurate results at very close encounters. Additionally,

increasing the size of the parameter space to include neutron star masses or a spectrum

of mass would extend the range of this study to more than stellar mass black holes, and

using noncircular initial binaries, varied initial semimajor axis, and closer encounters with

the SMBH would also form a more complete picture of these interactions.

6.1.2 Accretion Disc Radius

In the second project (Chapter 5), we studied the possibility of merging electromagnetic

and gravitational wave observations to estimate the radius of the accretion disc in compact

binary systems similar to AM CVn. The idea was built off of the well-accepted theory

that the impact between the essentially freely flowing accretion stream and the inward

spiralling accretion disc will result in a hot spot, which shines brightly with EM radiation.

By identifying the angle of this hot spot on the accretion disc measured from the binary

axis, φHS , the radius of the disc can be recovered.

Two simulations were built for this project. The first modeled the accretion stream as

it flows from the inner Lagrange point and intersects with the accretion disc. This allows us

to compute a disc radius for a given HS phase offset angle. The second simulation modeled

the EM flux generated by a system like AM CVn, and was used as both a full simulation of

the binary system as a test of our method, and to generate the lightcurve from the ellipsoidal

variations, which must be removed in order to reveal the hot spot lightcurve modulations.

We tested the proposed method against the fully simulated lightcurve output from our

model, as well as the true observed AM CVn lightcurve. In both cases, we found our method
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capable of estimating the disc radius to high precision by taking the average of the peak

location of parabolas fit to random subsets of the data surrounding the apparent hot spot

peak after EV subtraction. We calculated a disc radius of R̂D/a ≈ 0.476 ± 0.025 for the

fully simulated data and R̂D/a ≈ 0.481± 0.05 for the true lightcurve data. These estimates

agree with the accepted value of RD = 0.478a to within the uncertainties, and differ from

the accepted value by 0.4% and 0.6%, respectively.

When GW observations from candidate systems are made, this method can truly be

tested. Until then, this project could be advanced by including additional physics into

the lightcurve simulation such as reflectance, limb darkening, and frequency-specific EM

radiation. The method we have developed here could also be used to measure the elliptic-

ity of noncircular, precessing discs. Such a measurement can provide a method to probe

theoretical models of the disc pressure profile, and will be the focus of a future paper.

6.2 Final Thoughts

This dissertation has focused on work that centers around binary systems, which lie

at the heart of the intersection between gravitational wave science and astrophysics. The

projects presented here have addressed contrasting topics in both the astrophysics of com-

pact binaries (three-body interactions and cataclysmic variable stars) and gravitational

wave science (EMRIs, CBCs, and multi-messenger astronomy). I believe this illustrates the

utility and importance of GW observations as new probes of astrophysical systems, and it

is my sincere hope that this work has added constructively to the great scientific endeavor.
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