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These states are created by minor, low-energy defects within the crystalline structure of SiO2.  These 

defects could be the small deviations within the crystalline structure as seen in FIG. 2.3(b).  The DT states 

are located >kbT of EC and are created by more drastic, high-energy defects with the crystalline SiO2 

structure.  Defects of higher energy, for example, those shown in Section 2.3.4, are those where atoms are 

missing completely from the structure. 

2.3. Band Model of Highly Disordered Insulating Materials 

A model with multiple DT bands is necessary to qualitatively explain the observed CL emission 

spectra of disordered SiO2.  CL occurs when there are localized DT states with long lifetimes available for 

electron relaxation.  The localized states within a material are due to defects in the crystalline structure or 

chemical defects from possible substitutional dopants.  These defects within the material can behave as 

chromophores, the sites in a molecular structure from which luminescence originates.  These chromophores 

 

FIG. 2.4.  Crystalline to disordered band structure.  (a) In ordered solids, extended states in the VB and 

CB are separated by a band gap.  (b) In disordered solids, variations in the periodic order cause 

extended states to become localized in space.  These occur in the forbidden band gap, forming localized 

trapped states, separated from extended states by a mobility edge (Sim and Dennison, 2010b). 
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can be inherently present within the structure, can appear when there are structural defects in the molecular 

structure, or can be induced by electron beam bombardment.   

The structural defects add localized energy states within the forbidden band (FIG. 2.4).  The 

observed luminescence occurs when an incident high-energy, charged particle undergoes a series of 

inelastic collisions exciting valence band electrons into the conduction band. The excited electron rapidly 

decays to localized ST states, with a mean binding energy     below the mobility edge. A final electron 

transition, from the short-lived ST states to longer-lived DT states is the origin of the emitted photon if that 

process is a radiative process (Sim and Dennison, 2010a).   Therefore, if these radiative processes are in the 

appropriate energy range, visible or IR photons will be emitted.  The presence of four identifiable UV/VIS 

peaks in the observed spectra of disordered SiO2 (see Chapter 4) suggests there are at least four bands of 

optically active localized defect DT bands well within the band gap.  These DT bands are located at 

energies of ≳ hc/λ below the mobility edge, where λ is the wavelength of the emitted CL photons.  The 

temperature-dependent peak intensities are determined by the extent and occupancy of these DT bands, 

which will be proportional to the number of available, optically active DT states, the number of electrons 

that can transition into DT states (which is typically the number of electrons in ST states), and a transition 

probability.  The occupancy of a given state is determined to first order by the εF
eff

 for a given density of 

trapped charge states. A more detailed model will take into account the transition probabilities from one DT 

state to another and nonradiative recombination of electrons with largely immobile VB holes or disordered 

acceptor states above the VB. 

2.3.1. Single (Mean) Band Model of Cathodoluminescent Intensity 

The model for the observed CL phenomenon is based on band theory of HDIM as discussed 

above.  We begin with a model for a single or mean band available for relaxation, which predicts the 

overall CL intensity behavior.   

The luminescent intensity, Iγ, is proportional to the number of available states and the transition 

rates of each phase depicted in the modified Joblonski diagram (Joblonski, 1935; Lakowicz, 1983) of FIG. 

2.5.  This diagram illustrates the different paths an excited electron can take after being excited from the 
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VB to CB by the high-energy electron flux (dose).  After relaxing quickly from the CB into a ST state, the 

electron can take one of three paths.  One, it can undergo a nonradiative relaxation back to the VB, by way 

of the Auger effect, for example.  It could also be reexcited into the CB, undergoing radiation induced 

conductivity (RIC).  Finally, as discussed above and the interest of this thesis, the excited electron can 

undergo radiative relaxation to a DT state well below the CB.  In this process, a photon is emitted equal in 

energy to the energy difference between the ST and DT states.   

Here we propose a single band or mean DOS model for the overall intensity of the radiative 

process, which predicts the luminescence intensity, Iγ, scales with incident current density, Jb, incident 

beam energy, Eb, temperature, T, and photon wavelength, λ, as  

 

               
         

               
                              ℝ        .               (2.1) 

 

   is the dose rate, or absorbed power per unit mass.  The intensity, or emitted power should be proportional 

to the deposited high-energy electron radiation power.  The dose rate is the deposited power per unit mass.  

 

FIG. 2.5.  Modified Joblonski diagram for CL.  Shown are transitions between the extended state VB 

and CB bands, ST states at εST within ~kBT below the CB edge, and DT distributions centered at εDT. 

Energy depths are exaggerated for clarity. 
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The deposited power density is simply the incident power density, EbJb, corrected for the efficiency with 

which power is absorbed (the bracket term in Eq 2.2).  The dose rate is given by  

 

            
              

    
  

     

         
            

           
      .           (2.2) 

 

qe is the electron charge, ρm is the mass density of the material, and L is the sample thickness. At high dose 

rates, saturation is observed, characterized by a material and sample-dependent saturation dose rate,      .  

The meaning of sample dependence is that the defect density of states can vary from one sample to another, 

even in samples of the same material.  This causes variations in the saturation dose rate value between 

samples. 

R(Eb) is the energy-dependent penetration depth or range, which is a material-dependent property.  

FIG. 2.6 (a) shows the range of SiO2 as a function of incident electron energy calculated in the continuous 

slow down approximation (Wilson and Dennison, 2012), and the associated dose rate for 10 nA-cm
-2

 

incident current density.  The dose rate depicted in this figure assumes R(Eb) > L for penetrating radiation 

throughout the entire energy spectrum, which is the reason for the specific behavior seen here.   FIG. 2.6 

(b) shows the behavior of the dose rate for a 60 nm fused silica material with a 10 nA-cm
-2

 incident current.  

This shows the linear behavior of the dose rate when the range is less than the sample thickness; in other 

words, the beam is nonpenetrating and all the incident power is absorbed in the material.  Following the 

linear portion, it shows the dose rate falls off when penetrating radiation occurs.  This occurs when the 

range is greater than the sample thickness and the absorbed power is reduced by a factor of           

(Dennison et al., 2012).   

The dependence of the CL intensity on the dose rate is twofold.  The first arises in the incident 

beam current density.  According to Eqs 2.1 and 2.2, if the dose rate is sufficiently smaller than the 

saturation dose rate of a given material, then as the current density increases, the CL intensity will increase 

linearly.  However, as the dose rate approaches the saturation dose rate, the behavior of the intensity begins 

to bend over and approaches a saturation or maximum intensity level (see FIG. 2.7).  This effect can be 

attributed to the filling of ST states to the point that even by exciting more VB electrons to the CB by  
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FIG. 2.6.  Range and dose rate plotted against electron beam energy.  (a) Range (green) and dose rate 

(blue) of disordered SiO2 as a function of incident energy using the continuous slow-down 

approximation, based on calculations from (Wilson and Dennison, 2012).  (b) The dose rate as a 

function of energy.  The blue, increasing portion is the nonpenetrating beam, when the dose rate is range 

independent.  The red, decreasing portion is when the beam is penetrating and the dose rate becomes 

range dependent.  For the ~60 nm thick sample shown here, the crossover occurs at the penetration 

energy of ~1.3 keV. 
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increasing the incident beam current, there are no longer states available for all the excited electrons to 

relax into and then contribute to CL.   

Alternately, the saturation behavior can be attributed, through the dose rate, to an increase in the 

sample surface potential as excess space charge increases as trap states are filled.  Higher-energy incident 

electrons can excite a proportionally higher number of valence electrons into the CB; as more electrons are 

trapped in the material and surface potential rises, the landing energy of incident electrons,          , 

decreases, thereby reducing the number of valence electrons excited by the incident electrons.  At 

saturation, an equilibrium is reached in both the dose rate and surface charge.   

For biased samples, or when excess charge is stored in the trap states, a surface voltage, Vs, results 

and Eb is replaced everywhere in Eqs. (2.1) and (2.2) by the landing energy,          .  Thus, glow 

intensity may diminish appreciably for kV surface potentials often observed on GEO satellites in eclipse.  

In the calculations presented here, this affect was assumed to be negligible. 

Another way in which the dose rate depends on energy is through the range of the beam within the 

material.  When the incident beam is nonpenetrating, as described above, the CL intensity increases linearly 

as the beam energy increases.  This occurs because all the power in the beam is deposited in the material.  

Thus, for nonpenetrating radiation, below saturation limits in the current density and the energy, increasing 

 

FIG. 2.7.  CL intensity saturation effect.  As the dose rate increases, the intensity of the CL deviates 

from the linear increase and approaches a horizontal asymptote. 
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the energy increases the number of VB electrons that are excited to the CB, which then contribute to CL.  

There is a penetration energy, though, at which the range exceeds the thickness of the material and the 

beam becomes a penetrating beam.  At this point, some of the incident beam power is lost, or not deposited 

in the material.  It is at this penetration energy the linear increase of the intensity stops and it begins to fall 

off with increasing energy. 

Inclusion of a weakly energy-dependent backscatter coefficient,      , in Eq. (2.2) corrects the 

dose rate for incident electrons that quasi-elastically backscatter without depositing appreciable energy in 

the material (Dennison  et al., 2012).  For the most part, this correction is small and weakly dependent on 

energy.  For SiO2, η is ~0.2 over the energies used for this thesis.   

The effects of these two experimental parameters, current density and energy, on CL intensity are 

not independent of each other.  For example, the current density at which saturation occurs depends on the 

beam energy and whether or not that energy is penetrating or nonpenetrating. 

The thermal dependence of luminescence is characterized by the energy depth of the shallow traps 

below the CB,    .  This energy depth,    , is defined as the ST energy level at which there are appreciable 

trapped electrons, which can be excited into the CB.  In equilibrium,    is proportional to the fraction of 

electrons that are retained in the shallow traps and not thermally excited into the conduction band ( 

                (see FIG. 2.8).  At higher temperatures where        , the thermal energy exceeds 

   , and              .  This predicts there is a critical temperature where the maximum CL will occur 

and approaches an asymptotic limit as the temperature goes to zero.  Above this critical temperature, the 

intensity decreases, falling off as                     .  This fall off occurs because electrons within the 

ST states receive more thermal energy as temperature increases, thus reexciting more electrons into the CB.  

This reduces the number of electrons available for radiative relaxation into the DT states; there are fewer 

electrons contributing to CL.   

In other words,                      where the 1 accounts for the number of electrons excited 

to the CB, which relax into the ST states.  The exponential form accounts for the number of electrons that 



15 

 

are thermally excited form the ST states back to the CB and contribute to RIC (as described below) and not 

to CL.  This assumes the number of electrons involved in nonradiative relaxation processes is negligible. 

The temperature-dependent behavior of CL is complimentary of RIC, an electron mechanism 

mentioned above (FIG. 2.5).  When RIC occurs, electrons in the ST states are excited into the CB where 

they contribute to the conductivity of the material.  RIC has been found to increase with increasing 

temperature for fused silica, meaning as temperature increases, more ST electrons are thermally excited 

into the CB.  Temperature-dependent RIC tests were done at USU in the temperature range of ~100 to ~280 

K (Gillespie, 2013; Dennison et al., 2014a; Gillespie et al., 2014).  This behavior is opposite that of CL 

intensity for this temperature range, as expected.  As more electrons undergo the RIC phenomena at these 

higher temperatures, fewer are available to relax into DT states and contribute to the overall intensity of 

CL.  

The final term in curly brackets in Eq. (2.1) accounts approximately for the wavelength, λ, of 

photons propagation through the coating.  The optical absorption of the SiO2 coating materials is       

 

 
FIG. 2.8.  Temperature-dependent behavior of CL.  The plot shows the electrons in the ST states, not 

thermally excited to the CB, which therefore, can contribute to the overall CL intensity.  Here, the x-

axis is a relative temperature of the form 
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  for propagation through the full film; thus it does not contribute significantly for these measurements.  

ℝ     accounts for the possibility of a reflective metallic layer underlying the dielectric coating.  For 

highly reflective materials like Ag, ℝ    at all λ considered.  For materials like Au or Cu, the glow 

spectrum is enhanced at longer λ, due to greater absorptivity of Au at shorter λ.  The effect of the 

reflectivity of the substrate for different samples has not been studied here but is included in Eq (2.1) for 

the sake of completeness. 

2.3.2. Two-Band Model of Cathodoluminescent Intensity 

Next, we move on to a simple two-band model of the electronic band levels within the band gap of 

fused silica.  Here, instead of focusing on the overall intensity, we look at how individual bands will 

behave, specifically the red (R) and ultraviolet (UV) bands.  FIG. 2.9 illustrates this band model for DT 

distributions centered at εred and εUV below the CB edge.  Radiation dose and dose rate control the number 

of electrons in the DT as measured by the εF
eff

.  Thermal energy controls the thermal excitation of the 

electrons and the relative filling of the DT bands.  In this model used to illustrate the basic temperature 

behavior, an εF
eff

 is located between peaks at ~275 nm and ~645 nm, as shown in FIG. 2.9.  The band 

 

FIG. 2.9.  Qualitative two-band model of occupied densities of state (DOS) as a function of temperature 

during CL. (a) At T≈0 K, the deeper band DOS is filled, so there is no UV photon emission if εUV<εeff. 

(b) At low T, electrons in UV DT are thermally excited to create a partially filled upper band 

(decreasing the available DOS for red photon emission) and a partially empty lower band (increasing 

the available DOS for UV photon emission).  (c) At higher T, enhanced thermal excitations further 

decrease red photon emission and increase UV photon emission.   
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generating red photons has available, optically active states at an energy εred~1.93 eV below the CB edge.  

A similar band generating the ~275 nm photons is centered at εuv ~4.97 eV below the CB edge.  At 

different temperatures, the varying amounts of thermal energy control the thermal excitation of the 

electrons and the relative filling of the bands.  These thermal excitations will fill available energy levels in 

some energy bands, while vacating levels in the other, assuming the two bands are close enough together 

for the thermal excitation of an appreciable number of lower-energy band electrons into higher-energy 

bands.  This is the origin of the different photons intensities being emitted at different temperatures.   

At absolute zero [see FIG. 2.9 (a)], no electrons will occupy levels above the εF
eff

.  Thus, the UV 

band is full and the red band is empty.  Therefore, excited electrons can only relax into states in the red 

band, emitting lower-energy red photons. At low temperatures with 0<kBT<<(εred-εuv) [see FIG. 2.9 (b)], a 

significant number of electrons in the  UV band (represented in blue in FIG. 2.9) are thermally excited to 

the red band (either directly or through an intermediate excitation into the CB).  This creates empty states in 

the UV band that can then accept electrons decaying from the ST states and generating higher-energy UV 

photons. Thus, significant numbers of electronically excited electrons can now relax from the ST states into 

either the red or UV bands.  Since, to first order approximation, the number of electrons that can decay into 

either the red or UV bands from the ST states is the same; it does not affect the relative intensities.  

However, the relative intensities of the R and UV emission depend on the relative number of unoccupied 

states in the two bands and the transition probabilities into these two bands from the ST states.  There is 

also a weaker dependence of the emission intensities on the transition from red band states directly into UV 

band states and for recombination of electrons in the R and UV band with largely immobile holes in the 

VB.  At higher temperatures 0<<kBT<(εred-εuv) [see FIG. 2.9 (c)], even more electrons from the UV band 

are thermally excited into the red band.  At high enough temperature, if the decay time of electrons from 

sites in the red band into the UV band is longer than the trapping of electrons excited into the CB by 

incident high-energy electrons, a population inversion can occur similar to that observed in a three-level 

laser system.  To summarize the band temperature behavior, as temperature increases, the red band 

intensity decreases, but the UV band intensity increases. 
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2.3.3. Four-Band Model of Cathodoluminescent Intensity 

Using this two-band model is a good starting point, but it is obviously not the entire picture, 

considering the fact four bands appear, not only in some of the spectra collected during these experiments, 

but in experiments found in the literature, as well (McKnight and Palik, 1980; Fitting et al., 2000, 2001).  

To fully understand the behavior, a model containing all four bands must be used. 

In the model containing four DT bands, the behavior of the R and UV bands is the same as it was 

in the two-band model.  The εF
eff 

is still located between these two bands and the mechanism for the 

production of CL is the same; that is, excitation from the VB to CB, subsequent relaxation into the ST 

states, followed by radiative relaxation into the DT states, producing CL.   

The green (G) and blue (B) bands lie between the R and UV bands, just as the εF
eff 

does.  This 

suggests the εF
eff 

is located within these two bands, which overlap in energy.  The overlap in energy and the 

location of εF
eff

 within the bands proves to complicate the behavior of the intensity of these two bands, as 

will be seen in Chapter 4.  Due to the complexity of the schematic, only the T = 0 K scenario is depicted in 

FIG. 2.10.   

2.3.4. Band Shape and Associated Defects 

The lifetime of the extended states (CB) is typically very short while the ST states have 

intermediate lifetimes.  The DT states, on the other hand, have typically very long lifetimes.  It is these long 

lifetimes of the DT states that give the DT bands in the model, and their spectral band counterparts, as will 

be seen later, their Gaussian shape.  Short lifetimes would, alternatively, produce Lorentzian-shaped bands. 

This shape is depicted in FIG. 2.11.  While each peak will contain some component of a Lorentzian 

distribution, fitting the data with a Lorentzian or a Voight (convolution of a Gaussian and a Lorentzian) 

distribution would, many times, cause the fitting program to malfunction, as is discussed in Appendix A. 

The amplitude and width of the peaks, not just the location, provide information on the DOS in the 

material and the occupancy of these states.  The amplitude can indicate the number of available, 

unoccupied states there are for relaxation.  The width indicates the distribution of the energy levels 

associated with a certain defect. 
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The current incident on the sample, Isample, is given by    

 

                  
  

  
 
 

        
  

  
          

  
   

  .           (3.3) 

 

 

FIG. 3.15. Plots for beam characterization.  (a) Beam profile at FC fit with a Gaussian function. (b) 

Projected beam profile at the sample. 
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The FC and sample are at distances L1 and L2 from the electron gun filament, respectively.  Then, the 

current densities at the FC, Jfc, and sample, Jsample, are determined to be 

 

    
   

    
                (3.4) 

and 

 

        
       

       
  .                (3.5) 

 

This is shown in FIG. 3.15(b).  Afcs is the area of the FC and Asample is the area of the sample. The correction 

factor (CF) is then  

 

   
   

       
 .                (3.6)  

 

The CF is used in the LABView
TM

 data collection program to take a measured current density at the FC 

and convert it to current density that the sample will see in real time without having to repeat a full beam 

profile measurement.  A list of correction factors for each beam energy used is given in Table 3.4.  Once 

the CFs are determined, measurements are again made with the FC to find the correct settings for the 

desired current densities at each energy for each measurement.  This has to be done before testing starts 

Table 3.4.  List of correction factors for each beam energy used in these experiments. 

Energy (keV) Correction Factor 

5 ± 0.01 1.26 

7.5 ± 0.01 1.225 

10 ± 0.01 1.236 

15 ± 0.01 1.26 

20 ± 0.01 1.248 

25 ± 0.01 1.321 

30 ± 0.01 1.321 
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because there is no FC at the sample position.  

3.3.5.3. Electron Detection 

Electrode currents are measured during the entirety of the run from a copper electrode on the back 

of the sample to ground. Measurements are taken using fast sensitive picoammeters with <0.2 pA 

resolution (Thomson et al., 2003) and recorded using GPIB interfacing and a DAQ card under LABView
TM

 

control similar to the beam profile measurement process using the LABView
TM

 program  “IESBD_DC 

Profiler v1.6.” A screenshot of this program is shown in FIG. 3.16.  While electrical measurements are not 

the focus of these experiments, they were recorded mainly for the purpose of the analysis program used.  

The text file that is output by the LABView
TM

 program that runs the electrometer is ready to use in data 

analysis as is. 

3.3.5.4. Optical Detection 

Light detection uses the two cameras shown in FIG. 3.17.  The cameras are positioned with clear 

views of the sample through vacuum port windows, thus allowing collection of photon emission data 

resulting from CL and arcing (Evans et al., 2012).  

The Single Lens Reflex (SLR) CCD camera (Cannon, EOS Rebel XT DS126071; ~400 nm to 700 

nm, 30 frames per s) takes visible light 10 Mpixel images at 30 s shutter speeds at full aperture with a 55 

mm lens, giving it an average spectral response of ~4·10
9
 counts/(W/cm

2
·sr· m).  It is connected via USB 

to a computer with the EOS Utility and ZoomBrowser EX programs installed.  The EOS Utility program 

controls the picture acquisition and ZoomBrowser EX displays a preview of the image after the picture is 

taken.  The images are output as raw .CR2 files.  FIG. 3.18 is a screen shot of the computer screen running 

the SLR still camera utilities. 

The image-intensified CCD video camera (Xybion, ISG-780-U-3; ~400 nm to 900 nm) collects 

data at 30 frames per sec using a 55 mm lens and has a spectral response of ~4·10
10

 counts/(W/cm
2
·sr· m).  

This camera outputs the digital video files through the ULEAD program. FIG. 3.19 is a screen shot of the 

program that runs the CCD video camera.  
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Visible range calibrations for the SLR CCD camera and CCD video camera were done using a 6 in 

diameter Spectralon
TM

 integrating sphere (Labsphere, Model SC6000) with a NIST traceable calibration 

curve for absolute spectral radiance, using an integrated W-halogen lamp powered by a NIST traceable 

 

FIG. 3.16.  Electrometer program screen shot. (a) Screen shot of program used for beam profiles.  (b) 

Screen shot of program used for collecting sample electrometer data. 
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calibrated current source (Keithley, Model 6430).  A smaller 1.5 in diameter Spectralon
TM

-lined fiber optic 

integrating sphere (Ocean Optics, Model FOIS-1) connected to a calibrated W-halogen blackbody (2530 K) 

source (Ocean Optics, Model LS-1-CAL-INT) was used as an in vacuo secondary standard.  This 

calibration allows for absolute spectral radiance values to be obtained (Dekany et al., 2014b).  

A UV/Vis fiber optics-based spectrometer (Stellarnet, 13LK-C-SR; ~200 nm to ~1080 nm) 

provides photon spectral measurements from ~200 nm to 1080 nm (FIG. 3.20) with a wavelength 

resolution of ~1 nm.  Because the luminescence is so low, the spectrometer has to be set at its longest 

integration time, 65363 ms, to collect spectra.  The spectrometer is connected to a computer via USB and is 

controlled through the Stellarnet program, SpectraWiz.  The files output by the spectrometer are .SSM files, 

which can be read directly into IGOR, the analysis program.  If this is the first time this computer has run 

the spectrometer, check that the calibration constants are correct. The procedures for installation and set up 

are located on the MPG BigBlue file server.  

 

FIG. 3.17.  Cameras used for optical detection.  CCD video camera (left) and the SLR CCD still 

camera (right) as they are set up to look at the sample. 
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3.4. Data Acquisition Procedures 

Two types of tests were conducted for this thesis.  The first are temperature-dependent cooling 

runs, where the sample temperature is varied as data are collected at a constant beam energy and flux.  The 

second set is conducted at fixed temperature (~55K, cryogenic tests) and the beam energy and flux are 

changed for each test.   

Set up for the cooling method is completed prior to beginning the run.  When cooling via liquid 

nitrogen, hoses are connected and the fume hood is turned on to remove the excess nitrogen released into 

the lab.  Also, confirm there is enough liquid nitrogen in the dewar to complete whatever tests are planned.  

When running the cryostat, it is charged to the correct pressure of high purity helium as needed.  The 

cooling water for the cryostat is set to flow at a medium pace; without proper flow, the compressor will not 

function.  The temperature controller box and cryostat compressor are then turned on to begin the cooling 

process.   

 

FIG. 3.18. SLR CCD camera program.  Zoom Browser (left) and EOS Utility (right) programs opened 

side by side.  As the camera takes pictures, the picture will open in the large gray box in Zoom Browser 

where it can be previewed. 
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For each type of test, the prerun preparation was the same.  If the electron beam has been off, 

before any tests can be done, it must be allowed time to properly warm up and stabilize.  Procedures for 

warm up are found in the electron gun instruction manuals (Kimball; STAIB Instruments).  While warming 

up the gun, alignment of all optical instruments is confirmed.  To do so for the Xybion CCD video camera, 

the image of the sample is monitored with enough light in chamber to see the sample, but not so much that 

the image of the camera is saturated.  This is monitored by watching the computer screen on which the 

collection program was running.   The camera alignment is adjusted to center the sample in the field of 

view and set the focus for the sharpest image.  The SLR CCD camera is aligned and focused by physically 

looking through the view finder on the camera.  Care is required, however, not to bump and move the 

camera stand on which both the still and video camera are mounted.  A sample picture is taken and 

examined on the SLR collection computer to be sure the focus is the highest quality possible.  To align the 

collection optics used for the spectrometer, an Ocean Optics LS-1 lamp is attached to the collection fiber 

optic.  This shines light back down the optics and onto the sample.  The position of the collection optics is 

 

FIG. 3.19.  Program used to run the CCD video camera. 
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adjusted so the light from the LS-1 lamp is centered on the sample using the Xybion video camera to see 

where the light is projected.  Once the beam is warmed and stabilized, the cooling begins.   

Next, the naming and saving of the files for the SLR and electrometer are set up.  On each 

computer, a folder is created that contains the runs that are to make up the measurements set.  This folder is 

selected as the folder in which to save files.  The file is named according to material name, sample 

temperature, beam energy and beam current density; for example a proper file name is 

fusedsilica_52K_5keV_1nAcm2_electrometer. 

In the electrometer program, the available boxes for the beam alignment, deflection, etc. are 

completed. These appear in the header of the electrometer file. 

For the SLR camera EOS Utility program, the F stop is set at F5.6 with a shutter speed of 30 

seconds, 30”.  However, some of the images become saturated so it is suggested, depending on the sample 

and the intensity of its luminescence, the shutter speed be reduced by approximately half so as not to 

saturate the image.  The test file name (same as that of the electrometer with _SLR rather than 

_electrometer) is set as the File Prefix in the Sample Shooting menu and the start number is set to 1.  

Pressing OK initiates image collecting. 

Prior to turning on the electron beam, a light image of the sample is taken with both the SLR and 

video cameras.  This is done so the sample can be easily located during analysis, if the luminescence is not 

bright enough to locate the sample.  Once these are completed, a dark spectrum is recorded and zeroed out 

 

FIG. 3.20.  Spectrometer from StellarNet used for the UV/Vis spectra. 


