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Figure 13. Unstable soluti on ofRMA2 water surface prediction. 

" ASSIGNl C.EXE" which assigned initi al conditi ons and roughness values. 

Input for thi s ut ilit y is a file containing rows ofx and y coordinates and the corresponding 

ks values. In addition, an opti onal file containing x andy coordinates and the 

corresponding water surface can be input. Roughness and initial water surfaces are then 

assigned by node. Each node is assigned the roughness and water surface of the closest 

corresponding x,y roughness or x,y water surface. Water surface is assigned by 

calculating the corresponding depth fo r the water surface by subtracting the elevation fr om 

the water surface. Assigning reasonable initial water surfaces decreased computer time 

signifi cantly during the iteration process. Roughness values were adjusted and the results 

were viewed one-dimensionall y by assigning stations to all data points. Stations were 

assigned staning downstream and increasing upstream. Profiles computed with a single 

constant roughness throughout the mesh were attempted, and a value of ks equal to I . 9 

proved best wi th this technique. However, ponions of the river being modeled, 



particularly runs, were not suited to the same roughness as was needed in riffles or 

turbulent sections. 
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An alternative calibration procedure for CDG2G was attempted by variation of the 

spatial roughness within the study reach based on field observations of the di stribution of 

four substrate classes. The roughness values associated with the spatial distribution of the 

substrate classes were assigned individual values ranging from 1.9 to 2.5 feet. This 

procedure was able to replicate the same water surface elevation calibration as obtained 

from the overall single channel roughness cal ibration described above. 

Calculation of Modeling Errors 

E rrors for depth, water surface, velocity, and bed elevation were all computed with 

the same procedure by development of a utility program GE.EXE. This program 

compares the measured values of depth, velocity, and water surface elevation to the 

simulated values. It should be noted, the position of measured values will likely not match 

with computational nodal positions because of smoothing during mesh generation. Depth, 

velocity, and elevation were interpolated from the computation mesh to match the original 

x,y position data as measured. Values are interpolated by finding the computational 

triangle that encompasses the original x,y coordinate and using the equation of a plane 

based on the three corner nodes. 

Both depth and velocity errors were computed by calcul ating the difference 

between the field data and the simulated data. By convention, negative errors indicate 

underprediction by the model. CDG2D allows negative depths (i .e., phreatic surface of 
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the ground water at the stream margins) and for this appli cation, all nodes wi th a negative 

depth and their corresponding velocity were set to zero. 
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RESULTS AND DISCUSSION 

Because the RMA2 model could not be suitably calibrated, only the results based 

on the CDG2D model will be presented. Note that for the following results and 

discussion, a given computational mesh remains constant for different simulations. 

Geometry Errors 

Figure 14 shows the relationship between average absolute geometry error and the 

number of nodes in the computational mesh based on utilization of all 749 field data 

measurements. As can be seen in Figure 14, as the number of computational mesh points 

increases, there is a rapid reduction in the absolute geometry errors . The geometry error 

becomes somewhat asymptotic at 0. I feet. 1 ncreasing the computational mesh to a larger 

number of computational elements, however, makes the computational burden too great 

and exceeds the practical computational capabilities of existing desk-top computer 

systems. An absolute geometry error of 0. I feet was considered equivalent to existing 

practical applied field applications in instream flow assessments utilizing one-dimensional 

cross-section geomteries. Based on the result s in Figure 14, meshes with 3540 

computat ional nodes were utilized in all subsequent simulations. 

Figure 15 shows the geometry errors resulting from the four computational meshes 

generated from a different initial number of field measurements used for the creation of the 

final computational mesh. These data are also summarized in Table I. 
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Table I . Geometry errors (feet) and density statistics 

Percent of bed points 100% 77% 55% 38% 

Number of points 749 575 415 283 
Maximum 2.03 2.03 2.03 4 .24 
Minimum -2.27 -2 .5 1 -2.51 -2.87 
Standard Deviation (feet) 0.48 0.49 0.52 0.63 
Average 0.05 0.06 0.1 0.17 
Median 0.04 0.05 0.09 0 .13 
Points/100 feet"2 2.49 1.91 1.38 0 .94 
Points/ linear foot 1.22 0.94 0.68 0.46 

A comparison of Figure 15 and Table I indicates that as the number of field 

measurement points is increased, an overall reduction in the range of geometry errors is 

achieved as well as an overall reduction in the magnitude of the average errors. It is also 

apparent that for these data , little benefit is achieved in terms of error reductions for either 

the range or averages for 100 versus 77 percent of the data . This lack of incremental 

benefit is attributed to a small incremental gain in determination of the channel geometry 

between using all 749 versus 575 fi eld data points. In other wo rds, the channel geometry 

represented by the 575 data points captures the bed topography adeq uately whi le the 

inclusion of additional data points represents redundant data. The impact of data density 

in conjunction with mesh generation for channel topographies different than those 

encountered in thi s study is at present unknown. It is suspected, however, from 

experience gained in the analysis of these data that in uniform or homogeneous channel 

topographies the number of required data points would be substanti ally less than in highly 

heterogeneous topographies. The use of a systematic irregular sampling strategy can in 

part compensate for data collection effort s if a sufficient number of data points are 
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spatially located to define irregular bed topographies. Figures 16-18 show the range of 

geometry errors spatially for the 155 cfs data set and the 255 cfs data set. Some of the 

larger geometry errors occur at locations where several geometry measurements were 

taken in a relatively small area representing complex channel geometry. Mesh smoothing 

affects these points considerably since moving nodes, in this densely measured area, to the 

centroid of surrounding nodes often moves the node a large distance because surrounding 

nodes are not sampled densely. 

Water Surface Elevations at the Calibration Flows 

Figures 19-2 1 show the simulated and measured water surface for this reach of the 

Logan River calibrated at !55 cfs and 255 cfs . Examination of the calibration data at 155 

cfs shows that the model underpredicted the water surface elevations in the steep sect ion 

located approximately at stationing 1200 in Figure 19. This section of the river is very 

steep (slope 2: 0.025) but in the remaining sections with lower slopes, differences between 

observed and cali brated water surface elevations arc in excellent agreement. The on ly 

other "problematic" area of the ca libration occurs near stationing 1500 where a canal 

diverts water out of the river. In this area the water surface elevations differ by 

approximately I foot between the left and right banks of the river, and insufficient 

geometry data were collected to adeq uately model this effect. The calibration data for 255 

cfs shown in Figure 20 and Figure 2 1 mimic these results with the poorest calibration data 

occurring in these same two sect ions of the channel. These results would indicate that 

although the 
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Figure 16. Spatial geometry errors for the 155 cfs data set. 
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