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ABSTRACT

Computational Prediction and Rational Design of Novel Clusters, Nanoparticles, and Solid State Materials

by

Alexander S. Ivanov, Doctor of Philosophy

Utah State University, 2015

Major Professor: Dr. Alexander I. Boldyrev
Department: Chemistry and Biochemistry

The creation of new materials is absolutely essential for developing new technologies. However, experimental efforts toward the material discovery are usually based on trial-and-error approach and thus require a huge amount of time and money. Alternatively, computational predictions can now provide a more systematic, rapid, inexpensive, and reliable method for the design of novel materials with properties suitable for new technologies. This dissertation describes the technique of theoretical predictions and presents the results on the successfully predicted and already produced (in some cases) unusual molecules, clusters, nanoparticles, and solids. The major part of scientific efforts in this dissertation was devoted to rationalizing of size- and composition-dependent properties of the materials based on understanding of their
electronic structure and chemical bonding. It was shown that understanding relations between bonding and geometric structure, bonding and stability, and bonding and reactivity is an important step toward rational design of new, yet unknown materials with unusual properties. Our findings led to the discovery of the first simplest inorganic double helix structures, which can be used in the design of novel molecular devices. A significant part of this work also deals with the pseudo Jahn-Teller effect, which potentially can be a powerful tool for rationalizing and predicting molecular and solid state structures, their deformations, transformations, and properties. Therefore, the works on the pseudo Jahn-Teller effect presented in this dissertation can be considered the steps toward further generalization and elevation of the pseudo Jahn-Teller effect to a higher level of understanding of the origin of molecular and solid state properties.
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PUBLIC ABSTRACT

Computational Prediction and Rational Design of Novel Clusters, Nanoparticles, and Solid State Materials

by

Alexander S. Ivanov, Doctor of Philosophy
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Major Professor: Dr. Alexander I. Boldyrev
Department: Chemistry and Biochemistry

The prediction of structure at the atomic level is one of the most fundamental challenges in materials science. Indeed, the structure is arguably the most important piece of information about a material, as it determines pretty much all properties of a material. Knowing the structure, one can analyze a large number of properties of a material, even before it is synthesized – the crucial importance of structure prediction for computational molecular design. This dissertation describes the technique of reliable theoretical predictions and presents the results on the successfully predicted unusual clusters, nanoparticles and solid state materials. The major part of this work also demonstrates how understanding of the electronic structure and chemical bonding in studied systems could aid in the rational design of novel materials with tailored properties.
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CHAPTER 1
INTRODUCTION

1-1. Ionic, atomic, and molecular clusters

The word *cluster* was first introduced by F. A. Cotton in 1960 to name the compounds with direct metal – metal bonds.\(^1\) However, this definition has gradually changed to describe other substances containing nonmetal – metal and nonmetal – nonmetal bonds. Nowadays, *cluster* is a group of atoms bound together by inter-atomic forces and represents an intermediate form of matter\(^2\) that bridges the gap between gas phase, where condensation starts to occur, and solutions or solids.\(^3\) In fact there is no qualitative difference between small atomic clusters and molecules, but as the number of atoms in the system increases, atomic clusters start showing the specific properties making them unique physical objects, which are distinct from both isolated molecules and bulk materials. There are various types of atomic clusters: metal clusters,\(^4,5\) fullerenes,\(^6\) van der Waals clusters,\(^7\) mixed clusters,\(^8\) and they can exist in different geometries: spheres, triangles, rings, linear chains, spirals, etc. However, one can distinguish between different types of clusters by determining the nature of the chemical bonds, dictating spatial organization within the clusters. Therefore new theoretical approaches, including the development of new chemical bonding models, efficient ways of exploring complex potential energy surfaces, and new-generation force fields are very essential for cluster science, which can be viewed as the foundation of the increasingly important field of nanotechnology.
Clusters can serve as building blocks of many solid-state materials\textsuperscript{9-11} or they can be synthesized by introducing appropriate stabilizing ligands including halides, carbon monoxide, alkenes, and hydrides.\textsuperscript{12,13} Biological iron-sulfur clusters represent a group of chemically versatile inorganic structures that are attached to many proteins.\textsuperscript{14} These clusters are deeply involved in the functions of the proteins and they are required to support life on earth. In spite of the diversity of stable clusters in solutions and crystalline phases, “bare” clusters are thermodynamically metastable species at ambient conditions, and thus can not be isolated. For instance, the second most stable (after N\textsubscript{2}) homonuclear diatomic molecule in the second period, C\textsubscript{2}, is not kinetically persistent and cannot fill any bottle at 1 atm and 293 K, because it tends to quickly polymerize.\textsuperscript{15} But such “bare” metastable molecules and clusters can still be produced and studied in a molecular beam or under matrix isolation conditions. Using these specific experimental techniques, 13 excited electronic states of C\textsubscript{2} were successfully studied.\textsuperscript{16}

One of the most powerful techniques developed for cluster studies in the gas phase is anion photoelectron spectroscopy.\textsuperscript{17,18} Cluster anions, produced by the laser vaporization, are mass-selected, and the electron is photodetached to form the neutral cluster. The energy of the departing electron is energy analyzed to generate the electronic spectrum of the cluster. Because the cluster can be left vibrationally or electronically excited, the spectrum can contain vibrational progression, as well as some features that indicate electronically excited states.\textsuperscript{19} Though anion photoelectron spectroscopy is not a structural method of analysis, the geometric structure of the observed cluster or molecule can be established by the comparison of experimental vertical electron detachment energies (VDEs) determined from the spectra with theoretically calculated VDEs.\textsuperscript{20-22} It
should be noted that the newly produced cluster usually corresponds to the global minimum structure found theoretically because the experimental conditions of thermodynamic equilibrium allow detecting only the global minimum structure or isomers that are very close in energy to their ground state. In order to successfully find the global minimum structure, one needs to address two issues. First, it is quite important to sample a large region of configuration space to find the most stable geometric structures of chemical species for a given stoichiometry. Second, one needs to use accurate enough theoretical methods, which could guarantee that the predicted global minimum structure is indeed the true global minimum on the potential energy surface. Therefore, if one wants to make a reliable prediction of a novel non-conventional cluster, and then get an experimental verification of this prediction using anion photoelectron spectroscopy, it is important to prove that the species of interest represents the global minimum structure. Such a joint experimental and theoretical approach has been confirmed very efficient in the development of cluster science and the exploration of new, yet unknown clusters and molecules in the gas phase.

Some of the cluster related projects (Chapters 2–4) included in this dissertation were done in collaboration with photoelectron spectroscopy experimentalists: the group of Prof. Lai-Sheng Wang at Brown University. All the clusters discussed in Chapters 2–4 were produced and their photoelectron spectra were recorded using a magnetic-bottle photoelectron spectroscopy apparatus equipped with a laser vaporization cluster source. Theoretically, for a given stoichiometry, global minimum and low-lying isomers (usually within ~30 kcal/mol) were established using the Coalescence Kick program and subsequent high-level ab initio calculations. Also, theoretically calculated VDEs for the
lowest energy structures were compared with the experimentally observed peaks in photoelectron spectrum to make a conclusion about the validity of theoretical results on the predicted global minimum structure. Additionally, the intensities of peaks in the vibrational progression (Chapter 4) were simulated using the program for Franck-Condon analysis of spectral lines in photoelectron spectrum. Finally, in order to gain additional insight into the clusters’ stability, geometries, and electronic properties, we performed chemical bonding analyses using the Adaptive Natural Density Partitioning (AdNDP) method\textsuperscript{27,28} developed in the group of Prof. Boldyrev.

1-1.1. Boron-carbon mixed clusters

Boron clusters have been extensively characterized using photoelectron spectroscopy and \textit{ab initio} theoretical calculations, which have identified the planar or quasi-planar geometric structures of small boron clusters.\textsuperscript{12,29-32} However, in spite of the fact that boron and carbon are neighbors in the Periodic Table, the shapes of small carbon clusters are significantly different from those of boron. It has been shown that small anionic and neutral carbon clusters prefer to form linear structures.\textsuperscript{33-36} Therefore, it would be interesting to investigate mixed carbon-boron clusters, because one can expect that doping pure boron clusters with carbon atoms may eventually lead to the structural transition of planar species into linear ones. Previous theoretical studies on mixed carbon-boron clusters reported the species with quite unusual chemical bonding motifs containing pentacoordinate,\textsuperscript{37} hexacoordinate,\textsuperscript{38,39} heptacoordinate,\textsuperscript{39} and octacoordinate\textsuperscript{40} planar carbon. However, recent experimental and high-level \textit{ab initio} studies demonstrated that the carbon atom would rather occupy the peripheral position in the
mixed carbon-boron clusters;\textsuperscript{41,42} and a logical planar-to-linear structural transition has been discovered in the C\textsubscript{x}B\textsubscript{5−x} (x = 1−5) series.\textsuperscript{43,44}

Chapter 2 reports a new type of structural transition in the series of C\textsubscript{x}B\textsubscript{8−x} (x = 1−8) mixed clusters upon increase of the carbon concentration from x = 2 to x = 3. This transition is surprising since a wheel-to-ring instead of planar-to-linear transition was observed and confirmed by means of anion photoelectron spectroscopy and quantum-chemical calculations.

1-1.2. Tantalum doped boron clusters

Due to its electron-deficient character and tendency for deltahedral bond formation, boron can be successfully used for designing ring systems containing one or more hypercoordinate elements. A lot of boron rings enclosing planar hypercoordinate main group elements have been theoretically predicted.\textsuperscript{45-48} However, none of them has experimentally been confirmed, except planar highly-symmetric B\textsubscript{8}\textsuperscript{2−} \textsuperscript{49} and B\textsubscript{9}\textsuperscript{−} \textsuperscript{50} clusters with hepta- and octacoordinate boron atoms in the central positions, respectively. A number of works were devoted to the exploration of the viability of boron wheels containing transition metals.\textsuperscript{51-54} In 2011 the first experimental detection of boron rings in the gas phase with a central transition metal atom was reported.\textsuperscript{55,56} The obtained clusters (Co\textsuperscript{©}B\textsubscript{8}−, Ru\textsuperscript{©}B\textsubscript{9}−, Rh\textsuperscript{©}B\textsubscript{9}−, and Ir\textsuperscript{©}B\textsubscript{9}−, where the © sign is used to designate the central position of the doped atom in monocyclic structures of M©B\textsubscript{n}− type planar clusters) are remarkable in chemistry because of their perfectly planar structures with coordination numbers of 8 and 9. One year later, the highest coordination number (10) known so far for planar clusters was reported.\textsuperscript{57} It was shown that Ta\textsuperscript{©}B\textsubscript{10}− and Nb\textsuperscript{©}B\textsubscript{10}− species possess perfectly D\textsubscript{10h} symmetric structures.
Chapter 3 of this dissertation deals with a systematic study of small tantalum doped boron clusters TaBₙ⁻ (n = 3–8) to trace the growth of these species leading to the formation of the planar metal-centered aromatic borometallic cluster Ta©B₁₀⁻ with the highest coordination number for a metal atom in a planar geometry. The chapter also provides a detailed interpretation of photoelectron spectra, chemical bonding, and structural characteristics of the global minima found for different stoichiometric compositions of TaBₙ⁻ (n = 3–8) clusters.

1-1.3. Development of program for calculating the intensity of spectral lines in vibrationally resolved photoelectron spectrum

Experimental photoelectron spectra of produced anion clusters are often complex and contain vibrational progression. Since there are many structural isomers for a particular stoichiometric composition, it is difficult to identify which anion structure is being photodetached and to elucidate the nature of the electronic or vibrational features in the photoelectron spectrum. Thus, theoretical calculations are important to aid in the spectral assignments. Chapter 4 describes the program capable of assessing intensities in the vibrational progression of photoelectron spectra and presents the results of the theoretical simulations for B₅⁻ and B₅⁻ clusters.

1-1.4. Li₃N₃ cluster: all-nitrogen analogue of ozone molecule

Nitrogen molecule possesses a strong triple bond, causing difficulty to convert N₂ into different compounds. However, despite the complicated synthesis of polynitrogen substances, they are of great interest as promising candidates for high-energy-density materials (HEDMs), because of the ability to release large amounts of useful energy.
Chapter 5 provides a theoretical prediction of a new ozone-like polynitrogen molecule Li$_3$N$_3$ with an unusual N$_3^{3-}$ molecular motif, which represents a viable species and thus might be synthesized.

1-1.5. Microsolvation study of dichloride Cl$^–$–Cl$^–$ anion pair

Molecular clusters are aggregates of two to tens of molecules which are held together by intermolecular forces rather than covalent or ionic chemical bonds. These molecular clusters can be produced in the gas phase by expanding a high pressure reaction mixture containing the components of interest (solute and solvent molecules) into vacuum, and their photoelectron spectra can be recorded. The study of the molecular clusters enables consideration of certain aspects of solvation mechanism in exquisite detail as they represent good molecular models for understanding complicated processes of solvation in the bulk.

There are a lot of experimental and theoretical works on halide–water clusters, where most of these studies are devoted to hydrated monochloride anions. However, studies on like-charged ion dihalide hydrates are rare and only recently became an attractive area of research. Chapter 6 describes a systematic study of microsolvation of dichloride anion pair by water molecules. The main objective of this work is to find theoretically the number of waters that would be sufficient to make like-charged Cl$^–$–Cl$^–$ pair stable and accessible for the experimental photoelectron spectroscopy investigations.

1-2. Inorganic double helix structures

A helix is a geometric motif which can be present in both natural and synthetic structures. The most famous helical configuration is probably the structure of
deoxyribonucleic acid (DNA) in which the two helical strands are connected by hydrogen bonds between the corresponding bases. Therefore, the double helix structure is essential for life, because it enables to store and transmit the important genetic information. In nature, there are also many other examples of molecular architectures with a helical spatial arrangement of molecular fragments. However, inorganic single helices and double helices are less commonly observed species, which usually represent very complex compounds involving multiple building units. Chapters 7 and 8 report the first evidence of the existence of simplest inorganic double helix structures composed of only two types of elements – phosphorus and lithium. The possibility of the experimental realization of extended LiP nanocoils, circular LiP “donut” shaped nanoparticles and periodic crystal structures is also discussed in these chapters.

1-2.1. **Double helix LiₙPₙ (n = 5–9) clusters, infinite LiP chains, and LiP solids**

Chapter 7 is devoted to the theoretical prediction of chiral inorganic double helix structures (clusters Li₅P₅, Li₆P₆, Li₇P₇, Li₈P₈, Li₉P₉; infinite LiP chain, and two bulk phases of LiP of different symmetry) at the atomic level. The viability of lithium-phosphorus (LiP) double helices is confirmed by extensive ab initio quantum-chemical calculations. If synthesized, the LiP helical structures might be very useful for designing novel molecular devices such as sensors with the helical structures acting like springs whose contracting motion affects many important electrical properties.

1-2.2. **Circular double helix species**

Lithium doped phosphorus clusters are valence isoelectronic to sulfur clusters. It is well known that chains of sulfur atoms are able to form stable ring structures with the
largest experimentally identified circular sulfur cluster containing up to 18 atoms.\textsuperscript{67} Logically, a few interesting questions arise concerning inorganic Li\textsubscript{n}P\textsubscript{n} double helix motif: is it possible to design a circular inorganic double helix consisting of Li and P atoms? And if yes, would it be stable? Chapter 8 answers these questions by providing a solid theoretical confirmation on the existence of the peculiar Li\textsubscript{90}P\textsubscript{90} nanotoroid, which represents a new chemical bonding motif in inorganic chemistry.

1-3. Deciphering chemical bonding in hypervalent iodine compounds and porphyrinoids

Advancement of understanding relations between bonding and structure, bonding and stability, and bonding and reactivity is an important step towards rational design of new materials and catalysts. Therefore, developing and testing the new bonding models is of great importance in chemistry. A robust chemical bonding model allows researchers to rationalize structure, stability, and reactivity of a variety of chemical species, and can be used for rational design of new compounds and materials with useful properties.

Modern \textit{ab initio} techniques allow one to calculate many molecular properties with almost experimental accuracy. However, polyatomic wavefunctions obtained in such calculations are highly complex and they are composed of molecular orbitals delocalized over the entire molecule. Natural Bond Orbital (NBO)\textsuperscript{68} analysis is a backbone tool in dissecting a polyatomic wavefunction into two-centered two-electron bonds (2c-2e) and lone pairs providing a bridge between quantum chemical description of molecules with completely delocalized molecular orbitals and classical chemical language of Lewis theory.\textsuperscript{69} However, NBO and other theoretical tools are not capable of
dissecting completely delocalized wave function into areas of partial delocalization over molecular fragments including 3, 4, 5 and larger number of atoms. The Adaptive Natural Density Partitioning (AdNDP)\textsuperscript{27,28} method developed in the Prof. Boldyrev group represents chemical bonding as a set of localized (lone pairs and 2c-2e bonds) and delocalized multi-center bonds, which are associated with the concepts of aromaticity and antiaromaticity.\textsuperscript{70} Chapters 9 and 10 show that our AdNDP analysis of chemical bonding is not limited to exotic clusters only, but can be successfully used to describe factors that govern structure, stability, and reactivity of porphyrinoids and sophisticated hypervalent iodine reagents, which are widely used in organic synthesis.

1-3.1. Description of aromaticity and chemical bonding in porphyrinoids

Porphyrinoids are macrocyclic compounds that have received much attention because of their unique structures and a wide spectrum of very useful physicochemical and biological properties.\textsuperscript{71} However, despite the successful syntheses of various porphyrinoids and their analogues, there is no generally accepted description of aromaticity in such complicated macrocyclic systems. The concept of aromaticity has played an important role in the design and experimental realization of novel porphyrinoid compounds since the early 1930s.\textsuperscript{72} Thus, the correct description of aromaticity and chemical bonding is vital for predicting new members of the porphyrin family. Chapter 9 explains bonding features and aromaticity of annulene, dideazaporphyрин, porphyrin, and dihydrodideazaporphyрин molecules.
1-3.2. Description of chemical bonding in hypervalent iodine compounds

Hypervalent iodine reagents are useful synthetic tools in organic chemistry because of their low toxicity, ready availability, and ease of handling.\textsuperscript{73} However, despite extensive practical interest in these compounds, a small number of theoretical studies on structure, chemical bonding, and reactivity of these polyvalent iodine compounds have been reported. In particular, the question concerning the nature of I–X (X = O, N, C) bonds has not been thoroughly addressed. In the majority of textbooks and scientific papers they are drawn with double bonds between iodine and oxygen, nitrogen or carbon.\textsuperscript{73-76} Chapter 10 analyzes I–X (X = O, N, C) bonds in the related hypervalent iodine compounds based on the AdNDP approach and suggests that the bonds within these compounds are of dative character, as opposed to the widely used double bond notation.

1-4. Restoring planarity of molecular structures

Two-dimensional (2D) materials and high-symmetry planar molecules have attracted considerable attention owing not only their unique electronic structures, but useful properties.\textsuperscript{77} Thus, molecular and crystal symmetries exert great impact on physical and chemical properties of species. There are a lot of experimental and theoretical studies aimed at the production or prediction of novel planar and quasi-planar structures. However, these studies usually do not reveal directly the origin of the species’ geometric configuration. Therefore, one cannot expand the results obtained for a specific system to other systems without unified theory capable of explaining structural transformations of the studied systems. According to Bersuker et al.\textsuperscript{78} the best approach
to investigate molecular geometries should be based on how electrons control molecular configurations. Based on first principles it was proved that the pseudo Jahn-Teller (PJT) effect is the only source of instability and distortions of high-symmetry configurations of polyatomic systems.\textsuperscript{78-80} Therefore, understanding of the PJT effect can be a powerful tool for rationalizing and predicting molecular and solid state structures, their deformations, transformations, and properties. So, the goal of the remaining part of this dissertation is to further generalize and elevate the PJT effect to a higher level of understanding of the origin of molecular and solid state properties. Chapters 11, 12, and 13 report that the PJT effect is responsible for the distortions in hexasilabenzene Si\textsubscript{6}H\textsubscript{6} and hexaphosphabenzene P\textsubscript{6} molecules as well as in the recently synthesized 2D triazine-based graphitic carbon nitride (g-C\textsubscript{3}N\textsubscript{4}) sheets.\textsuperscript{81} Newly discovered techniques of quenching the PJT effect and flattening the corresponding structures are also discussed in these chapters.

1-4.1. \textit{Suppression of the pseudo Jahn-Teller effect in Si\textsubscript{6-n}C\textsubscript{n}H\textsubscript{6} (n = 0–6) series}

The aromatic benzene molecule is by far the lowest-energy structure of C\textsubscript{6}H\textsubscript{6} stoichiometric composition, with benzvalene and prismane being more than 70 kcal/mol energetically less stable.\textsuperscript{82} However, hydrocarbon analogs of Si\textsubscript{6}H\textsubscript{6} are not the most stable isomers on the potential energy surface, because silicon hydrides usually tend to form electron-poor bonds with considerably weak $\pi-\pi$ interactions.\textsuperscript{83-86} All-silicon analog of benzene, the D\textsubscript{6h} symmetric hexasilabenzene structure, is not even a local minimum, but a first-order saddle point.\textsuperscript{87} The main objective of Chapter 11 is to trace the effect of isolobal substitution (Si–H groups by C–H groups) on structural transitions of global minimum species (from three-dimensional to two-dimensional) and on the quenching of
the PJT effect, which is the main source of the distortions in the cyclic isomers along Si₆–
C₆H₆ (n = 0–6) series.

I-4.2. Suppression of the pseudo Jahn-Teller effect in middle E₆ (E = P, As, Sb) rings of
triple-decker sandwich complexes

_Cyclo-P₆_ hexaphosphabenzene, being a valence isoelectronic analog of benzene,
doesn’t adopt a planar hexagonal structure. It was shown that the planar P₆ structure is
unstable towards out-of-plane distortions due to the pseudo Jahn-Teller effect. However,
Scherer et al. successfully synthesized and characterized the \((\eta^5\text{-MesC}_5\text{Mo})_2(\mu,\eta^6\text{-P}_6)\)
triple-decker sandwich complex containing a planar P₆ ring with almost equal P–P bonds.
Thus, aromatic and planar P₆ molecule can exist. Chapter 12 elucidates the mechanism of
the PJT effect suppression in cyclic P₆, As₆, and Sb₆ molecules that become planar under
complexation.

I-4.3. Pseudo Jahn-Teller origin of distortions in 2D triazine-based graphitic carbon
nitride sheets

Since the preparation of single, free-standing 2D sheets of graphite, graphene has been suggested by researchers as the most promising candidate material for post-
silicon electronics. However, it is missing the typical electronic band gap that would
make it a semiconductor. Recently, triazine-based graphitic carbon nitride (TGCN) was
synthesized. It represents a layered material that is similar to graphene, but which
exhibits semiconducting properties. Thus, TGCN is of immense interest for future
microelectronic devices. However, the material is at an early stage of development and
electronic structure as well as electronic properties of TGCN have not been thoroughly
investigated. In particular, the source of instability of planar layers of TGCN towards puckering distortions has not been fully elucidated and understood. Chapter 13 investigates the distortions in the graphitic carbon nitride layers by considering the origin of the pseudo Jahn-Teller effect in this material. The knowledge of the mechanism of the PJT is important, since it allows for manipulation of this effect by means of external perturbations. So, the possible ways of obtaining completely planar TGCN sheet are also elaborated in this chapter.
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CHAPTER 2

MOLECULAR WHEEL TO MONOCYCLIC RING TRANSITION IN BORON–CARBON MIXED CLUSTERS C_2B_6^- AND C_3B_5^- \(^1\)

Abstract

In this joint experimental and theoretical work we present a novel type of structural transition occurring in the series of C\(_x\)B\(_{8-x}\) \((x = 1-8)\) mixed clusters upon increase of the carbon content from \(x = 2\) to \(x = 3\). The wheel to ring transition is surprising because it is rather planar-to-linear type of transition to be expected in the series since B\(_8\), B\(_8^+\), B\(_8^2^-\) and CB\(_7^-\) are known to posses wheel-type global minimum structures while C\(_8\) is linear.

Carbon and boron being neighbours in The Periodic Table have very different geometric structures of their small clusters. Small carbon clusters are either linear or cyclic,\(^1\) whereas, those of boron are either planar or quasiplanar.\(^2\) Thus, one can expect peculiar transitions from planar to linear structures upon increasing the number of carbon atoms in mixed boron-carbon clusters. An example of such planar-to-linear structural transition as a function of the number of carbon atoms has been found to occur in the mixed boron-carbon clusters, C\(_x\)B\(_{8-x}\) \((x = 1-5)\) between \(x = 2\) and 3.\(^3\) Larger boron-carbon mixed clusters have been computationally proposed to exemplify unusual hexa-, hepta- and octa-coordinated planar carbon species (CB\(_6^2^+\), CB\(_7^-\),\(^5\) and CB\(_8^6\)). However, it was shown later in joint experimental and theoretical works\(^7^9\) that carbon avoids the central

\(^1\) Coauthored by Timur R. Galeev, Alexander S. Ivanov, Constantin Romanescu, Wei-Li Li, Konstantin V. Bozhenko, Lai-Sheng Wang, and Alexander I. Boldyrev. Reproduced from Phys. Chem. Chem. Phys. 2011, 13, 8805-8810 with permission from the PCCP Owner Societies.
position in those wheel-type global minimum geometries and occupies the peripheral position instead. It is known that the B$_8$, B$_8^-$ and B$_8^{2-}$ clusters$^{10-14}$ and the CB$_7$ cluster$^8$ have wheel-type heptagon structures with one boron atom in the center. The C$_8$ cluster has a linear global minimum structure with the cyclic isomer being about 10 kcal mol$^{-1}$ higher.$^{1,15,16}$ Therefore, a planar-to-linear transition could be expected in the C$_x$B$_{8-x}^-$ ($x = 1-8$) series upon increasing the carbon content in the clusters. Surprisingly, we found a novel structural transition that has never been observed before – wheel-to-ring transition between C$_2$B$_6^-$ and C$_3$B$_5^-$ structures of the series. We would like to point out that ring-like structures have been previously reported in a theoretical study by Shao et. al.$^{17}$ for the neutral C$_n$B$_3$ ($n = 4-8$) clusters.

The C$_2$B$_6^-$ and C$_3$B$_5^-$ clusters were investigated by photoelectron spectroscopy (PES) and ab initio calculations. The experiment was performed with a laser-vaporization cluster source and a magnetic-bottle photoelectron spectrometer (see Experimental Section).$^{18}$

The photoelectron spectra of the C$_2$B$_6^-$ cluster are presented in Fig. 2-1 and the photoelectron spectra of C$_3$B$_5^-$ are shown in Fig. 2-2. The experimentally observed vertical detachment energies (VDEs) for the clusters are given in Tables 2-1 and 2-2 and are compared to the theoretically calculated data.

Fig. 2-1 shows the PES spectra of C$_2$B$_6^-$ at three photon energies. The 193 nm spectrum of C$_2$B$_6^-$ reveals six well-resolved features labelled A-F (Fig. 2-1b). At the low binding energy side, we observe a very broad feature (X, X') corresponding to photodetachment from the two lowest lying isomers of C$_2$B$_6^-$. The ninth band (G) can be tentatively identified, but the signal-to-noise ratios are poor at the high binding energy
side. The spectra recorded at 266 nm (Fig. 2-1a) reveal fine vibrational features for the A and B electronic bands. For the A band we measured a vibrational spacing of 330±30 cm⁻¹ using the PES measured at 355 nm (see the inset of Fig. 2-1a). The B band shows fine structure both at 193 nm and 266 nm, however, the measurement of the vibrational spacing is complicated by the existence of two nearly isoenergetic photodetachment channels.

The spectra of C₃B₅⁻ are shown in Fig. 2-2. The VDE of the X band was measured to be 3.94 ± 0.03 eV. The intensity change between the X and the A bands confirms that there are two features rather than a vibrational progression. The X band shows a short vibrational progression with a spacing of 380 ± 30 cm⁻¹.

Computationally, we first performed the global minimum structure search for the C₂B₆⁻ ion using the Coalescence Kick (CK)¹⁹–²¹ program written by Averkiev. The CK method subjects large populations of randomly generated structures to a coalescence procedure in which all atoms are pushed gradually to the molecular center of mass to avoid generation of fragmented structures and then optimized to the nearest local minima. The CK calculations were performed at the B3LYP/3-21G level of theory. All the low-lying (ΔE < 25 kcal mol⁻¹) isomers revealed were reoptimized with follow up frequency calculations at the B3LYP/6-311+G* level of theory. Single point calculations for the lowest energy structures were performed at the RCCSD(T)/6-311+G(2df) level of theory using the B3LYP/6-311+G* optimized geometries. The relative energies of a series of representative isomers are given in Fig. 2-3.

The CK search revealed that the cyclic structure I.6 is the lowest isomer with the structures I.1–I.5 being 12–25 kcal mol⁻¹ higher at the B3LYP/3-21G level of theory.
However, when we reoptimized all the low-lying structures at the B3LYP/6-311+G* level of theory we found a significantly different order of the isomers with the wheel-type structure I.1 being the lowest isomer and the cyclic structure I.6 lying 9.1 kcal mol\(^{-1}\) higher (Fig. 2-3). Therefore, the set of isomers for subsequent investigation should be formed of all the structures lying in the range of about 20 kcal mol\(^{-1}\) relative energies at this level of theory as it was done in the current work. Moreover, the B3LYP/6-311+G* calculated results were further corrected by the single point calculations at the RCCSD(T)/6-311+G(2df)//B3LYP/6-311+G* level of theory (Fig. 2-3). Thus, according to our most accurate calculations the wheel-type structure I.1 is the global minimum for the C\(_2\)B\(_6\)\(^-\) cluster. In order to verify this theoretical prediction we calculated theoretical VDEs for the global minimum structure I.1 at three levels of theory: TD-B3LYP/6-311+G(2df), UOVGF/6-311+G(2df) and R(U)CCSD(T)/6-311+G(2df) all at the B3LYP/6-311+G* optimized geometries. We also calculated VDEs for the second lowest structure I.2 at the same three levels of theory and found out that it also contributes to the experimental PES of C\(_2\)B\(_6\)\(^-\). Results of the VDEs calculations are summarized in Table 2-1.

The broad feature X(X') in the experimental spectrum of C\(_2\)B\(_6\)\(^-\) (Fig. 2-1) can be assigned to the electron detachment from the singly-occupied HOMO 7\(a_1\) of the global minimum structure I.1. The broad shape of the peak is an indication of a large geometry change upon the electron detachment, which was confirmed by geometry optimization of the neutral C\(_2\)B\(_6\) cluster (see Fig. 2-4) The electron detachment from the singly occupied HOMO 11\(a'\) of the I.2 isomer can also contribute to this peak since the first VDE is very close to that of I.1. None of the calculated VDEs of I.1 could be assigned to the
experimental feature at ~3.2 eV. This peak confirms the presence of the second-lowest isomer I.2 of C$_2$B$_6^-$ in the molecular beam since it can be clearly explained by the electron detachment from 3a$''$ of I.2 leading to the final $^3A''$ state. Electron detachment processes with final triplet states are expected to be more prominent in the experimental spectra, therefore, we discuss only the transitions leading to the final triplet states. The feature at 3.54 eV in the experimental PES is due to the electron detachment from HOMO − 1 2b$_1$ with the final state $^3B_1$. The next feature (4.35 eV) corresponds to the electron detachment from HOMO − 2 1a$_2$ to the final $^3A_2$ state. Both of these detachment channels are of isomer I.1. The features at 4.68 and 4.77 eV can be explained only by the electron detachment from 2a$''$ and 10a$'$ of I.2 corresponding to two final states: $^3A'$ and $^3A''$. The sharp peak at 4.96 eV is due to the detachment from HOMO − 3 6a$_1$ leading to the $^3A_1$ state of I.1. The broad feature at about 6 eV can be assigned to two detachments of electrons from HOMO − 4 4b$_2$ of I.1 and from HOMO − 4 9a$'$ of I.2 with the final states $^3B_2$ and $^3A'$, respectively. The excellent agreement between the experimentally observed and the theoretically calculated VDEs confirms the predicted structures of the two lowest-lying isomers I.1 and I.2 contributing to the experimental PES of C$_2$B$_6^-$.  

According to the CK search the global minimum structure of the C$_3$B$_5^-$ cluster is a cyclic isomer II.1 with the lowest wheel-type structure II.5 being 62.1 kcal mol$^{-1}$ higher at the B3LYP/3-21G level of theory (Fig. 2-5).  

Geometry optimization for the low-lying isomers (ΔE<25 kcal mol$^{-1}$) and the lowest-found wheel-type structure II.5 at the B3LYP/6-311+G* level of theory with subsequent single point calculations at the RCCSD(T)/6-311+G(2df)/B3LYP/6-311+G*
level revealed the presented (Fig. 2-5) order. Thus, according to our calculations the
global minimum is the cyclic isomer II.1 and the structural transition from the wheel-type
structure to monocyclic ring occurs between C₂B₆⁻ and C₃B₅⁻. The lowest wheel-type
structure II.5 is 28.8 kcal mol⁻¹ higher than the global minimum (RCCSD(T)/6-311+G(2df)//B3LYP/6-311+G*).

Again, we calculated VDEs of the proposed structure II.1 to compare those with
the experimental PES. Only the isomer II.1 is expected to contribute to the experimental
PES of the C₃B₅⁻ cluster, since the lowest alternative isomer II.2 is 13 kcal mol⁻¹ higher
than II.1. The VDE calculations were performed at the same three levels of theory: TD-
B3LYP/6-311+G(2df), ROVGF/6-311+G(2df) and RCCSD(T)/6-311+G(2df) all at the
B3LYP/6-311+G* optimized geometry. The VDEs calculated are summarized in Table
2-2. Our calculations revealed two very close transitions corresponding to the electron
detachments from HOMO (5b₂) and HOMO-1 (1a₂). The first VDE is 0.1-0.2 eV lower
than that assigned to the detachment from HOMO-1 according to all the three theory
levels. These two transitions are responsible for the features X and A in the experimental
spectra of the C₃B₅⁻ cluster (Fig. 2-2). There is a big gap between these two transitions
and the transition corresponding to electron detachment from HOMO-2 (2b₁) which
varies from 1.0 eV (TD-DFT) to 1.3 eV (RCCSD(T)). This computational prediction is
confirmed by the experimental spectra, showing the gap of 1.2 eV between feature A and
feature B. The fourth electron detachment occurs from HOMO-3 (6a₁) and the calculated
VDE agrees well with the experimental value (5.47 eV). The sharp shape of the first peak
in the PES spectra of the C₃B₅⁻ cluster is consistent with the calculated small geometry
change upon the electron detachment (see Fig. 2-4). The perfect agreement between the
experimental and the theoretical VDEs confirms the global minimum structure II.1 for the C$_3$B$_5^-$ cluster.

In order to trace structural change from the wheel-type structure to the monocyclic ring structure we calculated the monocyclic structure for the cluster CB$_7^-$. The calculated relative energy of the wheel-type global minimum structure with respect to the monocyclic ring structure is presented in Fig. 2-6 as well as the corresponding relative energies of the monocyclic ring and wheel-type structures for the C$_2$B$_6^-$ and C$_3$B$_5^-$clusters.

One can see that the energy difference between the wheel-type and monocyclic ring isomers dropped from 79.0 to 20.5 kcal mol$^{-1}$ (at RCCSD(T)/6-311+G(2df)//B3LYP/6-311+G*) upon transition from CB$_7^-$ to C$_2$B$_6^-$. The substitution of another boron by a carbon atom in C$_3$B$_5^-$ leads to the inversion of the wheel-type and monocyclic structures with the monocyclic structure being now the global minimum. It was proposed by Zubarev and Boldyrev$^{22}$ that the wheel-type structures appear in boron clusters beginning from B$_8$ since the dangling electron density at the center of the monocyclic cluster cannot be supported by the valence charge of the boron atoms. Migration of one of the boron atoms into the center of the ring provides the necessary electrostatic field stabilization in the wheel-type structures and that is the reason why those structures are the global minima. The substitution of boron atoms in the peripheral ring by carbon atoms provided additional electrostatic field stabilization at the center of the ring due to the higher valence charge of carbon, which eventually leads to the higher stability of the monocyclic structures over the wheel-type structures in the mixed carbon–boron clusters.
It was previously shown\textsuperscript{7} that the global minimum wheel-type structure of CB\textsubscript{7}\textsuperscript{−} is doubly aromatic. The CB\textsubscript{7}\textsuperscript{−} monocyclic structure has a conflicting aromaticity. The chemical bonding is consistent with the higher stability of the doubly aromatic wheel-type structure relative to the monocyclic structure with the conflicting aromaticity.

We performed chemical analysis in the studied clusters using the Adaptive Natural Partitioning method (AdNDP) developed by Zubarev and Boldyrev.\textsuperscript{23} Results of the AdNDP analysis are summarized Fig. 2-7 and 2-8. According to our AdNDP analysis, chemical bonding in the wheel-type structure of the C\textsubscript{2}B\textsubscript{6}\textsuperscript{−} cluster in Fig. 2-7 can be described as a combination of three 2c–2e σ B–B bonds, four 2c–2e σ C–B bonds, three delocalized π-bonds (responsible for π-aromaticity), three delocalized doubly-occupied σ-bonds and one delocalized singly-occupied σ-bond. Here and elsewhere the terms delocalized σ-bonds and delocalized π-bonds mean that those bonds cannot be reduced to 2c–2e bonds by the AdNDP method. It was previously proposed\textsuperscript{24} to name cases like the one we have here with an odd number of electrons for σ-delocalized bonds as $\frac{1}{2}$-σ-antiaromatic. “$\frac{1}{2}$” is used as a label and means that the σ-system with singly occupied delocalized bond is half way down to being σ-antiaromatic in the wheel-type structure of the doubly-charged C\textsubscript{2}B\textsubscript{6}\textsuperscript{2−} ion. The $\frac{1}{2}$-σ-antiaromatic nature of the global minimum structure I.1 of the C\textsubscript{2}B\textsubscript{6}\textsuperscript{−} cluster is consistent with relatively low first VDE of the cluster. When the extra electron in the C\textsubscript{2}B\textsubscript{6}\textsuperscript{−} cluster is removed from the singly-occupied orbital the resulting neutral C\textsubscript{2}B\textsubscript{6} species becomes a doubly-aromatic system which is consistent with the round structure of the neutral species (Fig. 2-7).

The chemical bonding in the monocyclic structure I.6 of the C\textsubscript{2}B\textsubscript{6}\textsuperscript{−} cluster can be described as follows. There are four 2c–2e σ B–B bonds, four 2c–2e σ C–B bonds, three
delocalized π-bonds (responsible for π-aromaticity), two delocalized doubly-occupied σ-bonds and one delocalized singly-occupied σ-bond. Thus, the structure I.6 is ½-σ-aromatic since the singly occupied delocalized bond is half way down to being σ-aromatic in the monocyclic ring-type structure of the doubly-charged C$_2$B$_6^{2-}$ ion (see Fig. 2-7). The presence of ½-σ-antiaromaticity in the wheel-type structure and of the ½-σ-aromaticity in the monocyclic structure explains the relatively low energy difference compared to that of the CB$_7^-$ structures (Fig. 2-6).

The global minimum monocyclic structure II.1 of the C$_3$B$_5^-$ cluster (Fig. 2-8) is doubly-aromatic with two 2c–2e σ B–B bonds, six 2c–2e σ C–B bonds, three delocalized π-bonds (responsible for π-aromaticity), three delocalized σ-bonds (responsible for σ-aromaticity). The doubly-aromatic nature of the global minimum structure C$_3$B$_5^-$ is consistent with the rather high first VDE of this cluster.

Chemical bonding analysis of the lowest-lying wheel-type isomer II.5 (Fig. 2-8) revealed one 2c–2e σ B–B bond, six 2c–2e σ C–B bonds, three delocalized π-bonds (responsible for π-aromaticity) and four delocalized σ-bonds (responsible for σ-antiaromaticity). The σ-antiaromaticity leads to deformation of the heptagon structure into the hexagon structure with one carbon atom coordinated to the edge of the hexagon. As a result of that we have three σ-bonds delocalized over the hexagon and one 3c–2e σ-bond delocalized over the external carbon atom and the two edge boron atoms see Fig. 2-8). The structure II.5 possessing conflicting aromaticity is higher in energy than the doubly-aromatic global minimum structure II.1.

In the above discussion we presented chemical bonding explanation for different stabilities of the wheel-type and monocyclic ring-type structures. With the chemical
bonding analysis we can explain why the C$_2$B$_6^-$ cluster has relatively low first VDE compared to that of the C$_3$B$_5^-$ cluster. However we would like to stress that we believe that the transition from the wheel-type to the ring-type structures in the series occurs due to the increase of the stabilizing electrostatic field at the center of the cluster as a result of the increased number of carbon atoms in C$_3$B$_5^-$, which makes the presence of the central boron atom unnecessary.

2-1. Experimental section

The experiment was performed using a magnetic-bottle PES apparatus equipped with a laser vaporization cluster source, details of which have been published elsewhere.$^{25,26}$ Briefly, the carbon-doped boron clusters were produced by laser vaporization of a disk target made of isotopically enriched $^{10}$B (∼6% wt), C (∼0.6% wt), and Bi. The clusters were entrained by the helium carrier gas supplied by two pulsed Jordan valves and underwent a supersonic expansion to form a collimated molecular beam. The cluster composition and the cooling were controlled by the time delay between the pulsed beam valves and the vaporization laser. The negatively charged clusters were extracted from the cluster beam and analyzed with a time-of-flight mass spectrometer. The clusters of interest were mass selected and decelerated before being intercepted by the probe photodetachment laser beam: 193 nm (6.424 eV) from an ArF excimer laser and 355 nm (3.496 eV) or 266 nm (4.661 eV) from a Nd:YAG laser. Photoelectrons were collected at nearly 100% efficiency by a magnetic bottle and analyzed in a 3.5 m long electron flight tube. The cluster PE spectra were calibrated using the known spectra of
Bi\(^-\). The kinetic energy resolution of the magnetic bottle apparatus, \(\Delta E/E\), was typically better than 2.5\%, \textit{i.e.} \(\sim25\) meV for 1 eV electrons.

### 2-2. Theoretical section

We searched for the global minimum of the C\(_2\)B\(_6\)\(^-\) and C\(_3\)B\(_5\)\(^-\) clusters using the Coalescence Kick (CK) program\(^{19-21}\) with the B3LYP/3-21G method for energy and gradient calculations. Then we reoptimized the geometries and performed frequency calculations for the lowest isomers \((E < 25\) kcal mol\(^{-1}\)) at the B3LYP/6-311+G* level of theory and recalculated total energies of the isomers at the RCCSD(T)/6-311+G(2df)/B3LYP/6-311+G* level of theory. The VDEs for the global minima I.1 and II.1 and the low-lying isomer I.2 were calculated using the R(U)CCSD(T)/6-311+G(2df) method, the outer-valence Green Function method (R(U)OVGF/6-311+G(2df)) and the time-dependent DFT method (TD B3LYP/6-311+G(2df) at the B3LYP/6-311+G* geometries. The calculations were performed with the Gaussian 03\(^{27}\) and Molpro\(^{28}\) software. Molecular orbitals were visualized with the MOLDEN 3.4\(^{29}\) and Molekel 5.4.0.8\(^{30}\) programs.
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Table 2-1 Comparison of the experimental VDEs with calculated values for the structure I.1. $C_2v$ ($^2A_1$) and I.2. $C_5$ ($^2A'$) of the $C_2B_6$ cluster. All energies are in eV.

<table>
<thead>
<tr>
<th>Feature</th>
<th>VDE (exp)</th>
<th>Final State and electronic configuration</th>
<th>VDE (theor.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>TD-B3LYP$^b$</td>
</tr>
<tr>
<td>I.1. $C_2v$ ($^2A_1$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X'</td>
<td>2.3(1)</td>
<td>$^1A_1; \ldots [5a^{2d}4b^{2d}6a^{10}1a^{2d}2b^{2d}7a^{10}]$</td>
<td>2.26</td>
</tr>
<tr>
<td>B</td>
<td>3.54(3)</td>
<td>$^1A_1; \ldots [5a^{2d}4b^{2d}6a^{10}1a^{2d}2b^{2d}7a^{10}]$</td>
<td>3.51</td>
</tr>
<tr>
<td>C</td>
<td>4.35(5)</td>
<td>$^1A_1; \ldots [5a^{2d}4b^{2d}6a^{10}1a^{2d}2b^{2d}7a^{10}]$</td>
<td>4.25</td>
</tr>
<tr>
<td>F</td>
<td>4.96(5)</td>
<td>$^1A_1; \ldots [5a^{2d}4b^{2d}6a^{10}1a^{2d}2b^{2d}7a^{10}]$</td>
<td>4.46</td>
</tr>
<tr>
<td>G</td>
<td>5.7(2)</td>
<td>$^1A_1; \ldots [5a^{2d}4b^{2d}6a^{10}1a^{2d}2b^{2d}7a^{10}]$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>X</td>
<td>2.2(1)</td>
<td>$^1A'; \ldots [9a^{10}10a^{10}2a^{10}3a^{10}11a^{10}]$</td>
<td>2.19</td>
</tr>
<tr>
<td>A</td>
<td>3.23(2)</td>
<td>$^1A''; \ldots [9a^{10}10a^{10}2a^{10}3a^{10}11a^{10}]$</td>
<td>3.12</td>
</tr>
<tr>
<td>D</td>
<td>4.68(5)</td>
<td>$^1A'; \ldots [9a^{10}10a^{10}2a^{10}3a^{10}11a^{10}]$</td>
<td>3.52</td>
</tr>
<tr>
<td>E</td>
<td>4.77(5)</td>
<td>$^1A''; \ldots [9a^{10}10a^{10}2a^{10}3a^{10}11a^{10}]$</td>
<td>4.69</td>
</tr>
<tr>
<td>G</td>
<td>5.7(2)</td>
<td>$^1A'; \ldots [9a^{10}10a^{10}2a^{10}3a^{10}11a^{10}]$</td>
<td>5.31</td>
</tr>
</tbody>
</table>

* Numbers in parentheses represent the uncertainty in the last digit. $^b$ VDEs were calculated at the TD-B3LYP/6-311+G(d,p)//B3LYP/6-311+G* level of theory. $^c$ VDEs were calculated at the UOOGF/6-311+G(d,p)//B3LYP/6-311+G* level of theory. Values in parentheses represent the role strength of the UOOGF calculation. $^d$ VDEs were calculated at the R(U)CCSD(T)/6-311+G(d,p)//B3LYP/6-311+G* level of theory. $^e$ VDE value cannot be calculated at this level of theory. $^f$ These VDEs are not presented because of large spin contamination at the UHF/6-311+G(d,p) level of theory.
Table 2-2 Comparison of the experimental VDEs with calculated values for the structure II.1. \(C_2v (1A_1)\) of the \(C_3B_5^-\) cluster. All energies are in eV.

<table>
<thead>
<tr>
<th>Feature</th>
<th>VDE (exp) (\text{eV})</th>
<th>Final State and electronic configuration</th>
<th>VDE (theor.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>TD-B3LYP(^a)</td>
</tr>
<tr>
<td>X</td>
<td>3.94(3)</td>
<td>(2B_2 \cdots 5a(2)1b(2)6a(1)2b(1)1a(2)5b(2))</td>
<td>3.82</td>
</tr>
<tr>
<td>A</td>
<td>4.04(3)</td>
<td>(2A_2 \cdots 5a(2)1b(2)6a(2)2b(1)1a(1)5b(2))</td>
<td>4.03</td>
</tr>
<tr>
<td>B</td>
<td>5.26(5)</td>
<td>(2B_1 \cdots 5a(2)1b(1)6a(1)2b(1)1a(2)5b(2))</td>
<td>5.06</td>
</tr>
<tr>
<td>C</td>
<td>5.47(5)</td>
<td>(2A_1 \cdots 5a(2)1b(1)6a(1)2b(1)1a(2)5b(2))</td>
<td>5.41</td>
</tr>
</tbody>
</table>

\(^a\) Numbers in parentheses represent the uncertainty in the last digit. \(^b\) VDEs were calculated at TD-B3LYP/6-311+G(2df)/\(6-311+G^*\) level of theory. \(^c\) VDEs were calculated at ROVGF/6-311+G(2df)/B3LYP/6-311+G\(^*\) level of theory. Values in parentheses represent the pole strength of the OVGF calculation. \(^d\) VDEs were calculated at RCCSD(T)/6-311+G(2df)/B3LYP/6-311+G\(^*\) level of theory.
Fig. 2-1 Photoelectron spectra of $\text{C}_2\text{B}_6^-$ at a) 266 nm (4.661 eV) and b) 193 nm (6.424 eV). The inset shows a partial PES at 355 nm (3.455 eV). The short vertical lines represent the TD-B3LYP values of VDE for structure I.1(bottom) and I.2 (top).
Fig. 2-2 Photoelectron spectra of $\text{C}_3\text{B}_5^-$ at (a) 266 nm (4.661 eV) and (b) 193 nm (6.424 eV).
**Fig. 2-3** Representative optimized isomers of the C$_2$B$_6^-$ cluster, their point group symmetries, spectroscopic states and relative energies. The ZPE corrected energies are given at the RCCSD(T)/6-311+G(2df)//B3LYP/6-311+G*, B3LYP/6-311+G* (in square brackets), and B3LYP/3-21G (in curly brackets) levels of theory.

**Fig. 2-4** Adiabatic Detachment Energies (ADE) of the C$_2$B$_6^-$ and C$_3$B$_5^-$ clusters.
Fig. 2-5 Optimized isomers of the C₃B₅⁻ cluster, their point group symmetries, spectroscopic states and relative energies. The ZPE corrected energies are given at the RCCSD(T)/6-311+G(2df)//B3LYP/6-311+G*, B3LYP/6-311+G* (in square brackets), and B3LYP/3-21G (in curly brackets) levels of theory.

Fig. 2-6 Wheel-type to monocyclic ring structural transition in the series of the CₓB₈₋ₓ⁻ (x=1-3) clusters. Relative energies are given at RCCSD(T)/6-311+G(2df)//B3LYP/6-311+G*. 
Fig. 2-7 The chemical bonding patterns revealed by the AdNDP analysis for the C$_2$B$_6^{2-}$ cluster at the optimized geometries of the global minimum wheel-type structure I.1 (A) and lowest ring isomer I.6 (B) of the C$_2$B$_6^{2-}$ cluster. The extra electron was added in order to avoid complications of the chemical bonding picture caused by spin polarization in the open-shell C$_2$B$_6^-$ cluster. The 2c-2e C-B and B-B bonds of both isomers are superimposed on a single molecular framework.

Fig. 2-8 The chemical bonding patterns revealed by the AdNDP analysis for the global minimum ring isomer II.1 (A) and the lowest wheel-type isomer II.5 (B) of the C$_3$B$_5^-$ cluster. The 2c-2e C-B and B-B bonds of both isomers are superimposed on a single molecular framework.
CHAPTER 3
ON THE WAY TO THE HIGHEST COORDINATION NUMBER IN THE PLANAR 
METAL-CENTRED AROMATIC Ta©B_{10}− CLUSTER: EVOLUTION OF THE 
STRUCTURES OF TaB_{n}− (n = 3–8)\(^1\)

Abstract

The structures and chemical bonding of TaB_{n}− (n = 3–8) clusters are investigated systematically to elucidate the formation of the planar metal-centred aromatic borometallic cluster, Ta©B_{10}− (the © sign is used to designate the central position of the doped atom in monocyclic structures in M©B_{n}-type planar clusters), which was found previously to have the highest coordination number for a metal atom in a planar geometry. Photoelectron spectroscopy is combined with \textit{ab initio} calculations to determine the global minima of the TaB_{n}− clusters. We find that from TaB_{3}− to TaB_{5}− the boron atoms nucleate around the central Ta atom to form fan-like structures. A structural transition occurs at TaB_{6}−, which is found to have a hexagonal structure, but with a boron atom in the centre and the Ta atom on the periphery. TaB_{7}− is shown to have a three-dimensional boat-like structure, which can be viewed as a Ta atom coordinated to an elongated B_{7} cluster from above. The global minimum of the TaB_{8}− cluster is found to be pyramidal with the Ta atom interacting with a B_{8} monocyclic ring. Starting from this structure, additional boron atoms simply enlarge the boron ring to form the slightly pyramidal TaB_{9}− cluster and eventually the perfectly planar Ta-centred B_{10}-ring aromatic cluster, Ta©B_{10}−. It is shown that boron atoms do not nucleate

smoothly around a Ta atom on the way to the decacoordinated Ta\(\text{©}B_{10}^{-}\) molecular wheel, but rather the competition between B–B interactions and Ta–B interactions determines the most stable structures of the smaller TaB\(_n^-(n = 3–8)\) clusters.

### 3-1. Introduction

As a second-row element, boron has some unique properties that differentiate it from its neighbours in Group 13 and from the rest of the metalloids in the Periodic Table. The peculiar features of boron chemistry can be attributed to its electron deficiency (four valence atomic orbitals with only three valence electrons). Owing to this electron configuration \((2s^22p^1)\), boron favours multi-centre bonds with pairs of electrons shared among three or more atoms, resulting in interesting three-dimensional (3D) cage structures in bulk boron and boranes. However, joint photoelectron spectroscopy (PES) and computational studies over the past decade have shown that bare boron clusters (B\(_n\)) are planar or quasi-planar at least up to \(n = 23\) for anions.\(^1\)–\(^12\) Neutral boron clusters become 3D at B\(_{20}\),\(^7\) which have been reaffirmed by recent computational studies.\(^13\),\(^14\) Positively charged boron clusters have been shown to become 3D at B\(_{16}^+\).\(^15\) Small planar boron clusters starting from \(n = 7\) are composed of a periphery featuring strong covalent two-centre two-electron (2c-2e) B–B \(\sigma\)-bonds and one or more inner atoms, which interact with the periphery through delocalized \(\sigma\) and \(\pi\) bonding.\(^16\) Two anionic clusters B\(_8^{2-}\) (D\(_{7h}\)) and B\(_9^-\) (D\(_{8h}\)) were found to be perfectly symmetric and doubly (\(\pi\) and \(\sigma\)) aromatic molecular wheels with a central B atom.\(^2\),\(^17\) Chemical bonding analyses revealed that in both clusters each B atom in the periphery contributes two electrons to the B–B peripheral covalent bonds and one electron to the delocalized bonds, whereas the central B atom contributes all its valence
electrons to the delocalized bonds. An intriguing question arose: is it possible to substitute the central boron atom in the B$_8^{2-}$ and B$_9^-$ molecular wheels with a heteroatom, thus creating highly coordinated monocyclic boron clusters? CB$_6^{2-}$ and CB$_7^-$ were proposed computationally to form carbon-centred molecular wheels. However, the reported high-symmetry CB$_6^{2-}$ and CB$_7^-$ structures were only local minima, as confirmed by joint experimental and theoretical studies that the carbon atom (being more electronegative than boron) avoids hyper-coordination in binary B$_x$C$_y$ clusters.

Subsequent computational studies on silicon-centred clusters suggested that planar structures could be obtained by consecutively adding B atoms to the periphery of a Si-centred C$_{2v}$-B$_8$Si$_2$Si$^-$ molecular fan. A perfect planar octacoordinated-Si is achieved at B$_8$Si (D$_{8h}$). These examples indicate the plausibility of nonmetal-centred monocyclic boron clusters, albeit none has been experimentally confirmed. Some attention has been turned to replacing the central boron atom with a metal atom. We have shown previously that valence isoelectronic substitution of the central boron atom by aluminium in B$_8^{2-}$ and B$_9^-$ led to umbrella-type structures for AlB$_7^-$ (C$_{6v}$) and AlB$_8^-$ (C$_{7v}$), in which the Al atom forms ionic bonds within a quasi-planar B$_7^{3-}$ or B$_8^{2-}$ moiety and does not participate in delocalized bonding. Formation of ionic bonds in Al-doped boron clusters was also observed for larger AlB$_n^-$ ($n = 9–11$) clusters. Hence, it appears unlikely that main group atoms are capable of forming molecular wheels with boron rings other than the boron atom itself.

A number of computational studies have examined the possibility of substituting the central B atom in B$_8^{2-}$ and B$_9^-$ by a transition metal atom. Recently, we have experimentally and theoretically characterized the first transition metal centred boron
wheels,\textsuperscript{32} which led to the proposal of a design principle based on \( \pi \) and \( \sigma \) double aromaticity and the “©” symbol to designate the structures of this type of molecular wheels.\textsuperscript{33} The design principle, derived from the bonding model of the doubly aromatic \( \text{B}_8^{2-} (\text{B}©\text{B}_7^{2-}) \) and \( \text{B}_9^- (\text{B}©\text{B}_8^-) \) clusters,\textsuperscript{2} requires that, in order to form a stable \( M \)-centred \( M^{3+}©\text{B}_n^{q-} \) molecular wheel, the bonding electrons in the system \((3n + x + q)\) participate in \( n \) \( 2c-2e \) \( \text{B}–\text{B} \) peripheral bonds and two sets of aromatic delocalized bonds (\( \pi \) and \( \sigma \)), each fulfilling the Hückel's rule for aromaticity (\( 4N + 2 \) electrons), where \( n \) is the number of peripheral boron atoms, \( x \) is the formal valence of the transition metal, \( q \) is the cluster's charge, and \( N \) is an integer. Stable planar molecular wheels of this type that fill the design principle and that have been characterized both experimentally and theoretically thus far include: \( \text{Fe}©\text{B}_8^- \) and \( \text{Fe}©\text{B}_9^- \),\textsuperscript{34} \( \text{Co}©\text{B}_8^- \) and \( \text{Ru}©\text{B}_9^- \),\textsuperscript{32} \( \text{Ta}©\text{B}_{10}^- \) and \( \text{Nb}©\text{B}_{10}^- \),\textsuperscript{35} and \( \text{Rh}©\text{B}_9 \) and \( \text{Ir}©\text{B}_9 \).\textsuperscript{36} In addition to the electronic requirement, we have found that the geometric fitness is also essential. For instance, in a recent study we showed that even though the \( \text{VB}_{10}^- \) system fulfils the electronic requirement to form a \( D_{10h}^-\text{V}©\text{B}_{10}^- \) aromatic molecular wheel, the \( \text{V} \) atom is too small to stabilize the ten-membered boron ring.\textsuperscript{37} On the other hand, the \( \text{B}_9 \) ring fits well a \( \text{V} \) atom to form a perfectly planar \( \text{V}©\text{B}_9^{2-} \) wheel, whereas it is too small to fit a \( \text{Nb} \) or \( \text{Ta} \) atom.\textsuperscript{38} Global minimum searches for planar boron wheels with a central hypercoordinate atom (\( M©\text{B}_n \), where \( M \) is a second or third row element) revealed that most of the boron wheels are only local minima.\textsuperscript{39} Among the experimentally characterized \( M©\text{B}_n^- \) wheels, the \( \text{Ta}©\text{B}_{10}^- \) and \( \text{Nb}©\text{B}_{10}^- \) clusters represent the highest coordination number achieved for planar systems.\textsuperscript{35,40} It would be interesting to understand atom-by-atom how these remarkable structures are formed. Theoretical
calculations on TiB\(_n\) \((n = 1–10)\) clusters showed that planar two-dimensional (2D) fan- and wheel-type structures are more stable than three-dimensional pyramidal structures.\(^{41}\) However, the calculations were done at relatively low level of theory and whether these structures are true global minima on their potential energy surfaces was not addressed. Furthermore, the viability of Ti-containing molecular wheels of any size has not been examined experimentally. Beside a recent study on Ta\(_2\)B\(_n^–\) \((n = 2–5),^{42}\) there have been no prior studies of the small TaB\(_n^–\) clusters. An interesting question arises, concerning the structures of these precursors to the decacoordinated Ta©B\(_{10}^–\): do the boron atoms nucleate around the Ta atom in fan-like structures on the way to the highest coordinate Ta or are there non-planar structures and structural transitions?

In this article we provide an extensive and systematic experimental and theoretical studies on a series of Ta©B\(_n^–\) \((n = 3–8)\) clusters to examine how boron atoms nucleate around the Ta atom to form the highest coordination molecular wheel in Ta©B\(_{10}^–\). We found that in the small Ta©B\(_n^–\) \((n = 3–5)\) clusters the B atoms form a fan structure around the Ta atom, as expected. However, the cluster structure takes a different turn at TaB\(_6^–\), which has a B-centred hexagonal structure with Ta on the periphery, whereas TaB\(_7^–\) has a 3D structure. Only at TaB\(_8^–\) is a complete B\(_8^–\) ring formed with a pyramidal structure. From then on, the boron ring enlarges with each additional B atom until the perfect decagonal wheel-type structure is achieved at the Ta©B\(_{10}^–\) \((D_{10h})\) cluster.

3-2. Experimental and computational methods

3-2.1. Photoelectron spectroscopy method

The experiment was performed using a magnetic-bottle photoelectron spectroscopy (PES) apparatus equipped with a laser vaporization cluster source, details of
which have been published in Ref.\textsuperscript{43} Briefly, the TaB\textsubscript{n−} clusters were produced by laser vaporization of a composite disk target made of ~10\% isotopically-enriched \textsuperscript{11}B and ~15\% Ta balanced by Bi or Ag. The latter acted as a binder and also provided atomic Bi\textsuperscript{−} or Ag\textsuperscript{−} anions as calibrants for the PES experiment. The clusters were entrained by a He carrier gas seeded with 5\% Ar and underwent a supersonic expansion to form a collimated and cold cluster beam. The negatively charged clusters were analyzed with a time-of-flight mass spectrometer. The species of interest were mass-selected and decelerated before being photodetached by a pulsed laser beam at 193 nm (6.424 eV) from an ArF excimer laser; 266 nm (4.661 eV), 355 nm (3.496 eV) and 532 nm (2.331 eV) from a Nd:YAG laser. Photoelectrons were collected at nearly 100\% efficiency by a magnetic bottle and analyzed in a 3.5 m long electron flight tube. The resolution of the apparatus, ΔE\textsubscript{k}/E\textsubscript{k}, was 2.5\%, i.e. ~25 meV for 1 eV electrons.

\textit{3-2.2. Global optimization methods}

The search for the global minimum structures of TaB\textsubscript{n−} (n = 3–8) stoichiometries with different (singlet, doublet, triplet, quartet, quintet, and sextet) electronic states was performed using the Coalescence Kick (CK) program.\textsuperscript{10} The CK method subjects large populations of randomly generated structures to a coalescence procedure in which all atoms are pushed gradually to the molecular center of mass to avoid generation of fragmented structures and then optimized to the nearest local minima. These calculations were performed at the PBE0/LANL2DZ\textsuperscript{44-46} level of theory. The lowest energy isomers (ΔE<30 kcal mol\textsuperscript{−1}) were then reoptimized at PBE0/Ta/Stuttgart/ B/aug-cc-pVTZ\textsuperscript{47-51} and single-point calculations for the selected isomers were performed using the CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ level of theory. Theoretical vertical detachment
energies (VDEs) were calculated at the ROPBE0/Ta/Stuttgart/B/ aug-cc-pVTZ and ROCCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ// PBE0/Ta/Stuttgart/B/aug-cc-pVTZ levels of theory. Chemical bonding analyses (PBE0/LANL2DZ) of the global minimum structures were performed using the AdNDP method. All calculations were done using Gaussian 09. Molekel 5.4.0.8 was used for molecular orbitals visualization.

3-3. Experimental results

The photoelectron spectra of TaB$_n^-$ ($n = 3$–$8$) at 193 and 266 nm are shown in Figure 3-1. For the smaller clusters, we have also obtained spectra at 355 nm ($n = 3$–$7$) and 532 nm ($n = 3$), which are given in Figs. 3-7–3-11. The observed detachment transitions are labeled by letters. The VDEs for the observed PES bands are compared with the theoretical data in Tables 1–6 for $n = 3$–$8$, respectively. In each spectrum, the X band represents the transition from the anionic to the neutral ground states. The A, B, … bands denote transitions to the first, second … excited states of the neutral species, etc.

The 193 nm spectrum of TaB$_3^-$ (Figure 3-1a) is relatively congested with at least eight resolved detachment bands (X, A–G). The A band is resolved as a shoulder in the 266 nm spectrum (Figure 3-1b). We also obtained the spectra of TaB$_3^-$ at 355 and 532 nm at slightly better resolution (Figure 3-7). Vibrational fine features are partially resolved at 532 nm for the X band with an average spacing of 670 ± 30 cm$^{-1}$. The VDE of the X band is measured from the 532 nm spectrum to be 1.87 ± 0.03 eV. The VDE of the A band is measured from the 355 nm spectrum as 2.03 ± 0.04 eV (Figure 3-7b). The VDEs of the remaining spectral bands are measured from the peak maxima and all the VDEs are given in Table 3-1.
The 193 nm spectrum of TaB$_4^-$ (Figure 3-1c) reveals four prominent PES bands (X, A–C). A shoulder (A') is resolved on the lower energy side of the X band in the 266 nm spectrum (Figure 3-1d), where a low binding energy tail (X') is also discernible. This tail becomes more recognizable in the 355 nm spectrum (Figure 3-8). As will be shown later, the X' tail, the A' feature, and the weak B' band are all due to a low-lying isomer of TaB$_4^-$. The VDEs of all the observed features are given in Table 3-2.

The 193 nm spectrum of TaB$_5^-$ (Figure 3-1e) shows five PES bands (X, A–D) plus a weak low binding energy tail (X'). The A band is relatively weak, while the relative intensities of the B and C bands also decreased significantly at 266 nm (Figure 3-1f). The 355 nm spectrum of TaB$_5^-$ (Figure 3-9) is not significantly improved. The VDEs of all the observed PES bands are given in Table 3-3.

The 193 nm spectrum of TaB$_6^-$ is quite complicated with many PES transitions (Figure 3-1g). More PES bands (X", A", B") are resolved at 266 nm (Figure 3-1h). As will be shown below, there are two low-lying isomers, which can potentially contribute to the observed spectra and result in the congested spectra observed. The VDEs of all the resolved PES bands are given in Table 3-4.

The 193 nm spectrum of TaB$_7^-$ (Figure 3-1i) is relatively simple with four well-resolved bands (X, A–C). Bands B and C are quite broad and may contain multiple electronic transitions. The X band defines a relatively low VDE of 2.05 eV for TaB$_7^-$. The spectra of TaB$_7^-$ suggest that they come from a single stable isomer without any appreciable contribution from low-lying isomers. The observed VDEs for TaB$_7^-$ are given in Table 3-5. The 193 nm spectrum of TaB$_8^-$ (Figure 3-1k) displays five relatively sharp PES bands (X, A–D). The band A is better resolved in the 266 nm spectrum (Figure
which shows possible vibrational structures for band X. Very weak signals at lower binding energies (labeled as *) are seen in the 266 nm and they may come from a weakly populated isomer. The VDEs of all the observed PES bands for TaB\(_8^-\) are given in Table 3-6. Overall, the binding energy increases from TaB\(_3^-\) to TaB\(_5^-\) and then drops at TaB\(_6^-\) and reaches a minimum at TaB\(_7^-\) before increasing again at TaB\(_8^-\). This observation may suggest a structural change at TaB\(_6^-\) and TaB\(_7^-\). The spectra of TaB\(_8^-\) exhibit some similarity to those of TaB\(_9^-\) and TaB\(_{10}^-\) with systematic increasing VDEs\(^{35,38}\) suggesting that TaB\(_8^-\) may show structural similarities to the larger Ta©B\(_9^-\) and Ta©B\(_{10}^-\) molecular wheels.

3-4. Theoretical results

3-4.1. TaB\(_3^-\)

The unbiased global minimum searches for TaB\(_3^-\) in different spin states led to three low energy isomers (Figure 3-2a). The C\(_{2v}\) (\(^4\text{A}_2\)) structure I.3 was found to be the lowest energy isomer at the PBE0-Ta/Stuttgart/B/aug-cc-pVTZ level of theory. However, single point calculations at CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ and CCSD(T)/Ta/Stuttgart/B/aug-cc-pVQZ for all the low-lying isomers of TaB\(_3^-\) (Figure 3-10) showed that the C\(_{2v}\) (\(^4\text{B}_1\)) fan-type structure I.1 is the true global minimum on the potential energy surface of TaB\(_3^-\), although isomers I.2 and I.3 are very close in energy to I.1, only 0.2 and 1.6 kcal/mol higher at the CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ level of theory.
3.4.2. \( \text{TaB}_4^- \)

Our global minimum search revealed that the fan-like structure (II.1 in Figure 3-2b) is the global minimum for \( \text{TaB}_4^- \). Single point calculations at CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ showed that a similar triplet isomer is only 2.7 kcal/mol higher (Figure 3-2b, II.2). The II.2 isomer is not completely planar, but the deviation from planarity is very small. A low-symmetry 3D isomer (II.3 in Figure 3-11) is 8.7 kcal/mol above the global minimum. The global minimum of \( \text{TaB}_4^- \) continues the fan-like structure observed for \( \text{TaB}_3^- \).

3.4.3 \( \text{TaB}_5^- \)

The global minimum of \( \text{TaB}_5^- \) is also a planar fan-like structure (III.1 in Figure 3-2c). The second lowest isomer (III.2 in Figure 3-2c) which is similar to isomer II.3 of \( \text{TaB}_4^- \), is only 1.4 kcal/mol higher in energy at CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ. A more extensive set of alternative isomers found in our global minimum search for \( \text{TaB}_5^- \) is summarized in Figure 3-12.

Thus, \( \text{TaB}_5^- \) continues the fan-growth mode, which is now half way on to the \( \text{Ta} \oplus \text{B}_{10}^- \) molecular wheel. However, some subtle structural trends can be seen from \( \text{TaB}_3^- \) to \( \text{TaB}_5^- \): the B–B bond lengths seem to decrease, whereas the Ta–B bond lengths increase. This trend suggests that the interaction between Ta and individual B atoms decreases, while the boron ring motif is taking shape.

3.4.4. \( \text{TaB}_6^- \)

The fan-growth mode is disrupted at \( \text{TaB}_6^- \). Our global search showed that the most stable structure of \( \text{TaB}_6^- \) (IV.1 in Figure 3-2d) is planar with a hexagonal shape, but
with a B atom in the centre. We also found two boat-like 3D isomers (IV.2 and IV.3 in Figure 3-2d), which are competitive, lying within 3 kcal/mol of isomer IV.1 (CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ). The expected fan-shaped structure (IV.5 in Figure 3-13) is only the fifth lowest isomer of TaB$_6^-$, being 9.8 kcal/mol above IV.1. It seems that the B–B interactions prevail over Ta–B bonding in TaB$_6^-$. 

3-4.5. TaB$_7^-$

We found that the global minimum of TaB$_7^-$ is a very stable boat-like 3D structure (Figure 3-3a), which can be viewed as being formed from the IV.3 isomer of TaB$_6^-$. The fan-like structure (V.9 in Figure 3-14) is now a much higher isomer by 20.2 kcal/mol above the global minimum. Interestingly, the second lowest isomer of TaB$_7^-$ is heptagonal pyramidal structure (V.2 in Figure 3-14), which is higher than the global minimum by 4.9 kcal/mol (CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ). This isomer can be viewed as Ta atom interacting with a B$_7$ ring. Thus, starting from $n = 7$, a boron-ring based isomer becomes energetically favorable, even though the global minimum of TaB$_7^-$ is 3D.

3-4.6. TaB$_8^-$

According to our CK search, the global minimum of TaB$_8^-$ is a pyramidal structure with a triplet spin state (Figure 3-3b), in which the Ta atom is interacting with a B$_8$ ring. Ta atom is obviously too large to fit in the centre of the B$_8$ ring to form the planar octacoordinated Ta. Our calculations at the PBE0 level of theory showed that the global minimum VI.1 represents only a low-symmetry C$_s$ structure. However, optimization with follow-up frequency calculations using the exchange-correlation
potential PW91PW91\textsuperscript{56} and the hybrid meta-exchange-correlation functional M06-2X\textsuperscript{57} confirmed the C\textsubscript{8v} structure VI.1 to be the global minimum. However, the distortion in the C\textsubscript{s} structures relative to the C\textsubscript{8v} symmetry is small and our chemical bonding analyses yielded very similar results for either C\textsubscript{s} or C\textsubscript{8v} symmetry. The second low-lying isomer is also a pyramidal structure with a singlet spin state and C\textsubscript{4v} symmetry (VI.2 in Figure 3-15), in which four boron atoms are slightly pulled out from the molecular framework. The VI.2 isomer is 4.1 kcal/mol higher than the global minimum and all other isomers (Figure 3-15) are at least 18 kcal/mol higher.

3-5. Interpretation of the photoelectron spectra

3-5.1. TaB\textsubscript{3}−

According to the relative energies calculated at the CCSD(T) level, isomer I.1 is the global minimum and should be responsible for the observed PES spectra of TaB\textsubscript{3}−. Isomers I.2 and I.3 are quite low-lying (Figure 3-2a) and may be present in the cluster beam and make minor contributions to the PES spectra.

Isomer I.1 is open shell with a quartet ground state (\textsuperscript{4}B\textsubscript{1}). The calculated VDEs for TaB\textsubscript{3}− are compared with the experimental data in Table 3-1. Three molecular orbitals are singly occupied in isomers I.1, yielding triplet or quintet neutral final states upon electron detachment. The first VDE corresponds to the electron detachment from the 3b\textsubscript{2} orbital to produce the \textsuperscript{3}A\textsubscript{2} final state. The calculated VDE of 1.82 eV (all the calculated values discussed in this section are at ROCCSD(T) level of theory) is in excellent agreement with the experimental value of 1.87 ± 0.03 eV. All the other calculated VDEs agree well with the observed major PES bands. There is a small tail in front of peak X at ~1.6-1.7
56 eV (Figure 3-7), which might come from I.2 and I.3. The calculated first VDEs for I.2 and I.3 are 1.64 eV and 1.60 eV, respectively, at the CCSD(T) level of theory. The calculated VDEs for higher energy detachment channels for isomers I.2 and I.3 are given in Table 3-7. The almost negligible signals in the low binding energy tail in the experimental spectra suggest that the populations of isomers I.2 and I.3 are minor, if at all. Thus, their relative energies may be even higher than the CCSD(T) results indicate.

3-5.2. TaB$_4^-$

The global minimum (II.1) of TaB$_4^-$ is closed shell with a singlet ground state (Figure 3-2b). The triplet isomer II.2 is only 2.7 kcal/mol higher in energy and may be present in the cluster beam and contribute to the photoelectron spectra. The calculated VDE from the 3b$_2$ HOMO of II.1 is 2.66 eV (Table 3-2), corresponding to the ground state detachment band X at 2.78 eV. The VDE of the next detachment channel from the 1a$_2$ HOMO-1 is calculated to be 3.09 eV, in good agreement with the band A at 3.14 eV. The VDEs from HOMO-2 and HOMO-3 are calculated to be 3.49 eV and 4.21 eV, consistent with the observed bands B (VDE = 3.46 eV) and C (VDE = 4.07 eV), respectively.

Hence, the weak features X', A', and B' must come from the low-lying isomer II.2. This isomer has a triplet ground electronic state, which can yield doublet and quartet final states, as shown in Table 3-2. The first VDE of II.2 is calculated to be 2.50 eV, which agrees well with the weak feature X' at ~2.5 eV. The second and third detachment channels were calculated to have very close VDEs of 2.80 and 2.82 eV, which should correspond to the A' feature. The next two detachment channel could not be calculated at the CCSD(T) level, one of the channels should correspond to the B' band. The sixth
detachment channel with a calculated VDE of 4.09 eV should contribute to the broad C band. Thus, the observed PES spectra can be explained well by isomers II.1 and II.2. Isomer II.2 is a triplet state, which is metastable and cannot relax readily to the singlet ground state in the cluster beam, which is why it was populated even though its energy is relatively high (by 2.7 kcal/mol) above isomer II.1.

3-5.3. TaB\textsubscript{5}–

The global minimum isomer III.1 of TaB\textsubscript{5}– (Figure 3-2c) is open shell with a doublet ground electronic state. The first detachment channel is from the fully occupied 3\textit{b}\textsubscript{2} MO producing a \textit{3}B\textsubscript{2} final state (Table 3-3). The calculated first VDE of 2.81 eV is in perfect agreement with the experimental result. The next two detachment channels from the 4\textit{b}\textsubscript{2} and 5\textit{a}\textsubscript{1} orbitals yielded similar VDEs of 2.86 and 2.89 eV, which should correspond to the broad A band. Following an energy gap, the next three detachment channels yielded VDEs in good agreement with bands B, C, and D in the experiment. The isomer III.2 is only 1.4 kcal/mol above III.1 and is expected to be present in the experiment. Indeed, the calculated first VDE from III.2 of 2.35 eV agrees well with the weak X' band in the low binding energy side. Higher energy detachment channels are likely buried in the broad features of isomer III.1.

3-5.4. TaB\textsubscript{6}–

The global minimum isomer IV.1 of TaB\textsubscript{6}– has a triplet ground state (Figure 3-2d), which can lead to both doublet and quartet final states in PES. The calculated first VDE of 2.43 eV from the 5\textit{b}\textsubscript{2} MO is in excellent agreement with band X at 2.49 eV (Table 3-4). The calculated VDEs for the next four detachment channels at the CCSD(T)
level are in excellent agreement with the observed bands A, B, C, and D, respectively. However, higher energy channels corresponding to bands E and F were unfortunately unable to be calculated at CCSD(T). The VDE from PBE at 4.44 eV is in good agreement with band E. These assignments leave several weaker features unaccounted for in the experimental spectra, which must come from low-lying isomers.

Our calculations suggested two 3D isomers (IV.2 and IV.3), which are within 3 kcal/mol of the global minimum (Figure 3-2d). Both are closed shell with singlet spin states and thus are metastable relative to the triplet ground state. They can be populated experimentally, even though their energies are relatively high. The calculated first VDE of isomer IV.2 is 2.32 eV, consistent with the low binding energy tail labeled as X’ in Figure 3-1h. The second detachment channel of isomer IV.2 gives a calculated VDE of 2.73 eV, which may contribute to band A, whereas the third detachment channel of isomer IV.2 with a calculated VDE of 3.23 eV could contribute to band B”. The higher detachment channels of isomer IV.2 from 4.68 to 4.85 eV should contribute to the nearly continuous signals in the corresponding spectral range in the 193 nm spectrum (Figure 3-1g).

The calculated VDEs from isomer IV.3 are in excellent agreement with the remaining weak features (X”, A”, B”, C”), as shown in Table 3-4. The fourth detachment channel of IV.3 at 3.72 eV is likely buried in the intense C band. Overall, the complicated PES spectra of TaB₆⁻ are well explained by the global minimum and the two 3D low-lying isomers.

3-5.5. TaB₇⁻

The global minimum 3D structure of TaB₇⁻ is very stable (Figure 3-3a) and the
nearest low-lying isomer is at least 4.9 kcal/mol higher in energy (Figure 3-14), thus unlikely to be present in the experiment. Indeed, the PES spectra of TaB$_7^-$ are relatively simple with no hint of major low-lying isomer contributions. The first detachment channel from the global minimum V.1 isomer of TaB$_7^-$ is from the 9a' singlet occupied MO, producing the neutral singlet ground state. The calculated VDE of 2.18 eV is in good agreement with band X at 2.05 eV (Table 3-5). The second detachment channel is from the fully occupied 8a' orbital with a calculated VDE of 3.32 eV, in excellent agreement with band A at 3.43 eV. The large X-A separation defines a large HOMO-LUMO gap (~1.4 eV) for the neutral TaB$_7^-$, suggesting it is a relatively stable cluster. The third detachment is from the 5a" MO with a calculated VDE of 3.91 eV, in good agreement with the observed band B at 3.80 eV. Even though the VDEs for deeper MOs could not be calculated at these level of theory, the good agreement between experiment and theory for the first three detachment channels provides strong support for the global minimum of TaB$_7^-$.

3-5.6. TaB$_8^-$

The global minimum of TaB$_8^-$ has a triplet electronic state (either C$_{8v}$ or C$_s$ symmetry). The first and second detachment channels are from the fully occupied 5a" and 9a' MOs, producing two quartet final states. The calculated VDEs of 3.32 eV for these detachment channels are the same, in good agreement with band X at 3.35 eV (Table 3-6). Detachment from the two singly occupied 10a' and 6a" MOs, resulting in two doublet final states, also with very similar calculated VDEs, 3.42 and 3.43 eV, respectively, in good agreement with band A at 3.52 eV. The fifth detachment channel is from the 8a' MO, producing a quartet final state, with a calculated VDE of 4.48 eV in
good agreement with the observed band C at 4.42 eV. The VDEs for higher binding energy MOs could not be calculated at the current level of theory.

However, the above assignment still leaves the lower binding energy B band at 3.98 eV unaccounted for. This feature could be due to contributions from a low lying isomer. The second isomer TaB₈⁻ is a singlet state, 4.1 kcal/cal above the triplet global minimum (Figure 3-15). The first calculated VDE for isomer VI.2 is 3.23 eV (Table 3-6), which is consistent with the very weak tail around 3.2 eV (Figure 3-1l). However, this tail is almost negligible, suggesting that contributions from isomer VI.2 is negligible.

Furthermore, there is no detachment channel from isomer VI.2 that agrees with the observed band B. We found that a two-electron detachment channel produced a VDE of 3.78 eV, in good agreement with the observed VDE of band B at 3.98 eV (Table 3-6). We also note a weak signal around 2.4 eV in the 266 nm spectrum of TaB₈⁻ (labeled as * in Figure 3-1l). But it is negligible in the 193 nm spectrum (Figure 3-1k). We attributed to it to an unknown impurity.

Overall, the computational results and the experimental data are in good agreement, lending considerable credence to the global minima and the low-lying isomers obtained for all the TaBₙ⁻ (n = 3–8) clusters.

3.6. Structural evolution and chemical bonding in TaBₙ⁻

To understand the structural evolution and how boron atoms nucleate around the central Ta atom to form the highest coordination Ta©B₁₀⁻ molecular wheel, we analyzed the chemical bonding in TaBₙ⁻ (n = 3–8) using the Adaptive Natural Density Partitioning (AdNDP),₅² as shown in Figs. 3-4 – 3-6.
3-6.1. $\text{TaB}_n^-$ ($n = 3–5$): nucleation of B around Ta

The AdNDP analysis for the global minimum $\text{TaB}_3^-$ ($C_{2v}$, $^4\text{B}_1$) cluster (Figure 3-4, I.1) revealed four 2c-2e peripheral $\sigma$ bonds (two B–B bonds and two Ta–B bonds) with occupation numbers (ON) ranging from 1.95 $|e|$ to 1.98 $|e|$, one delocalized 4c-2e $\sigma$ bond and one delocalized 4c-2e $\pi$ bond (ON = 2.00 $|e|$). Since $\text{TaB}_3^-$ has three unpaired electrons, the AdNDP analysis also showed one delocalized 4c-1e $\sigma$ bond (ON = 1.00 $|e|$), one delocalized 4c-1e $\pi$ bond (ON = 1.00 $|e|$), and one 1c-1e 6s lone-pair on Ta (ON = 1.00 $|e|$). The single electron delocalized $\sigma$ and $\pi$ bonds both describe Ta 5d bonding with the two terminal B atoms, rendering partial multiple bond characters for the two Ta–B bonds. This bonding picture is consistent with the short terminal Ta–B bond lengths (2.08 Å) and the relatively long bond length between Ta and the central B atom (2.32 Å). The latter is characterized by multicenter delocalized bonding only.

The bonding in the global minimum $\text{TaB}_4^-$ ($C_{2v}$, $^1\text{A}_1$) consists of five localized 2c-2e $\sigma$ peripheral bonds (three B–B bonds and two Ta–B bonds), two delocalized 3c-2e $\sigma$ and $\pi$ bonds (Figure 3-4, II.1). The two 3c-2e delocalized $\sigma$ bonds describe bonding of Ta with two terminal B–B units, while the two delocalized $\pi$ bonds mainly describe bonding between Ta and the terminal B atoms. Thus, the Ta–B$_\text{terminal}$ bonds can be viewed as Ta=B double bonds, consistent with the very short Ta–B bond lengths (2.07 Å). From $\text{TaB}_3^-$ to $\text{TaB}_4^-$, the bonding between Ta and the terminal B atoms is strengthened slightly. Again, the Ta bonding with the two middle B atom is through multicenter delocalized bonding only.

The chemical bonding picture in the $\text{TaB}_5^-$ global minimum fan structure is similar to that in $\text{TaB}_4^-$. The AdNDP analysis recovered six localized 2c-2e peripheral $\sigma$
bonds (four B–B bonds and two Ta–B bonds), two delocalized 4c-2e \( \sigma \) and \( \pi \) bonds, and one 6c-1e \( \sigma \) bond (ON = 1.00 |e|) (Figure 3-4, III.1). Thus, the bonds between Ta and the two terminal B atoms contain multiple bond characters, whereas the bonding between Ta and the middle three B atoms are entirely via multicenter delocalized bonding.

3-6.2. TaB\(_6^-\) and TaB\(_7^-\): structural excursions

The Ta atom in the global minimum of TaB\(_6^-\) (C\(_{2v}\), \( ^3B_1 \)) is part of a hexagonal ring with a central B atom. Our AdNDP analysis revealed six localized 2c-2e \( \sigma \) peripheral bonds for the hexagonal ring, three delocalized 7c-2e \( \sigma \) bonds (ON = 2.00 |e|), two 7c-2e \( \pi \) bonds (ON = 2.00 |e|), one 1c-1e 5d lone-pair (ON = 1.00 |e|), and one delocalized 7c-1e \( \pi \) bond (ON = 1.00 |e|) (Figure 3-5, IV.1). The three delocalized 7c-2e \( \sigma \) bonds make TaB\(_6^-\) \( \sigma \) aromatic. The structure and bonding in TaB\(_6^-\) are reminiscent of those in AlB\(_6^-\),\(^{30}\) which has a similar structure with Al being part of the peripheral hexagonal ring and a central B atom. However, the Al atom is slightly out of plane due to \( \pi \) antiaromaticity because AlB\(_6^-\) only has four delocalized \( \pi \) electrons. Clearly, the additional delocalized \( \pi \) bond in TaB\(_6^-\) is sufficient for a perfect planar structure, even though it only has a single electron. Thus, TaB\(_7^-\) can be considered to be doubly aromatic. The AlB\(_6^-\) cluster was related to the pyramidal B\(_7^-\) cluster and the Al atom was considered as an isoelectronic substitute of a peripheral B atom.\(^{30}\) The large size of the Al atom enlarges the hexagonal ring and planarizes the central B atom. However, because of the \( \pi \) antiaromaticity the Al atom is slightly bent out of plane in AlB\(_6^-\). Thus, Ta can be considered as a better substitute of the peripheral B atom in the B\(_7^-\) cluster to yield the doubly aromatic and perfectly planar TaB\(_6^-\) cluster. This favourable bonding situation is
why the fan structure of TaB$_6^-$ is not competitive.

The 3D global minimum structure of TaB$_7^-$ has seven localized 2c-2e σ bonds (ON = 1.77-1.94 |e|), two delocalized 3c-2e σ bonds (ON = 1.85 |e|), one delocalized 8c-2e σ bond (ON = 1.99 |e|), three delocalized 8c-2e π bonds (ON = 2.00 |e|), and one completely delocalized 8c-1e σ bond (ON = 1.00 |e|) (Figure 3-5, V.1). The bonding pattern in this case is complicated and cannot be expressed in a simple manner. The term σ and π bonds are used loosely here. Clearly, the interactions between Ta and the boron atoms are optimized in the TaB$_7^-$ global minimum structure.

3.6.3. TaB$_8^-$: on the way to Ta©B$_{10}^-$

Our calculations at different levels of theory found the pyramidal structure VI.1 to be the global minimum for TaB$_8^-$ (Figure 3-3b). As mentioned above, the structure VI.1 has C$_s$ point group symmetry at PBE0 level of theory and C$_{8v}$ symmetry at the PW91PW91 and M06-2x levels of theory. However, regardless of C$_s$ or C$_{8v}$ symmetry, our AdNDP analysis recovered similar chemical bonding patterns for both structures (Figure 3-6), because the structural distortion in the C$_s$ symmetry is very small.

While the TaB$_8^-$ cluster is not planar, the deviation from planarity is not that large in order to interpret its bonding approximately in terms of σ and π bonds. The AdNDP analysis showed eight localized 2c-2e σ bonds (ON = 1.88-1.93 |e|) for the B$_8$ ring, three delocalized 9c-2e σ bonds (ON = 2.00 |e|), three delocalized 9c-2e π bonds (ON = 2.00 |e|), and two delocalized 9c-1e σ bonds (ON = 1.00 |e|) (Figure 3-6, VI.1). The delocalized bonds closely resemble the canonical molecular orbitals. Thus, TaB$_8^-$ is π aromatic with 6 π electrons. Because the ground state of TaB$_8^-$ is open shell, the eight
totally delocalized $\sigma$ electrons occupy five MOs, rendering it $\sigma$-aromatic. Thus, TaB$_8^-$ is doubly aromatic. The bonding of the triply TaB$_8^-$ is consistent with the design principle for metal-centred aromatic wheel-type clusters.$^{32-35}$ Clearly the B$_8$ ring is too small to fit the Ta atom, resulting in the pyramidal structure. We showed recently even the B$_9$ ring is not large enough to host a Ta atom, resulting a slight pyramidal distortion in TaB$_9^-$. Only the B$_{10}$ ring is large enough for the Ta atom, resulting in the perfectly planar Ta©B$_{10}^-$ highest coordination borometallic molecular wheel. Thus, TaB$_8^-$ is on the way to the Ta©B$_{10}^-$ cluster by successive additions of two boron atoms.

3-7. Conclusions

A comprehensive experimental and theoretical study is reported on the structures and bonding in a series of TaB$_n^-$ ($n = 3–8$) clusters to elucidate the steps necessary to form the highest coordination Ta©B$_{10}^-$ molecular wheel. Photoelectron spectroscopy is combined with extensive global minimum searches to locate the most stable structures and low-lying isomers for each cluster. TaB$_3^-$, TaB$_4^-$, and TaB$_5^-$ are found to have fan-like global minimum structures, in which the Ta atom interacts with the terminal boron atoms strongly with multiple Ta–B bond characters, whereas Ta interacts with the middle boron atom(s) via delocalized bonding. Thus, these clusters can also be viewed as ring structures with Ta being part of the ring. The fan growth mode is interrupted at TaB$_6^-$, which is found to have a planar hexagonal wheel-type structure with Ta being on the periphery of the wheel and a central B atom. The chemical bonding in the TaB$_6^-$ cluster is found to be reminiscent of the AlB$_6^-$ cluster and TaB$_6^-$ can be viewed to be doubly aromatic. The TaB$_7^-$ cluster is a three-dimensional boat-like global minimum structure, which seems to maximize Ta–B interactions. The global minimum of the TaB$_8^-$ cluster is
found to be an octagonal pyramidal structure with Ta being out of the cyclic octagonal ring by about 1.1 Å. The B₈ ring is apparently too small to host a Ta atom, but the TaB₈⁻ cluster can be viewed as the precursor to the Ta©B₁₀⁻ molecular wheel. Addition of one B atom will form the pyramidal TaB₉⁻ cluster, in which the Ta atom is only slightly above the B₉ ring. And finally the B₁₀ ring is perfect to host a Ta atom to form the doubly aromatic Ta©B₁₀⁻ molecular wheel. The current study shows that the competition between B–B interactions and Ta–B interactions determines the most stable structures of the TaBₙ⁻ clusters. The structural evolution of the TaBₙ⁻ clusters is not only important to understand the formation mechanisms for the highest known coordination number in planar species (Ta©B₁₀⁻), but also provides insights into the interactions between early transition metals with boron.
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Table 3-1. Experimental vertical detachment energies (VDEs) compared with calculated VDEs for the global minimum structure I.1 (C\(_{2v}\), \(4\)B\(_1\)) of TaB\(_3^-\). All energies are in eV.

<table>
<thead>
<tr>
<th>Feature</th>
<th>VDE (exp) (^{a})</th>
<th>Final State and electronic configuration</th>
<th>VDE (theoretical)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ROPBE1PBE(^{b})</td>
</tr>
<tr>
<td>I.1. C(_{2v}) (4B(_1))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>1.87(3)</td>
<td>(^3)A(_2), {1a(^1)b(^2)2a(^1)b(^1)3a(^2)2b(^2)1a(^1)3b(^2)4a(^1)}</td>
<td>1.93</td>
</tr>
<tr>
<td>A</td>
<td>2.03(4)</td>
<td>(^3)B(_1), {1a(^1)b(^2)2a(^1)b(^1)3a(^2)2b(^2)1a(^1)3b(^2)4a(^1)}</td>
<td>2.30</td>
</tr>
<tr>
<td>B</td>
<td>2.22(3)</td>
<td>(^3)B(_2), {1a(^1)b(^2)2a(^1)b(^1)3a(^2)2b(^2)1a(^1)3b(^2)4a(^1)}</td>
<td>2.38</td>
</tr>
<tr>
<td>C</td>
<td>2.78(5)</td>
<td>(^5)A(_2), {1a(^1)b(^2)2a(^1)b(^1)3a(^2)2b(^2)1a(^1)3b(^2)4a(^1)}</td>
<td>2.55</td>
</tr>
<tr>
<td>D</td>
<td>3.04(5)</td>
<td>(^3)B(_1), {1a(^1)b(^2)2a(^1)b(^1)3a(^2)2b(^2)1a(^1)3b(^2)4a(^1)}</td>
<td>2.71</td>
</tr>
<tr>
<td>E</td>
<td>3.56(6)</td>
<td>(^5)A(_1), {1a(^1)b(^2)2a(^1)b(^1)3a(^2)2b(^2)1a(^1)3b(^2)4a(^1)}</td>
<td>3.26</td>
</tr>
<tr>
<td>F</td>
<td>3.95(6)</td>
<td>(^3)B(_1), {1a(^1)b(^2)2a(^1)b(^1)3a(^2)2b(^2)1a(^1)3b(^2)4a(^1)}</td>
<td>4.07</td>
</tr>
<tr>
<td>G</td>
<td>4.67(8)</td>
<td>(^3)A(_2), {1a(^1)b(^2)2a(^1)b(^1)3a(^2)2b(^2)1a(^1)3b(^2)4a(^1)}</td>
<td>d</td>
</tr>
</tbody>
</table>

\(^a\)Numbers in parentheses represent the uncertainty in the last digit.
\(^b\)VDEs were calculated at ROPBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ//PBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ.
\(^c\)VDEs were calculated at ROCCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ//PBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ.
\(^d\)VDE could not be calculated at this level of theory.
Table 3-2. Experimentally VDEs compared with calculated VDEs for the II.1 (C$_{2v}$, $^1A_1$) global minimum and the II.2 (C$_s$, $^3A''$) low-lying isomer of TaB$_4$$. All energies are in eV.

<table>
<thead>
<tr>
<th>Feature</th>
<th>VDE (exp)$^a$</th>
<th>Final State and electronic configuration</th>
<th>VDE (theoretical)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ROPBE1PBE$^b$</td>
</tr>
<tr>
<td>II.1. C$_{2v}$ ($^1A_1$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>2.78(3)</td>
<td>$^2B_2$, $\ldots$3a$^2$2b$^2$1b$^1$4a$^1$2a$^2$3b$^2$($^2$)</td>
<td>2.67</td>
</tr>
<tr>
<td>A</td>
<td>3.14(3)</td>
<td>$^2A_3$, $\ldots$3a$^2$2b$^2$1b$^1$4a$^1$2a$^2$3b$^2$($^2$)</td>
<td>3.01</td>
</tr>
<tr>
<td>B</td>
<td>3.46(3)</td>
<td>$^2A_1$, $\ldots$3a$^2$2b$^2$1b$^1$4a$^1$1a$^2$3b$^2$($^2$)</td>
<td>3.53</td>
</tr>
<tr>
<td>C</td>
<td>4.07(3)</td>
<td>$^2B_1$, $\ldots$3a$^2$2b$^2$1b$^1$4a$^1$2a$^2$3b$^2$($^2$)</td>
<td>4.09</td>
</tr>
</tbody>
</table>

II.2. C$_s$ ($^3A''$)

<table>
<thead>
<tr>
<th>Feature</th>
<th>VDE (exp)$^d$</th>
<th>Final State and electronic configuration</th>
<th>VDE (theoretical)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ROPBE1PBE$^b$</td>
</tr>
<tr>
<td>X'</td>
<td>$\sim$ 2.5</td>
<td>$^2A''$, $\ldots$3a$^2$4a$^2$5a$^2$($^2$)3a$^2$2b$^2$1b$^1$4a$^1$2a$^2$3b$^2$($^2$)</td>
<td>2.53</td>
</tr>
<tr>
<td>A'</td>
<td>2.91(4)</td>
<td>$^2A'$, $\ldots$3a$^2$4a$^2$5a$^2$($^2$)3a$^2$2b$^2$1b$^1$4a$^1$2a$^2$3b$^2$($^2$)</td>
<td>2.71</td>
</tr>
<tr>
<td>B'</td>
<td>3.71(4)</td>
<td>$^2A''$, $\ldots$3a$^2$4a$^2$5a$^2$($^2$)3a$^2$2b$^2$1b$^1$4a$^1$2a$^2$3b$^2$($^2$)</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.55</td>
</tr>
</tbody>
</table>

$^a$Numbers in parentheses represent the uncertainty in the last digit.
$^b$VDEs were calculated at ROPBE1PBE-Ta/Stuttgart/B/aug-cc-pVTZ/PBE1PBE-Ta/Stuttgart/B/aug-cc-pVTZ.
$^c$VDEs were calculated at ROCCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ/PBE1PBE-Ta/Stuttgart/B/aug-cc-pVTZ.
$^d$VDE could not be calculated at this level of theory.
Table 3-3. Experimental VDEs compared with calculated VDEs for the III.1 (C\textsubscript{2v}, 2\textit{A\textsubscript{1}}) global minimum and C\textsubscript{1} low-lying isomer of TaB\textsubscript{5}⁻. All energies are in eV.

<table>
<thead>
<tr>
<th>Feature</th>
<th>VDE (exp)\textsuperscript{a}</th>
<th>Final State and electronic configuration</th>
<th>VDE (theoretical)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ROPBE1PBE\textsuperscript{b}</td>
</tr>
<tr>
<td>III.1.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C\textsubscript{2v}, 2\textit{A\textsubscript{1}}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>2.81(3)</td>
<td>1\textit{B}, (...2b\textsuperscript{2}2a\textsuperscript{2}1b\textsuperscript{1}1a\textsuperscript{2}2b\textsuperscript{1}1a\textsuperscript{2}4b\textsuperscript{2}5a\textsuperscript{1})</td>
<td>d</td>
</tr>
<tr>
<td>A</td>
<td>3.09(5)</td>
<td>1\textit{B}, (...2b\textsuperscript{2}2a\textsuperscript{2}1b\textsuperscript{1}1a\textsuperscript{2}2b\textsuperscript{1}1a\textsuperscript{2}4b\textsuperscript{2}5a\textsuperscript{1})</td>
<td>d</td>
</tr>
<tr>
<td>B</td>
<td>3.89(8)</td>
<td>1\textit{A}, (...2b\textsuperscript{2}2a\textsuperscript{2}1b\textsuperscript{1}1a\textsuperscript{2}2b\textsuperscript{1}1a\textsuperscript{2}4b\textsuperscript{2}5a\textsuperscript{1})</td>
<td>d</td>
</tr>
<tr>
<td>C</td>
<td>4.09(8)</td>
<td>1\textit{A}, (...2b\textsuperscript{2}2a\textsuperscript{2}1b\textsuperscript{1}1a\textsuperscript{2}2b\textsuperscript{1}1a\textsuperscript{2}4b\textsuperscript{2}5a\textsuperscript{1})</td>
<td>d</td>
</tr>
<tr>
<td>D</td>
<td>4.65(5)</td>
<td>1\textit{B}, (...2b\textsuperscript{2}2a\textsuperscript{2}1b\textsuperscript{1}1a\textsuperscript{2}2b\textsuperscript{1}1a\textsuperscript{2}4b\textsuperscript{2}5a\textsuperscript{1})</td>
<td>d</td>
</tr>
<tr>
<td>III.2.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C\textsubscript{1}, 2\textit{A}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X'</td>
<td>~ 2.4</td>
<td>1\textit{A}, {...3a\textsuperscript{2}2a\textsuperscript{2}5a\textsuperscript{2}6a\textsuperscript{2}7a\textsuperscript{2}8a\textsuperscript{2}9a\textsuperscript{2}10a\textsuperscript{2}11a\textsuperscript{0}}</td>
<td>2.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3\textit{A}, {...3a\textsuperscript{2}2a\textsuperscript{2}5a\textsuperscript{2}6a\textsuperscript{2}7a\textsuperscript{2}8a\textsuperscript{2}9a\textsuperscript{2}10a\textsuperscript{2}11a\textsuperscript{1}}</td>
<td>d</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Numbers in parentheses represent the uncertainty in the last digit.

\textsuperscript{b}VDEs were calculated at ROPBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ/PBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ.

\textsuperscript{c}VDEs were calculated at ROCCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ/PBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ.

\textsuperscript{d}VDE could not be calculated at this level of theory.
Table 3-4. Experimental VDEs compared with calculated VDEs for the IV.1 (C<sub>2v</sub>, 3A<sub>2</sub>)
global minimum, and IV.2 (C<sub>2v</sub>, 1A<sub>1</sub>) and IV.3 (C<sub>2v</sub>, 1A<sub>1</sub>) low-lying isomers of TaB<sub>6</sub><sup>-</sup>. All
energies are in eV.

<table>
<thead>
<tr>
<th>Feature</th>
<th>VDE (exp)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Final State and electronic configuration</th>
<th>VDE (theoretical)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ROPBE1PBE&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>IV.1. C&lt;sub&gt;2v&lt;/sub&gt; (3A&lt;sub&gt;2&lt;/sub&gt;)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>2.49(3)</td>
<td>(2B_1), {...1b(2)3b(2)5a(1)4b(2)1a(1)2b(1)5b(1)}</td>
<td>d</td>
</tr>
<tr>
<td>A</td>
<td>2.75(5)</td>
<td>(2B_2), {...1b(2)3b(2)5a(1)4b(2)1a(1)2b(1)5b(1)}</td>
<td>2.86</td>
</tr>
<tr>
<td>B</td>
<td>3.07(4)</td>
<td>(4A_1), {...1b(2)3b(2)5a(1)4b(2)1a(1)2b(1)5b(1)}</td>
<td>2.80</td>
</tr>
<tr>
<td>C</td>
<td>3.58(3)</td>
<td>(4B_1), {...1b(2)3b(2)5a(1)4b(2)1a(1)2b(1)5b(1)}</td>
<td>3.55</td>
</tr>
<tr>
<td>D</td>
<td>3.77(5)</td>
<td>(4A_2), {...1b(2)3b(2)5a(1)4b(2)1a(1)2b(1)5b(1)}</td>
<td>3.71</td>
</tr>
<tr>
<td>E</td>
<td>4.36(5)</td>
<td>(4B_1), {...1b(2)3b(2)5a(1)4b(2)1a(1)2b(1)5b(1)}</td>
<td>4.44, d</td>
</tr>
<tr>
<td>F</td>
<td>5.08(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV.2. C&lt;sub&gt;2v&lt;/sub&gt; (1A&lt;sub&gt;1&lt;/sub&gt;)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X'</td>
<td>~ 2.3</td>
<td>(2B_2), {...2b(2)4a(1)2a(1)2b(1)5a(1)6a(1)3b(2)}</td>
<td>2.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2A_1), {...2b(2)4a(1)2a(1)2b(1)5a(1)6a(1)3b(2)}</td>
<td>2.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2B_1), {...2b(2)4a(1)2a(1)2b(1)5a(1)6a(1)3b(2)}</td>
<td>3.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2A_2), {...2b(2)4a(1)2a(1)2b(1)5a(1)6a(1)3b(2)}</td>
<td>4.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2A_1), {...2b(2)4a(1)2a(1)2b(1)5a(1)6a(1)3b(2)}</td>
<td>4.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.83</td>
</tr>
<tr>
<td>IV.3. C&lt;sub&gt;2v&lt;/sub&gt; (1A&lt;sub&gt;1&lt;/sub&gt;)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X''</td>
<td>2.64(3)</td>
<td>(2B_2), {...4a(1)2b(2)2b(1)5a(1)3b(2)3b(2)}</td>
<td>2.50</td>
</tr>
<tr>
<td>A''</td>
<td>2.85(3)</td>
<td>(2B_2), {...4a(1)2b(2)2b(1)5a(1)3b(2)3b(2)}</td>
<td>2.86</td>
</tr>
<tr>
<td>B''</td>
<td>3.28(4)</td>
<td>(2A_1), {...4a(1)2b(2)2b(1)5a(1)3b(2)3b(2)}</td>
<td>3.13</td>
</tr>
<tr>
<td>C''</td>
<td>4.00(5)</td>
<td>(2B_2), {...4a(1)2b(2)2b(1)5a(1)3b(2)3b(2)}</td>
<td>3.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2A_1), {...4a(1)2b(2)2b(1)5a(1)3b(2)3b(2)}</td>
<td>3.99</td>
</tr>
</tbody>
</table>

<sup>a</sup>Numbers in parentheses represent the uncertainty in the last digit.
<sup>b</sup>VDEs were calculated at ROPBE1PBE-Ta/Stuttgart/B/aug-cc-pVTZ/PBE1PBE-Ta/Stuttgart/B/aug-cc-pVTZ.
<sup>c</sup>VDEs were calculated at ROCCSD(T)-Ta/Stuttgart/B/aug-cc-pVTZ/PBE1PBE-Ta/Stuttgart/B/aug-cc-pVTZ.
<sup>d</sup>VDE could not be calculated at this level of theory.
Table 3-5. Experimental VDEs compared with calculated VDEs for the V.1 (C\textsubscript{s}, \(2\text{A'}\)) global minimum of TaB\textsubscript{7}-. All energies are in eV.

<table>
<thead>
<tr>
<th>Feature</th>
<th>VDE (exp)\textsuperscript{a}</th>
<th>Final State and electronic configuration</th>
<th>VDE (theoretical)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ROPBE1PBE\textsuperscript{b}</td>
</tr>
<tr>
<td>V.1. C\textsubscript{s} ((2\text{A'}))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>2.05(4)</td>
<td>(1\text{A'}, {…5a^{12}6a^{10}4a''^{10}5a''^{12}7a^{12}8a^{12}9a^{10}})</td>
<td>2.09</td>
</tr>
<tr>
<td>A</td>
<td>3.43(8)</td>
<td>(3\text{A'}, {…5a^{12}6a^{10}4a''^{10}5a''^{12}7a^{12}8a^{11}9a^{11}})</td>
<td>d</td>
</tr>
<tr>
<td>B</td>
<td>3.80(8)</td>
<td>(3\text{A''}, {…5a^{12}6a^{12}4a''^{12}7a^{12}8a''^{11}8a^{12}9a^{11}})</td>
<td>d</td>
</tr>
<tr>
<td>C</td>
<td>4.9(1)</td>
<td></td>
<td>d</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Numbers in parentheses represent the uncertainty in the last digit.

\textsuperscript{b}VDEs were calculated at ROPBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ//PBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ.

\textsuperscript{c}VDEs were calculated at ROCCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ//PBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ.

\textsuperscript{d}VDE could not be calculated at this level of theory.
Table 3-6. Experimental VDEs compared with calculated VDEs for the VI.1 (C<sub>s</sub>, 3A<sup>')</sup>)
global minimum and the VI.2 (C<sub>4v</sub>, 1A<sub>1</sub>) low-lying isomer of TaB<sub>8</sub><sup>−</sup>. All energies are in eV.

<table>
<thead>
<tr>
<th>Feature</th>
<th>VDE (exp)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Final State and electronic configuration</th>
<th>VDE (theoretical)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ROPBE1PBE&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>VI.1. C&lt;sub&gt;s&lt;/sub&gt; (3A&lt;sup&gt;')&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>3.35 (4)</td>
<td>4A', {...6a'27a'8a'24a''9a''5a''10a1(1)6a''10a1(1)}</td>
<td>3.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4A'', {...6a'27a'8a'24a''9a''5a''10a1(1)6a''10a1(1)}</td>
<td>3.17</td>
</tr>
<tr>
<td>A</td>
<td>3.52 (3)</td>
<td>2A'', {...6a'27a'8a'24a''9a''5a''10a1(1)6a''10a1(1)}</td>
<td>3.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2A', {...6a'27a'8a'24a''9a''5a''10a1(1)6a''10a1(1)}</td>
<td>3.52</td>
</tr>
<tr>
<td>B</td>
<td>3.98 (8)</td>
<td>2A'', {...6a'27a'8a'24a''9a''5a''10a1(1)6a''10a1(1)}e</td>
<td>3.84</td>
</tr>
<tr>
<td>C</td>
<td>4.42 (5)</td>
<td>4A', {...6a'27a'8a'24a''9a''5a''10a1(1)6a''10a1(1)}f</td>
<td>4.23</td>
</tr>
<tr>
<td>D</td>
<td>5.0 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>d</td>
</tr>
<tr>
<td>VI.2. C&lt;sub&gt;4v&lt;/sub&gt; (1A&lt;sub&gt;1&lt;/sub&gt;)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2B&lt;sub&gt;2&lt;/sub&gt;, {...1b&lt;sub&gt;2&lt;/sub&gt;2e&lt;sub&gt;4&lt;/sub&gt;2a&lt;sub&gt;1&lt;/sub&gt;2a&lt;sub&gt;2&lt;/sub&gt;3a&lt;sub&gt;1&lt;/sub&gt;3e&lt;sub&gt;4&lt;/sub&gt;4e&lt;sub&gt;4&lt;/sub&gt;2b&lt;sub&gt;2&lt;/sub&gt;1(1)}</td>
<td>3.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2E&lt;sub&gt;2&lt;/sub&gt;, {...1b&lt;sub&gt;2&lt;/sub&gt;2e&lt;sub&gt;4&lt;/sub&gt;2a&lt;sub&gt;1&lt;/sub&gt;2a&lt;sub&gt;2&lt;/sub&gt;3a&lt;sub&gt;1&lt;/sub&gt;3e&lt;sub&gt;4&lt;/sub&gt;4e&lt;sub&gt;4&lt;/sub&gt;2b&lt;sub&gt;2&lt;/sub&gt;1(1)}</td>
<td>3.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2E&lt;sub&gt;1&lt;/sub&gt;, {...1b&lt;sub&gt;2&lt;/sub&gt;2e&lt;sub&gt;4&lt;/sub&gt;2a&lt;sub&gt;1&lt;/sub&gt;2a&lt;sub&gt;2&lt;/sub&gt;3a&lt;sub&gt;1&lt;/sub&gt;3e&lt;sub&gt;4&lt;/sub&gt;4e&lt;sub&gt;4&lt;/sub&gt;2b&lt;sub&gt;2&lt;/sub&gt;1(1)}</td>
<td>4.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2A&lt;sub&gt;2&lt;/sub&gt;, {...1b&lt;sub&gt;2&lt;/sub&gt;2e&lt;sub&gt;4&lt;/sub&gt;2a&lt;sub&gt;1&lt;/sub&gt;2a&lt;sub&gt;2&lt;/sub&gt;3a&lt;sub&gt;1&lt;/sub&gt;3e&lt;sub&gt;4&lt;/sub&gt;4e&lt;sub&gt;4&lt;/sub&gt;2b&lt;sub&gt;2&lt;/sub&gt;1(1)}</td>
<td>5.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2A&lt;sub&gt;1&lt;/sub&gt;, {...1b&lt;sub&gt;2&lt;/sub&gt;2e&lt;sub&gt;4&lt;/sub&gt;2a&lt;sub&gt;1&lt;/sub&gt;2a&lt;sub&gt;2&lt;/sub&gt;3a&lt;sub&gt;1&lt;/sub&gt;3e&lt;sub&gt;4&lt;/sub&gt;4e&lt;sub&gt;4&lt;/sub&gt;2b&lt;sub&gt;2&lt;/sub&gt;1(1)}</td>
<td>5.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2A&lt;sub&gt;1&lt;/sub&gt;, {...1b&lt;sub&gt;2&lt;/sub&gt;2e&lt;sub&gt;4&lt;/sub&gt;2a&lt;sub&gt;1&lt;/sub&gt;2a&lt;sub&gt;2&lt;/sub&gt;3a&lt;sub&gt;1&lt;/sub&gt;3e&lt;sub&gt;4&lt;/sub&gt;4e&lt;sub&gt;4&lt;/sub&gt;2b&lt;sub&gt;2&lt;/sub&gt;1(1)}</td>
<td>6.09</td>
</tr>
</tbody>
</table>

<sup>a</sup>Numbers in parentheses represent the uncertainty in the last digit.
<sup>b</sup>VDEs were calculated at ROPBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ/PBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ.
<sup>c</sup>VDEs were calculated at ROCCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ/PBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ.
<sup>d</sup>VDE could not be calculated at this level of theory.
<sup>e</sup>Peak B can only be explained by the shake-up.
<sup>f</sup>VDEs were calculated at UPBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ and at UCCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ.

The values of 〈S²〉 are 3.79 (UPBE1PBE) and 4.11 (UCCSD(T)).
Table 3-7. Calculated VDEs for the I.2 ($C_{2v}$, $^3A_2$), and I.3 ($C_{2v}$, $^4A_2$) low-lying isomers of TaB$_3^−$. All energies are in eV.

<table>
<thead>
<tr>
<th>Final State and electronic configuration</th>
<th>VDE (theo)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROPBE1PBE(^a)</td>
</tr>
<tr>
<td>I.2. $C_{2v}$($^3A_2$)</td>
<td></td>
</tr>
<tr>
<td>$^3A_2$, {...2b$_2$(2)$^1b_1$(2)$^3a_1$(2)$^4a_1$(1)$^1a_2$(1)}</td>
<td>c</td>
</tr>
<tr>
<td>$^1A_1$, {...2b$_2$(2)$^1b_1$(2)$^3a_1$(2)$^4a_1$(1)$^2a_2$(0)}</td>
<td>2.19</td>
</tr>
<tr>
<td>$^3B_2$, {...2b$_2$(2)$^1b_1$(1)$^3a_1$(2)$^4a_1$(2)$^1a_2$(1)}</td>
<td>c</td>
</tr>
<tr>
<td>I.3. $C_{2v}$($^4A_2$)</td>
<td></td>
</tr>
<tr>
<td>$^3A_2$, {...1b$_2$(2)$^1b_1$(2)$^3a_1$(2)$^2b_2$(2)$^4a_1$(1)$^5a_1$(1)$^5a_2$(1)}</td>
<td>c</td>
</tr>
<tr>
<td>$^3A_1$, {...1b$_2$(2)$^1b_1$(2)$^3a_1$(2)$^2b_2$(2)$^4a_1$(1)$^5a_1$(1)$^5a_2$(0)}</td>
<td>1.86</td>
</tr>
<tr>
<td>$^5B_1$, {...1b$_2$(2)$^1b_1$(2)$^3a_1$(2)$^2b_2$(1)$^4a_1$(1)$^5a_1$(1)$^5a_2$(1)}</td>
<td>2.76</td>
</tr>
<tr>
<td>$^5A_2$, {...1b$_2$(2)$^1b_1$(2)$^3a_1$(1)$^2b_2$(2)$^4a_1$(1)$^5a_1$(1)$^5a_2$(1)}</td>
<td>2.51</td>
</tr>
<tr>
<td>$^5B_2$, {...1b$_2$(2)$^1b_1$(1)$^3a_1$(2)$^2b_2$(2)$^4a_1$(1)$^5a_1$(1)$^5a_2$(1)}</td>
<td>3.52</td>
</tr>
</tbody>
</table>

\(^a\)VDEs were calculated at ROPBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ//PBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ.

\(^b\)VDEs were calculated at ROCCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ//PBE1PBE/Ta/Stuttgart/B/aug-cc-pVTZ.

\(^c\)VDE could not be calculated at this level of theory.
Figure 3-1. Photoelectron Spectra of TaB$_n^-$ ($n = 3$–$8$) at 193 nm (left) and 266 nm (right).
Figure 3-2. The global minimum structures and low-lying isomers of (a) TaB$_3^-$, (b) TaB$_4^-$, (c) TaB$_5^-$, and (d) TaB$_6^-$, optimized at the PBE0/Ta/Stuttgart/B/aug-cc-pVTZ level. Also given are the point group symmetries, spectroscopic states, and relative energies at the CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ level with ZPE corrections at the PBE0/Ta/Stuttgart/B/aug-cc-pVTZ level. Bond lengths for the global minimum structures are given in Å.

Figure 3-3. The global minimum structures of (a) TaB$_7^-$, (b) TaB$_8^-$, (c) TaB$_9^-$, and (d) TaB$_{10}^-$, optimized at PBE0/Ta/Stuttgart/B/aug-cc-pVTZ level. Bond lengths in Å, point group symmetries, and spectroscopic states are also shown. The structures of TaB$_9^-$ and TaB$_{10}^-$, which were reported previously, are given for comparison.
**Figure 3-4.** Results of AdNDP analyses for the global minimum structures of TaB$_3^-$ (I.1), TaB$_4^-$ (II.1), and TaB$_5^-$ (III.1).
Figure 3-5. Results of AdNDP analyses for the global minimum structures of TaB$_6^-$ (IV.1) and TaB$_7^-$ (V.1).
Figure 3-6. Results of AdNDP analyses for the $C_{8v}$ and $C_s$ TaB$_5$.
Figure 3-7. Photoelectron Spectra of TaB$_3^-$ at (a) 532 nm, (b) 355 nm, (c) 266 nm, and (d) 193 nm.
Figure 3-8. Photoelectron Spectra of TaB$_4^-$ at (a) 355 nm, (b) 266 nm, and (c) 193 nm.
Figure 3-9. Photoelectron Spectra of TaB$_5^-$ at (a) 355 nm, (b) 266 nm, and (c) 193 nm.
Figure 3-10. Low-lying structures of TaB$_3^-$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ (top), CCSD(T)/Ta/Stuttgart/B/aug-cc-pVQZ (in brackets), PBE0/Ta/Stuttgart/B/aug-cc-pVTZ (square brackets), all at PBE0/Ta/Stuttgart/B/aug-cc-pVTZ optimized geometries.
Figure 3-11. Low-lying structures of TaB₄⁻, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ (top), CCSD(T)/Ta/Stuttgart/B/aug-cc-pVQZ (in brackets), PBE0/Ta/Stuttgart/B/aug-cc-pVTZ (square brackets), all at PBE0/Ta/Stuttgart/B/aug-cc-pVTZ optimized geometries.
Figure 3-12. Low-lying structures of TaB₅⁻, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ (top), CCSD(T)/Ta/Stuttgart/B/aug-cc-pVQZ (in brackets), PBE0/Ta/Stuttgart/B/aug-cc-pVTZ (square brackets), all at PBE0/Ta/Stuttgart/B/aug-cc-pVTZ optimized geometries.
Figure 3.13. Low-lying structures of TaB$^5^-$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ (top), PBE0/Ta/Stuttgart/B/aug-cc-pVTZ (square brackets), all at PBE0/Ta/Stuttgart/B/aug-cc-pVTZ optimized geometries.
Figure 3.14. Low-lying structures of TaB$_7^-$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ (top), PBE0/Ta/Stuttgart/B/aug-cc-pVTZ (square brackets), all at PBE0/Ta/Stuttgart/B/aug-cc-pVTZ optimized geometries.
Figure 3-15. Low-lying structures of TaB$_8^-$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/Ta/Stuttgart/B/aug-cc-pVTZ (top), PBE0/Ta/Stuttgart/B/aug-cc-pVTZ (square brackets), all at PBE0/Ta/Stuttgart/B/aug-cc-pVTZ optimized geometries.
ASSESSING INTENSITIES OF SPECTRAL LINES IN VIBRATIONALLY RESOLVED PHOTOELECTRON SPECTRA

Abstract

Anion photoelectron spectroscopy (PES) is a powerful method to study size-selected anion clusters, because it can provide unique information about the cluster structure and electronic properties. The photoelectron spectroscopic experiments are usually performed using a magnetic-bottle time-of-flight PES apparatus equipped with a laser vaporization supersonic cluster source.\textsuperscript{1,2} Cluster anions are obtained by laser vaporization of an isotopically enriched disk target in the presence of a helium carrier gas. The produced cluster anions are then mass analyzed using a time-of-flight mass spectrometer and the cluster with a particular stoichiometric composition is mass selected. Photodetached electrons are collected by the magnetic-bottle and finally analyzed in a long electron time-of-flight tube. In this way the kinetic energy (KE) of the photodetached electrons can be measured and knowing the photon energy of the laser \((h\nu)\), the binding energy (BE) of the electrons to the anion cluster can be determined using Einstein's photoelectric equation: \(\text{BE} = h\nu - \text{KE}\). High photon energy spectra are particularly important because they reveal more electronic transitions, while low photon energies in general produce better-resolved spectra that is essential for more accurate determination of adiabatic detachment energies of the neutral species and vibrational resolution.\textsuperscript{3} However, the obtained photoelectron spectra is usually complex, moreover it is impossible to identify the carrier of the observed spectrum for a new species, due to
many structural isomers for a particular stoichiometry. Thus, theoretical \textit{ab initio} calculations and spectral simulations are needed to help the interpretation of the photoelectron spectra and to elucidate the nature of the vibrational or electronic features. The program for the assignment of peaks in the vibrationally resolved photoelectron spectra has been developed. The algorithm of this program is based on the calculations of Franck-Condon harmonic oscillator overlap integrals using equations reported by Hutchisson.\textsuperscript{4}

As it was shown by Condon,\textsuperscript{5} the intensity ($I$) of a spectral line may be calculated by evaluating the integral of the product of the electric moment and the wave functions of the initial and final states where the integration is carried out over all of the coordinates of the electrons and the nuclei:

$$I = \int\int M(x, r)\Psi'(x, r)\Psi''(x, r)dx\,dr$$

where $M(x, r)$ is the electric moment; $\Psi'$ and $\Psi''$ are the wave functions of the initial and final states (in the case of anion photoelectron spectroscopy $\Psi'$ and $\Psi''$ are the wave functions of the anionic and neutral states respectively); $x$ and $r$ are the total coordinates of the electron and of the nuclei. According to the Born-Oppenheimer approximation (adiabatic approximation), the molecular wave function can be written as the product of an electronic wave function $\phi(x)$ and a vibrational wave function $\psi(r)$. Taking into account another approximation that the electronic transition probability is constant and doesn’t influence intensity significantly (since the electronic transition probability is a slowly varying function of the nuclear coordinates), the relative intensity of a vibrational transition is proportional to the square of Franck-Condon factor ($\int \psi'(r)\psi''(r)dr$)\textsuperscript{5,6}:
If the normal modes in anionic and neutral states are independent (uncoupled in harmonic approximation), the wave functions can be represented as the product of one-dimensional wave functions in each normal coordinate:

\[ \psi'(r) = \psi'_1(r_1)\psi'_2(r_2)\psi'_3(r_3)\psi'_4(r_4) \ldots \quad \text{and} \]

\[ \psi''(r) = \psi''_1(r_1)\psi''_2(r_2)\psi''_3(r_3)\psi''_4(r_4) \ldots \]

In the parallel mode approximation the Franck-Condon overlap integral is simply the product of one dimensional overlap integrals and Franck-Condon factors are determined by displacements in each normal coordinate. The program calculates one dimensional harmonic overlap integrals using Hutchisson’s analytic expressions for Franck-Condon factors. Following the equations in reference 4, the value of Franck-Condon factors depends on two parameters: \( \alpha = (v''/v')^{1/2} \) and \( \delta = 2\pi/(h)^{1/2}(r' - r'')(v'')^{1/2} \), where \( v'' \) and \( v' \) are harmonic frequencies (expressed in cm\(^{-1}\)) of the anionic and the neutral electronic states respectively; \( r' - r'' \) is the displacement (in Angstroms) of the neutral electronic state relative to the anionic one along a mass weighted normal mode. So, the program uses only the \textit{ab initio} data (optimized coordinates, vibrational frequencies, and normal mode matrices of the anionic and the neutral states) obtained from Gaussian 09 software. It should be noted, however, that if the normal modes of the anionic and the neutral states differ significantly, the normal modes overlap matrix will not be diagonal, thus parallel mode approximation would not be applicable. In this case Duschinsky transformations between the normal coordinates of the two states must be taken into account.
We tested the program on the B\(_3^-\) and B\(_5^-\) clusters. The vibrationally resolved photoelectron spectrum of the B\(_3^-\) cluster was recorded by Zhai et al.\(^9\) B\(_3^-\) represents D\(_{3h}\) symmetric species with a \(^1A_1\)' electronic state and \(1a_1^{2}1e^1a_2^{2}2a_1^{2}\) electron configuration. An electron detachment from the highest occupied molecular orbital (HOMO) of B\(_3^-\) results in a D\(_{3h}\) structure of neutral B\(_3\) with a \(^2A_1\)' electronic state and \(1a_1^{2}1e^1a_2^{2}2a_1^{1}\) electron configuration. Figure 4.1 (a) shows photoelectron spectrum of B\(_3^-\) at 355 nm photon energy. As one may see, the spectrum shows a strong and sharp peak (X) with a short vibrational progression and a hot band. The short vibrational progression suggests that there should be a little geometry change between the anionic and neutral ground states. Indeed, in accordance with our calculations there is only a slight elongation of B-B bond length in the neutral B\(_3\) state, which indicates the removal of an electron from bonding \(2a_1\)' molecular orbital of B\(_3^-\). The simulated photoelectron spectrum of B\(_3^-\) is shown in Figure 4.1 (b). The peak positions in the simulated spectrum are given by: \(E = -\text{ADE} - v' + v''\), where ADE is adiabatic detachment energy (the energy difference between the ground vibrational states of the anionic and the neutral states), \(v''\) and \(v'\) are the vibrational energies of the anion and the neutral states, respectively. The program found the most intense peak X, which corresponds to the 0-0 vibrational transition, as well as two peaks with rather weak intensities. Therefore, our simulation fits well the experimental photoelectron spectrum of B\(_3^-\).

The vibrationally resolved photoelectron spectrum of B\(_5^-\) cluster was first reported by Zhai et al.\(^10\) The global minimum of B\(_5^-\) is a planar C\(_{2v}\) symmetric structure having \(1a_1^{2}1b_2^{2}2a_1^{2}3a_1^{2}1b_1^{2}2b_2^{2}4a_1^{2}3b_2^{2} (^1A_1)\) electron configuration.\(^10\) The detachment of one electron from the highest occupied molecular orbital of B\(_5^-\) yields a C\(_{2v}\) structure of
neutral B₅ species with 1a₁²1b₂²2a₂¹²3a₁²1b₁²2b₂²4a₁²3b₂¹ (2B₂) electron configuration. The experimental photoelectron spectrum of B₅⁻ with well-resolved vibrational progression is shown in Figure 4.2 (a). The observed vibrational progression indicates the change in the geometrical characteristics of the anionic and the neutral ground states. The HOMO of B₅⁻ represents a bonding orbital which covers the triangular fragments of the B₅⁻ global minimum structure. Logically, the detachment of an electron from the HOMO results in geometry relaxations within the triangular fragments. The simulated spectrum (Figure 4.2 (b)) confirms the existence of all peaks in the vibrational progression of the experimental photoelectron spectrum of B₅⁻. According to our results the first peak corresponds to 0-0 vibrational transition. Interestingly, the ω₃ (a₁) normal mode was found to be active and responsible for the geometry changes between the anionic and the neutral ground states. We also would like to emphasize that the simulation of the vibrational progression could be useful in establishing the right global minimum structure. For instance, the second lowest isomer of B₅⁻, which is only ~5 kcal/mol higher than the global minimum,¹⁰ has a completely different vibrational feature (Figure 4.3), and thus does not contribute to the photoelectron spectra. Therefore, the comparison of the vibrational features of closely lying isomers can serve as the second probe (after the comparison of theoretical and experimental vertical electron detachment energies) used to verify the validity of the theoretical predictions of new clusters.
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Figure 4-1. (a) Experimental photoelectron spectrum of B$_3^-$ at 355 nm from reference 9, (b) simulated photoelectron spectrum of B$_3^-$.

Figure 4-2. (a) Experimental photoelectron spectrum of B$_5^-$ at 355 nm from reference 10, (b) simulated photoelectron spectrum of B$_5^-$. 
Figure 4-3. Simulated photoelectron spectrum of the second lowest isomer of B\(_5\)\(^-\) found in reference 10.
CHAPTER 5

ALL-NITROGEN ANALOGUE OF OZONE: Li₃N₃ SPECIES

Abstract

A theoretical study of ozone isoelectronic Li₃N₃ species has been performed. Ab initio electronic structure calculations prove the viability of the ozone-like Li₃N₃ molecule that might become synthesized. The predicted Li₃N₃ species with a novel N₃⁻ molecular motif possess structural and chemical bonding features similar to that of O₃ molecules and can thus be considered as an “all-nitrogen ozone”.

5-1. Introduction

Nitrogen is not only one of the most abundant elements in air, forming about 80% of the Earth's atmosphere, but it is also widely spread in the universe, estimated at about seventh in total abundance in our galaxy and the Solar System. Since its discovery by Rutherford in 1772[1] the chemistry of nitrogen has primarily been driven by its property to form the extremely strong triple bond in the N₂ molecule, causing difficulty for both living organisms and industry to convert the N₂ into different compounds, but at the same time making the release of large amounts of often useful energy when the nitrogen substances explode, burn or decay back into nitrogen gas. Polynitrogen compounds are thus of great interest as promising candidates for high energy-density materials (HEDMs). However, despite the discovery of the azide anion (N₃⁻) in 1890,[2] further attempts of chemists to synthesize stable polynitrogen compounds were unsuccessful. Only in 1999

---

Christe et al.\textsuperscript{[3]} showed that another nitrogen-rich species (the N$_5^+$ cation) could be produced in macroscopic quantities. Later, additional polynitrogen molecules were predicted and obtained in the gas phase, including experimental detection of the short-lived tetranitrogen N$_4$ species through the reduction of the gaseous N$_4^+$ molecule by neutralization-reionization (NR)-mass spectrometry;\textsuperscript{[4]} pentazolate anion (cyclo-N$_5^-$),\textsuperscript{[5,6]} and the N$_5^+$ combined compounds: N$_5^+$[P(N$_3$)$_6$]$^-$, N$_5^+$[B(N$_3$)$_4$]$^-$, N$_5^+$[HF$_2$]$^- \cdot$ nHF, N$_5^+$[BF$_4$]$^-$, N$_5^+$[PF$_6$]$^-$, and N$_5^+$[SO$_3$F]$^-$ with the emphasis on their potential application as HEDMs.\textsuperscript{[7]} As one can see, relatively few polynitrogen molecules have been synthesized or detected to date, mostly due to the experimental difficulties in the preparation and manipulation of high-energy nitrogen species.

Hydronitrogen compounds were proven to be effective HEDMs since the industrial application of well-known hydrazine (N$_2$H$_4$) as well as its derivatives (monomethylhydrazine (MMH) and 1,1-dimethylhydrazine (UDMH)) - very important chemical propellants which are intensively used presently for rocket propulsion and as precursors to blowing agents. In a related application, sodium azide (NaN$_3$), the gas-forming agent in air bags, can be produced from hydrazine by reaction with sodium nitrite. However, in spite of the use of alkali metal azides in a wide range of applications,\textsuperscript{[8-10]} the reports of higher alkali metal substituted hydrazine derivatives are deficient. In 2001 Kniep et al.\textsuperscript{[11]} synthesized binary diazenides SrN$_2$ and BaN$_2$, proving the existence of the homonuclear dinitrogen anion N$_2^{2-}$, which is a deprotonated diazene N$_2$H$_2$ with a N=N bond. Recently, Schnick et al.\textsuperscript{[12]} experimentally confirmed the stability of the first alkali diazenide Li$_2$N$_2$ under high pressure/high temperature (HP/HT) conditions. As for theoretical reports, Bartlett et al.\textsuperscript{[13]} using density functional theory
(DFT) calculations showed that lithium substitution on hydrogen positions of N₂H₄ – N₅H₅ hydrazines increases the specific impulse value – Isp (the force with respect to the amount of propellant used per unit of time) without lowering of the lowest dissociation frequency of these compounds, thus implying their potential use as HEDM molecules. The geometrical structures and spectroscopic characteristics of lithium-substituted hydrazine and its higher derivatives including Li₂N₄, Li₃N₃, Li₄N₄, and Li₅N₅ molecules have also been predicted. However, the global minimum searches for the corresponding stoichiometries have not been done in order to justify viability[14] of the proposed polynitrogen species. The above mentioned clusters Li₃N₃, Li₄N₄, and Li₅N₅ are valence-isoelectronic to O₃, O₄ and O₅. However, despite the usefulness of isoelectronic concept in predicting chemical reactions or existence of new compounds,[15] this concept fails as many times as it works. For example, the planar D₆h symmetric Si₆H₆ silabenzene molecule (isoelectronic to benzene C₆H₆) is not the most stable structure as it is in C₆H₆; moreover, it is not even a minimum on the potential energy surface.[16] This is why we proposed a more narrow version of this concept - so called “electronic transmutation principle”, which assumes that elements, by acquiring an extra electron, begin to have the chemical bonding and geometric structure properties of compounds composed of neighboring elements.[17] There are plenty of examples of successful applications of this concept in predicting novel clusters and molecules.[17-25] Hence, the assessment of viability of the electronic transmutation principle is of great importance in order to predict new molecules and compounds.

Here we report a theoretical prediction of novel polynitrogen molecule - Li₃N₃ containing N₃³⁻ anion as a molecular motif, which is “all-nitrogen ozone” if we apply the
electronic transmutation approach to this molecule. As will be discussed below, the Li$_3$N$_3$ cluster represents a viable species, which is likely to be accessible experimentally. Chemical bonding analysis of Li$_3$N$_3$ reveals the same bonding pattern as in ozone molecule.

5-2. Results and discussion

According to the electronic transmutation concept,$^{[17]}$ nitrogen can form Li$_x$N$_x$ compounds which have the same number of valence electrons (valence-isoelectronic) as oxygen species. Therefore our goal was to probe electronic transmutation for the smallest Li$_3$N$_3$ clusters by making bonded structures (where the less electronegative lithium atom donates an electron to the more electronegative nitrogen atom, resulting in each nitrogen bearing a negative charge) with the anticipation that structures similar to ozone would be formed. In Figure 5-1 we present the global minimum structure I.1 (Figure 5-1) and three lowest isomers for the Li$_3$N$_3$ species. A more extensive set of alternative isomers found in our global minimum search is summarized in Figures 5-5.

Interestingly, ozone-like structures I.3 and I.4 were found to be almost degenerate with the global minimum I.1, being only 0.6 and 0.1 kcal/mol higher in energy at the B3LYP/aug-cc-pvTZ level of theory; however, they are the third and the fourth lowest isomers, respectively, at CCSD(T)/6-311++G** and CCSD(T)/aug-cc-pvTZ/B3LYP/aug-cc-pvTZ. The global minimum structure I.1 (Figure 5-1) represents N$_3^-$ azide anion connected with an aromatic triangle of Li$_3^+$ cation.$^{[26]}$ Structure I.2, in which Li$_3^+$ triangle is located above the “stick” of nitrogen atoms, is just an isomer of the global minimum, being only 1.2 kcal/mol higher in energy (CCSD(T)/6-311++G**). Bent structures I.3 and I.4 (Figure 5-1) with the kernel N$_3^{3-}$ similar to ozone molecule
were found to be 6.2 and 8.1 kcal/mol higher, respectively, at the CCSD(T)/6-311++G** level of theory.

According to our results, azide anion with lithium cation triangle structures are more energetically favorable species for Li$_3$N$_3$ stoichiometry than ozone-like structures. However, molecules do not have to possess the global minimum structure in order to be isolated experimentally. Structures that are not global minima can also be viable species$^{[14]}$ if they are separated from other isomers by large enough barriers. Figure 5-2 shows the calculated energetic barriers, which separate the individual minima from the global minimum. In spite of the fact that we found two Li$_3$N$_3$ structures with similar nitrogen motif (structures I.3 and I.4 in Figure 5-1) we assessed the value of the transition state for the interconversion between the global minimum and structure I.4 specifically, because I.4 is the lowest isomer which has the same symmetry (C$_{2v}$) as that of ozone molecule. As one may see from Figure 5-2, the interconversion barrier value (28 kcal/mol) is large enough for structure I.4 to exist as an individual molecule. The computed barrier between two degenerate structures I.1 and I.2 was found to be only 5.6 kcal/mol and it corresponds to the displacement of Li$_3^+$ fragment relative to N$_3^-$.

To further investigate the viability of ozone-like structure I.4 (Figure 5-1) we analyzed its electronic properties and vibrational frequencies. The simulated vibrational spectrum of I.4 at the CCSD(T)/6-311++G** level of theory is shown in Figure 5-3 and may be helpful for possible experimental detection and characterization of this exotic molecule. Imaginary vibrational frequencies have not been observed, verifying that structure I.4 is indeed a local minimum on the potential energy surface. The lowest frequency is observed at 159 cm$^{-1}$. The most prominent feature in the spectrum is a strong
transition at 1221 cm\(^{-1}\) which describes the symmetric bend of \(N_3^{3-}\) molecular fragment analogous to the symmetric bend vibration observed for \(O_3\) molecule at 1057 cm\(^{-1}\).[27] The next strong transitions are at 1021 cm\(^{-1}\) and 853 cm\(^{-1}\). These vibrations are responsible for symmetric and anti-symmetric stretches of \(N_3^{3-}\) fragment, respectively; this is similar to the corresponding vibrations of \(O_3\) (1152 and 717 cm\(^{-1}\)).

The highest occupied molecular orbital–lowest unoccupied molecular orbital (HOMO—LUMO) energy separation serves as a simple measure of chemical stability.[28] The calculated HOMO—LUMO energy gap for structure I.4 is relatively large, \(\Delta HL = 1.91\) eV, conferring stability on the ozone-like \(Li_3N_3\) cluster. The first electron excitation from the simulated time-dependent DFT (TD-DFT) spectrum of \(Li_3N_3\) (Figure 5-6) is 1.82 eV, which is consistent with the HOMO—LUMO gap value. Additionally, the vertical ionization energy is 5.90 eV. Similar to hydrazine, azides, and ozone molecules, \(Li_3N_3\) is predicted to be metastable species, decomposing to give nitrogen gas. The dissociation energies described by the following equations: 1) \(Li_3N_3 \rightarrow 3/2N_2 + Li_3\) and 2) \(Li_3N_3 \rightarrow N_2 + Li_3N\) were found to be 1) 4.7 kcal/mol and 2) 10.0 kcal/mol exothermic. However, it is worthy to note that the \(Li_3N_3\) ozone-like cluster is 29.9 kcal/mol more stable relative to the infinitely separate molecule of lithium azide and lithium dimer cluster (\(LiN_3 + Li_2\)), as well as the decomposition of \(Li_3N_3\) into neutral \(N_3\) and \(Li_3\) species (\(Li_3N_3 \rightarrow N_3 + Li_3\)) was found to be quite unfavorable process, being 102.4 kcal/mol endothermic.

As we introduced the link between ozone-like clusters I.3 and I.4 of \(Li_3N_3\) and ozone molecule it would be useful to compare their structural features. The N-N bond lengths and N-N-N angle in \(N_3^{3-}\) fragment of \(Li_3N_3\) structure I.4 are 1.32 Å and 128.3°,
respectively (for structure I.3 of Li$_3$N$_3$, the N-N bond lengths are 1.28 Å and 1.45 Å (C$_s$ symmetry), the N-N-N angle is 128.3°). The corresponding parameters of O$_3$ molecule, which has been optimized with the same method and basis (CCSD(T)/6-311++G**), are almost analogous (1.28 Å for O-O distances and 117.1° for O-O-O angle). To gain more insight into the structure and chemical bonding in the ozone-like structures of Li$_3$N$_3$ species, we performed Natural Bond Orbital (NBO)$^{[29]}$ and Adaptive Natural Density Partitioning (AdNDP)$^{[30]}$ analyses. According to NBO analysis for Li$_3$N$_3$ C$_{2v}$ bent structure I.4, the bonding between lithium and nitrogen atoms is quite ionic with effective atomic charges ranging from +0.65 on the side lithium atoms to +0.73 on the central lithium atom and -0.89 on the two side nitrogens to -0.26 on the central nitrogen atom. Interestingly, NBO analysis for ozone molecule shows slightly negative (-0.14) charges on the ozone side atoms, while the central oxygen bears moderately positive charge (+0.27). In literature, the bonding in O$_3$ is usually expressed as a resonance hybrid with a single bond on one side of the molecule and double bond on the other, producing an overall bond order of about 1.5 for each side.$^{[31]}$ The NBO method revealed one of the resonance structures for ozone as expected. However, it failed to describe chemical bonding in the ozone-like Li$_3$N$_3$ molecule in terms of resonance structures. Thus, in order to interpret bonding in Li$_3$N$_3$ species we used the AdNDP method which achieves seamless chemical bonding description of systems without invoking the concept of resonance. The results of the AdNDP analysis for Li$_3$N$_3$ structure I.4 and O$_3$ molecule are shown in Figure 5-4.

For Li$_3$N$_3$ isomer I.4 the AdNDP revealed the presence of two N-N double bonds with occupation numbers (ON) equal to 1.98 $|e|$ for σ bonds and 1.93 $|e|$ for π bonds; one
lone pair on the central nitrogen (ON = 1.72 |e|), and two lone pairs of s- and p type on each side nitrogen atoms with ON ranging from 1.71 |e| to 1.86 |e| (Figure 5-4, a)). As one may see from Figure 5-4, the recovered chemical bonding pattern of the Li₃N₃ cluster is almost identical to that of ozone molecule. Lower values of occupation numbers for the Li₃N₃ suggest that the s- and p lone pairs are more diffuse than that of O₃ due to the presence of lithium atoms. Hence, from chemical bonding point of view, the N₃⁻ molecular fragment in the Li₃N₃ cluster can be considered as a nitrogen analogue of ozone. We also performed the AdNDP analysis of chemical bonding in isomer I.3, which is another ozone-like structure of Li₃N₃ stoichiometry. The AdNDP results (Figure 5-7) showed the same bonding picture as for ozone and Li₃N₃ structure I.4, confirming that structure I.3 of Li₃N₃ is also analogous to O₃ molecule.

5-3. Conclusions

In conclusion, based on the results of electronic structure calculations, we predicted a new ozone-like polynitrogen molecule Li₃N₃ with unusual N₃⁻ molecular motif, which represents a viable species and is expected to be structurally stable. The predicted molecule has no imaginary frequencies and the computed vibrational spectrum suggests a way in which this novel molecule could be experimentally characterized. To date, there are no experimental reports on the existence of higher lithium substituted hydrazine derivatives. However, there are some facts that should be noted. As it was mentioned, lithium diazenide Li₂N₂ (valence-isoelectronic to oxygen) has successfully been obtained under HP/HT conditions by decomposition of LiN₃. Hence, there is a hope that fully lithium substituted triazenes: lithium triazenides Li₃N₃ may also be produced at rather specific experimental conditions. There are known examples, when the higher
energy isomers were experimentally obtained before the global minimum structures. For instance, hexasilaprismane is only the third lowest isomer for the Si₆H₆ stoichiometry, being 30.7 kcal/mol higher than the global minimum structure,[16b] yet it was synthesized[32] two decades before the experimental characterization of the global minimum structure.[33] Thus, we believe that the ozone-like polynitrogen molecule Li₃N₃ with unusual N₃⁻ molecular motif can also be made. The calculations of this work demonstrate a conceptually new interesting bonding motif in chemistry of polynitrogen compounds, and, if Li₃N₃ with the N₃⁻ kernel, a nitrogen analogue of ozone, is prepared experimentally, it would be a potentially useful species, possessing new, yet unexplored physical and chemical properties.

5-4. Computational and theoretical methods

We performed an unbiased quantum-chemical search for Li₃N₃ species (initially at the B3LYP/aug-cc-pvDZ level of theory) in order to find the global minimum and low lying structures on the Li₃N₃ potential energy surface (PES) using a Coalescence Kick program.[34] The Coalescence Kick method subjects large populations of randomly generated structures to a coalescence procedure in which all atoms are pushed gradually to the molecular center of mass to avoid the generation of fragmented structures and then optimizes them to the nearest local minima. All low-lying isomers found by this method were re-optimized with follow-up frequency calculations at the B3LYP[35] level of theory using the aug-cc-pvTZ basis set. Finally, the total energies of the lowest isomers were calculated at the CCSD(T)/aug-cc-pvTZ//B3LYP/aug-cc-pvTZ level of theory. To examine the robustness of the prediction made with the B3LYP functional we also re-optimized the structures of four lowest isomers with frequency calculations at
CCSD(T)/6–311++G**. To examine the applicability of the CCSD(T) and B3LYP methods for our system we performed single-point calculations of the $C_2v$ symmetric Li$_3$N$_3$ ozone-like structure at the CASSCF(12,14)/6–311++G** level of theory. According to these calculations the Hartree–Fock coefficient in the CASSCF expansion (4510506 configurations) is 0.970. Thus, both B3LYP and CCSD(T) methods are valid. The vertical ionization energy was calculated using electron propagator method, outer-valence green’s function (OVGF).[36] All calculations were performed using the Gaussian 09 program.[37] Molecular structure visualization was performed with the Chemcraft[38] and MOLEKEL 5.4.0.8.[39] programs.
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Figure 5-1. Representative optimized isomers of Li₃N₃ species, their point group symmetries, spectroscopic states, and zero-point energy (ZPE) corrected energies. The relative energies are given at: CCSD(T)/6-311++G**//CCSD(T)/6-311++G** (bold) and CCSD(T)/aug-cc-pvTZ//B3LYP/aug-cc-pvTZ (in brackets). Here and elsewhere the red and blue spheres represent lithium and nitrogen atoms, respectively.

Figure 5-2. The transition state barriers diagram, showing large energy separation between isomers I.2 and I.4. The energies of the barriers are given at the CCSD(T)/aug-cc-pvTZ//B3LYP/aug-cc-pvTZ level of theory.
**Figure 5-3.** Simulated vibrational spectrum of the ozone-like (C_2v) cluster at the CCSD(T)/6-311++G** level of theory. Corresponding wavenumbers are presented for the most intense transitions.

**Figure 5-4.** Chemical bonding pattern of a) Li_3N_3 and b) O_3 structures revealed by the AdNDP analysis. ON stands for occupation number.
Figure 5-5. Lowest-lying structures of Li$_3$N$_3$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/aug-cc-pvTZ (bold) and B3LYP/aug-cc-pvTZ (in brackets) levels of theory, all at B3LYP/aug-cc-pvTZ optimized geometries. Here the red and yellow spheres represent lithium and nitrogen atoms, respectively.
**Figure 5-6.** Computed UV-visible absorption spectrum for C$_{2v}$ Li$_3$N$_3$ ozone-like cluster at the B3LYP/aug-cc-pvTZ level of theory.
Figure 5-7. Chemical bonding pattern of Li$_3$N$_3$ structure I.3 revealed by the AdNDP analysis and structural parameters of I.3 at CCSD(T)/6-311++G**. Significantly lower occupation numbers (ON) have been obtained for the first N-N π bond due to the close location of lithium atoms that make this π bond delocalized over the lithium atoms.
CHAPTER 6

STABILIZATION OF Cl\(^-\) – Cl\(^-\) ANION PAIR IN THE GAS PHASE: AB INITIO MICROSOLVATION STUDY\(^1\)

Abstract

Despite the confirmation of Cl\(^-\)–Cl\(^-\) association in aqueous solution and crystalline state, there were no reports about the existence of stable dichloride anion pair in the gas phase. In the current work we performed a systematic ab initio study of microsolvation of dichloride anion pair. The stepwise solvation mechanism observed for free gaseous [Cl\(_2\)(H\(_2\)O)\(_n\)]\(^2-\) (n = 2-10) clusters was found to be quite interesting. The lowest structure for dichloride hexahydrate closely resembles cubic water octamer W8 in which two water molecules in the corners of the cube are substituted by two chloride anions. We have also shown that Cl\(^-\)–Cl\(^-\) pair may be completely stabilized by about 36 water molecules in the gas phase. Stabilization of the pair leads to formation of cyclic H\(_2\)O structures that bridge the Cl\(^-\) ions. It has been predicted that the large clusters of [Cl\(_2\)(H\(_2\)O)\(_{36}\)]\(^2-\) and [Cl\(_2\)(H\(_2\)O)\(_{40}\)]\(^2-\) may exhibit properties analogous to bulk aqueous solutions, therefore they could become good molecular models for understanding complicated processes of solvation of Cl\(^-\) in the bulk.

6-1. Introduction

The understanding of many physical and chemical processes which involve fluids in the Earth’s crust and reactions in oceanic and atmospheric environments requires a

---

detailed knowledge of the mechanisms in which ions and molecules are solvated. Particularly, the hydrated chloride anions are of great significance in a variety of processes since they are the most common anions in nature playing an important role in numerous chemical, environmental, and biological systems.\textsuperscript{1-3} Therefore, the systematic study of the structures of chloride–water clusters at the molecular level can provide valuable insight into solvation phenomena,\textsuperscript{4} electrical phenomena in the troposphere and ionosphere, ion selectivity of ion channels in biological membranes, and processes on different water/membrane interfaces.\textsuperscript{5} Indeed, there are a lot of experimental and theoretical works on halide–water clusters, where most of these studies are devoted to hydrated monochloride anions $[\text{Cl(}\text{H}_2\text{O})_n]^–$. These hydrated anions have been characterized within lattices of organic hosts and metal complexes.\textsuperscript{6-9} For $[\text{Cl(}\text{H}_2\text{O})_n]^–$ ($n = 1-7$) clusters in the gas phase experimental photoelectron spectra have been recorded.\textsuperscript{10} Thus, properties such as coordination numbers, the stability and structures of the complexes, their infrared spectra have been thoroughly investigated. However, theoretical and experimental studies on like-charged ion dihalide hydrates are rare and only recently became an attractive area of research. To the best of our knowledge, only five dichloride water clusters of $[\text{Cl}_2(\text{H}_2\text{O})_2]^2–$,\textsuperscript{11} $[\text{Cl}_2(\text{H}_2\text{O})_4]^2–$,\textsuperscript{12,13} $[\text{Cl}_2(\text{H}_2\text{O})_6]^2–$,\textsuperscript{14,15} $[\text{Cl}_2(\text{H}_2\text{O})_{10}]^2–$,\textsuperscript{16} and $[\text{Cl}_2(\text{H}_2\text{O})_{14}]^2–$\textsuperscript{17} have been obtained in the solid state as discrete units. Their salts were structurally characterized by low-temperature X-ray and neutron diffraction studies, and the corresponding clusters $[\text{Cl}_2(\text{H}_2\text{O})_n]^2–$ ($n = 2, 4, 6, 10, 14$) were also investigated by single crystal infrared spectroscopy. Gao et al.\textsuperscript{18} conducted combined study of crystallographic analyses and ab initio calculations providing strong support of the possible existence of dichloride ion pair in water. It was also found that the bridging
effect of water between the two anions can stabilize these clusters. X-ray diffraction\textsuperscript{19} and neutron scattering experiments\textsuperscript{20} provided further evidence for the existence of halide ion pairs in high salt concentration solution.

As one can see, despite some advances have been achieved for the preparation of the solids with dichloride hydrate clusters and confirmation of the stable Cl\textsuperscript{−}−Cl\textsuperscript{−} anion pairs in solution, reports of [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{n}]\textsuperscript{2−} in the gas phase are scarce. We were not able to find any experimental work on such systems in the gas phase. As for theoretical studies of stable Cl\textsuperscript{−}−Cl\textsuperscript{−}, there is only one paper published in 1996, which is devoted to molecular dynamic simulations of dichloride anion pair in steam.\textsuperscript{21} Therefore it seems that gaseous dihalide hydrates have been almost completely ignored, probably because of the expectation that the electrostatic repulsion between the two anions would make the formation of dihalide hydrates in the gas phase unfavorable. This would mean that such species would be of little relevance to natural systems. However, many widely spread ions such as SO\textsubscript{4}\textsuperscript{2−} or CO\textsubscript{3}\textsuperscript{2−} are not stable in the gas phase\textsuperscript{22} (like Cl\textsuperscript{−}−Cl\textsuperscript{−}) due to the tremendous intramolecular Coulomb repulsion. But they are stabilized in solution by the solvent. For example, it was found that both SO\textsubscript{4}\textsuperscript{2−} and C\textsubscript{2}O\textsubscript{4}\textsuperscript{2−} require a minimum of three water molecules to be stabilized and observed by means of photoelectron spectroscopy in the gas phase.\textsuperscript{23,24} The study of such multiply charged ions is of great importance, since solvated clusters can provide molecular models to understand complicated processes of solvation in the bulk.\textsuperscript{25}

In this work we present a systematic study of microsolvation of dichloride anion pair. Though the term “like-charged ion pair” is usually referred for aqueous solutions in order to emphasize nearly contact distance between the two ions, here we use the term
“stable Cl\textsuperscript{−}–Cl\textsuperscript{−} pair” meaning that two chlorides do not repel each other and may coexist in a stable Cl\textsuperscript{−}(H\textsubscript{2}O\textsubscript{n})Cl\textsuperscript{−} cluster. Various experiments have confirmed Cl\textsuperscript{−}–Cl\textsuperscript{−} association in aqueous solution, however, an experimental and theoretical understanding of stabilization of Cl\textsuperscript{−}–Cl\textsuperscript{−} in the gas phase has not been established. The main goal of the current study is to trace microsolvation of dichloride pair and find the number of water molecules that would be sufficient to make like-charged Cl\textsuperscript{−}–Cl\textsuperscript{−} pair stable and assessable for the experimental photoelectron spectroscopy studies.

6-2. Computational and theoretical methods

Finding the global minimum structure on potential energy surface (PES) was one of the main goals of our study, because the experimental conditions of thermodynamic equilibrium allow detecting only the global minimum structure or isomers that are very close in energy to their ground state.\textsuperscript{26} A computational search for the lowest lying structures of [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{n}]\textsuperscript{2−} (n = 2–10), [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{36}]\textsuperscript{2−}, and [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{40}]\textsuperscript{2−} systems was performed using the Coalescence Kick (CK) program written by Averkiev.\textsuperscript{27} In the CK method, a random structure is first checked for connectivity: if all atoms in the structure belong to one fragment, then the structure is considered connected, and the Berny algorithm\textsuperscript{28} for geometry optimization procedure is applied to it. However, in most cases, a randomly generated structure is fragmented; that is, the structure contains several fragments not bonded with each other, including cases with just one atom not being connected. In these cases, the coalescence procedure is applied to the fragmented structure: all of the fragments are pushed to the center of mass simultaneously. The magnitude of shift should be small enough so that atoms or molecules do not approach each other too closely but large enough so that the procedure converges in a reasonable
amount of time. The obtained structure is checked for connectivity again, and the procedure repeats. When two fragments approach each other close enough, they “coalesce” to form a new fragment, which will be pushed as a whole in the following steps. Obviously, at some point, all fragments are coalesced. This method does not deal with cases when, in a randomly generated structure, two atoms are too close to each other. To avoid this problem, the initial structures are generated in a very large box with all three linear dimensions being 4* (the sum of atomic covalent radii). Hence, usually an initially generated random structure consists of separated atoms as initial fragments. The current version of the program is designed for the global minimum searches of both single molecules of desired composition and complexes of molecules like solvated anions (e.g., \(\text{SO}_4^{2-} \cdot 4\text{H}_2\text{O}\)), where the initial geometry of each molecular unit is specified in the input file. In the latter case, the two molecular units of the complex are considered as connected in a fragment if the distances between two of their atoms are less than the sum of the corresponding van der Waals radii. In the current study, the CK method for solvated \(\text{Cl}^- \cdot \text{Cl}^-\) anion pair (with the initial setup distance of 5.0 Å between two chloride ions) was used. The CK calculations for \([\text{Cl}_2(\text{H}_2\text{O})_{36}]^{2-}\) and \([\text{Cl}_2(\text{H}_2\text{O})_{40}]^{2-}\) systems become extremely computationally expensive. For the large \([\text{Cl}_2(\text{H}_2\text{O})_{36}]^{2-}\) and \([\text{Cl}_2(\text{H}_2\text{O})_{40}]^{2-}\) systems, we generated a large number (~1000) of reasonable cluster structures within a box to avoid the generation of unnecessary structures. In the first step, the single-point energy calculations of the generated structures have been performed exclusively. The lowest structures (100 structures) were then optimized to the nearest local minima to reveal the lowest energy isomers. Taking into account the fact that the number of lowest isomers, which are different in energy by only 1–2 kcal/mol, is growing
exponentially with increasing number of water molecules in the system, it is difficult to explore the PES thoroughly. Therefore, we do not insist that the found lowest structures of the large chloride hydrate clusters can be represented solely by a global minimum structure. In fact, a large number of structures will contribute to the average geometry, which should be treated by statistical mechanical methods.

The CK calculations were performed at the M06-2X level of theory using the aug-cc-pvDZ basis set for $[\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}$ ($n = 2–10$) and the 3-21G basis set for $[\text{Cl}_2(\text{H}_2\text{O})_{36}]^{2-}$, $[\text{Cl}_2(\text{H}_2\text{O})_{40}]^{2-}$ cluster systems. Low-lying isomers were reoptimized with follow up frequency calculations at the M06-2X level of theory using the aug-cc-pvTZ ($([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}$ ($n = 2–10$)) and the aug-cc-pvDZ ($[\text{Cl}_2(\text{H}_2\text{O})_{36}]^{2-}$ and $[\text{Cl}_2(\text{H}_2\text{O})_{40}]^{2-}$) basis sets. The final relative energies of the found low-lying isomers were calculated at the CCSD(T)/aug-cc-pvDZ level. The global minim geometrical structures for monochloride hydrates $[\text{Cl}(\text{H}_2\text{O})_n]^{-}$ ($n = 1–10, 18, 20$) have been obtained from previous experimental and theoretical reports, and optimized with follow-up frequency calculations using the same methods as for the studied $[\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}$ systems in order to trace the change in dissociation energies of $[\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}$ at different numbers of water molecules ($n$).

The vertical detachment electron energies (VDEs) of the lowest isomers were calculated using the electron propagator method, outer-valence Green’s function (OVGF). The adiabatic detachment energies calculations were performed using the M06-2X level of theory. The 6-311++G** basis was used in the electron propagator calculations and aug-cc-pvDZ basis for M06-2X calculations. All pole strengths (OVGF) exceeded 0.90.
The atomic charges on chloride anions were calculated using natural population analysis (NPA)\textsuperscript{44} at the M06-2X/aug-cc-pvTZ level. All ab initio calculations were done using the Gaussian 09 program.\textsuperscript{45} Molecular structure visualization was performed with the Chemcraft program.\textsuperscript{46}

6-3. Results and discussion

It is obvious that the two like-charged ions of Cl\textsuperscript{−} with eight electrons in the outer shell (a complete octet) repel each other. However it is possible to overcome such repulsion between two chlorides by sequentially adding water molecules. We first performed an \textit{ab initio} random search for the lowest lying structures of [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{n}]\textsuperscript{2−} (n = 2-10), using the M06-2X/aug-cc-pvDZ level of theory. Then low-lying isomers were reoptimized at higher level of theory (M06-2X/aug-cc-pvTZ) and single-point CCSD(T)/aug-cc-pvDZ calculations were made in order to compare their final relative energies. By adding one water molecule to the chlorides we did not find any isomer on the potential energy surface, because Cl\textsuperscript{−}(H\textsubscript{2}O)Cl\textsuperscript{−} complex immediately dissociates into Cl\textsuperscript{−} and Cl\textsuperscript{−}(H\textsubscript{2}O) anions. However, starting from Cl\textsuperscript{−}(H\textsubscript{2}O)\textsubscript{2}Cl\textsuperscript{−} all the chloride anion pair clusters considered in the current work were found to be local minima, in spite of the strong electrostatic repulsion between the two Cl\textsuperscript{−} ions. This was confirmed by frequency calculations which yielded all positive vibrational frequencies for these structures. The calculated stabilization energies of Cl\textsuperscript{−}(H\textsubscript{2}O)\textsubscript{n} (n = 1-10) and [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{n}]\textsuperscript{2−} (n = 2-10) clusters relative to the infinitely separate species were determined by the following processes (equations (1), (2)) and are given in Table 6-1 and Table 6-2, respectively.

\begin{equation}
\text{Cl}^{-} + n\text{H}_2\text{O} \rightarrow \text{Cl}^{-}(\text{H}_2\text{O})_n \quad (1)
\end{equation}

\begin{equation}
2\text{Cl}^{-} + n\text{H}_2\text{O} \rightarrow \text{Cl}^{-}(\text{H}_2\text{O})_n\text{Cl}^{-} \quad (2)
\end{equation}
As one can see from Table 6-1, Cl⁻ already forms a stable complex with water: Cl⁻(H₂O)ₙ at n = 1. The computed stabilization energies are generally in agreement with experimental data (column 5 in Table 6-1), thus confirming the choice of the theoretical methods and basis sets employed for the current study of water-chloride systems.

The results from Table 6-2 demonstrate that the hydrogen-bonding interaction involving two water molecules was not sufficient to compensate the Coulombic repulsion between two chloride ions. However, we found small negative complexation energy of −3.7 kcal/mol (CCSD(T)/aug-cc-pvDZ level of theory) for Cl⁻(H₂O)ₙCl⁻ complex at n = 3. The complex is further stabilized by −22.6 kcal/mol (Table 6-2) by adding another water molecule. Addition of more waters makes the stabilization energies of dichloride clusters comparable to those of monochloride complexes. In spite of this fact, it is necessary to evaluate the dissociation energies of dichloride hydrate clusters in order to make a conclusion about their stability in the gas phase. Therefore, we calculated the reaction energy for the dissociation process defined by eq (3):

\[ \text{Cl}⁻\text{(H}_2\text{O})_n\text{Cl}⁻ \rightarrow \text{Cl}⁻\text{(H}_2\text{O})_m + \text{Cl}⁻\text{(H}_2\text{O})_k \]  

The results of our calculations at different levels of theory are shown in Table 6-3. The dissociation energies for [Cl₂(H₂O)ₙ]²⁻ (n = 2–10) systems were found to be 27–45 kcal/mol exothermic. Consequently, small [Cl₂(H₂O)ₙ]²⁻ clusters are highly unstable and would not exist in the gas phase due to more energetically favorable decomposition of Cl⁻(H₂O)ₙCl⁻ into two negatively charged monochloride hydrates. The calculated barrier (M06-2X/aug-cc-pvTZ) for the smallest Cl⁻(H₂O)₂Cl⁻ cluster appeared to be only 1.1 kcal/mol, further confirming instability of the Cl⁻(H₂O)ₙCl⁻ (n = 2–10) complexes.
First, we will describe local minima structures of \([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}\) (\(n = 2-10\)) clusters in order to obtain a more qualitative picture about how \(\text{Cl}^-\text{Cl}^-\) pair is solvated by \(\text{H}_2\text{O}\) leading to the stabilization of dichloride anion pair in the gas phase, and then move on to the determination of the number of water molecules needed for the dissociation process (equation 3) to become endothermic.

6-3.1. \([\text{Cl}_2(\text{H}_2\text{O})_2]^{2-}\) clusters

Our CK search found only one \(\text{D}_{2h}\) structure I.1 (Figure 6-1, A)) to be a local minimum for \([\text{Cl}_2(\text{H}_2\text{O})_2]^{2-}\) stoichiometry. Structure I.1 represents two chloride ions connected through two bridged water molecules. The \(\text{Cl}^-\text{Cl}^-\) distance was found to be 5.77 Å at M06-2X/aug-cc-pvTZ. Despite this structure has positive stabilization energy of 15.4 kcal/mol (Table 6-2), it is interesting that already two water molecules are able to hold two negative chloride anions together. Moreover, structure I.1 is vertically and adiabatically electronically stable, which has been confirmed by vertical detachment electron energy (VDE) and adiabatic detachment electron energy (ADE) calculations (Table 6-4). The VDE and ADE for \([\text{Cl}_2(\text{H}_2\text{O})_2]^{2-}\) cluster I.1 are 1.62 eV and 1.43 eV, respectively. It is also worthy to note that Basu et al.\(^{11}\) has recently shown the encapsulation of an analogous \(\text{D}_{2h}\) planar cyclic tetrameric chloride water cluster \([\text{Cl}_2(\text{H}_2\text{O})_2]^{2-}\) within the dimeric capsular assembly of a conformationally flexible tripodal amide receptor, where \([\text{Cl}_2(\text{H}_2\text{O})_2]^{2-}\) has acted as a template in the formation of the dimeric capsular complexes.
6-3.2. $[\text{Cl}_2(\text{H}_2\text{O})_3]^2^-$ clusters

According to the results of the CK search for $[\text{Cl}_2(\text{H}_2\text{O})_3]^2^-$ stoichiometry structure II.1 (Figure 6-1, B)) is 0.9 kcal/mol (CCSD(T)/aug-cc-pvDZ) lower than three water bridged $D_{3h}$ structure II.2. The separation distance between two chloride anions is now 5.67 Å which is only 0.1 Å shorter than the corresponding distance in $[\text{Cl}_2(\text{H}_2\text{O})_2]^2^-$ cluster. The results show that two water bridged structure II.1 is slightly more energetically favorable than three water bridged structure II.2 and structure II.3, in which two water molecules connect two chlorides and the third water forms hydrogen bonds with the other water molecules (Figure 6-1, B)). As it was mentioned above, the stabilization energy for $[\text{Cl}_2(\text{H}_2\text{O})_3]^2^-$ is -3.7 kcal/mol, so addition of three water molecules is sufficient to offset Coulombic repulsion between the two anions and to observe $\text{Cl}^–\text{Cl}^-$ aggregate in aqueous solution. The VDE and ADE values for the lowest structure II.1 are 1.89 eV and 1.00 eV, respectively.

6-3.3. $[\text{Cl}_2(\text{H}_2\text{O})_4]^2^-$ clusters

From the CK search for $[\text{Cl}_2(\text{H}_2\text{O})_4]^2^-$ we found that structure III.1 (Figure 6-1, C)) without bridged water molecules and the highest $\text{Cl}^–\text{Cl}^-$ separation distance (11.69 Å) is the lowest energy dichloride tetrahydrate. $D_{4h}$ symmetric four water bridged structure III.4 is 9.6 kcal/mol higher in energy. Therefore, although Gao et al. revealed that water-bridged hydrogen bonds with two chloride ions in addition to interactions with counterions play a major role in the stabilization of the $\text{Cl}^–\text{Cl}^-$ pair in the crystalline state, it is not the case for the gas phase. The VDE and ADE values (2.89 eV and 1.17
eV) for \([\text{Cl}_2(\text{H}_2\text{O})_4]\)^{2-}\) are becoming higher compared to the smaller dichloride hydrate clusters.

Our results for the three structures of water bridged chloride clusters (structures I.1, II.2, and III.4 (Figure 6-1)) are in agreement with previous calculations performed by Gao et al.,\textsuperscript{18} where the corresponding like-ion chloride clusters were optimized in order to support the theoretical finding of the possible existence of a stable \(\text{Cl}_2^2-\) aggregate in water.

**6-3.4. \(\text{Cl}_2(\text{H}_2\text{O})_5\)^{2-}\) clusters**

The CK search of the \([\text{Cl}_2(\text{H}_2\text{O})_5]\)^{2-} species revealed that the potential energy surface has more low-lying structures than that of \([\text{Cl}_2(\text{H}_2\text{O})_n]\)^{2-} \((n = 2-4)\) (Figure 6-2, D)). In the lowest structure IV.1 water molecules again avoid the formation of bridges between two negatively charged chloride ions. However, three water bridged structure IV.2 with the \(\text{Cl}^--\text{Cl}^-\) distance of 5.02 Å is higher than the lowest structure IV.1 on just 1.6 kcal/mol. The maximum number (5) of bridged waters and the smallest separation distance between two \(\text{Cl}^-\) (4.19 Å) is observed for \(D_{5h}\) structure IV.8 (Figure 6-2, D)), which is 14.6 kcal/mol less energetically favorable than structure IV.1.

**6-3.5. \([\text{Cl}_2(\text{H}_2\text{O})_6]\)^{2-}\) clusters**

For \([\text{Cl}_2(\text{H}_2\text{O})_6]\)^{2-} stoichiometry we unexpectedly found that structure V.1 (Figure 6-2, E)) of \(S_6\) symmetry is the lowest one among other dichloride hexahydrates. Thus, for \([\text{Cl}_2(\text{H}_2\text{O})_6]\)^{2-} we observe a new type of coordination of water molecules between the chloride anions, where the water molecules tend to adopt a cubic arrangement in the space between two \(\text{Cl}^-\). The \(\text{Cl}^---\text{Cl}^-\) distance in structure V.1 is now balanced (6.52 Å)

that is contrary to what we saw for structure III.1 of $[\text{Cl}_2(\text{H}_2\text{O})_4]^{2-}$ and structure IV.1 of $[\text{Cl}_2(\text{H}_2\text{O})_5]^{2-}$ clusters, in which the largest separation between two Cl' was the most preferable. Interestingly, in 1991 K. D. Jordan using \textit{ab initio} and model-potential calculations predicted\textsuperscript{49} and later characterized by spectroscopic studies\textsuperscript{50} the lowest energy structure for $(\text{H}_2\text{O})_8$ – the cubic water octamer (W8), with the eight tricoordinated water molecules taking up positions at the corners of the cube. Therefore, the lowest structure V.1 depicted on Figure 6-2, E) can be viewed as water octamer W8 where two water molecules in the corners of the cube are substituted by two chloride anions. The structure of such dichloride hexahydrate cube, $[\text{Cl}_2(\text{H}_2\text{O})_6]^{2-}$, as a salt with the tris(diisopropylamino)-cyclopropenium cation, $[\text{C}_3(\text{NiPr}_2)_3]^+$, has been determined and well characterized by low-temperature X-ray and neutron diffraction studies by Butchard et al.\textsuperscript{14,15} Our calculations of VDE and ADE for cubic hexahydrate V.1 also confirmed its vertical and adiabatic electronic stability (Table 6-4). However, despite the negative stabilization energy (Table 6-2) $[\text{Cl}_2(\text{H}_2\text{O})_6]^{2-}$ clusters are still far from being able to be detected in the gas phase (the computed dissociation energy (equation (3)) remains highly exothermic (-34.1 kcal/mol for $m=3$, $k=3$ dissociation channel (Table 6-3)).

6-3.6. $[\text{Cl}_2(\text{H}_2\text{O})_7]^{2-}$, $[\text{Cl}_2(\text{H}_2\text{O})_8]^{2-}$ clusters

The low-lying structures for $[\text{Cl}_2(\text{H}_2\text{O})_7]^{2-}$, $[\text{Cl}_2(\text{H}_2\text{O})_8]^{2-}$ clusters identified by the CK search are shown in Figure 6-3. The number of isomers grows very fast with the cluster size. Almost all of the local minimum structures now have isomers (not shown) that differ only by relative orientations of the dangling H atoms on water molecules. These isomers are all found within 0.5-1 kcal/mol from one another. However, the barriers to the interconversion of structures of each type achieved through the flipping
motion of dangling hydrogen atoms appeared to be smaller than 1 kcal/mol (M06-2X/aug-cc-pvTZ), which is below the zero-point energy of these clusters. Hence, such hydrogen flips are thermally allowed at room temperature, and these clusters would be indistinguishable. Importantly, however, the nature of the coordination of water molecules and the relative energies of typical isomers are preserved for [Cl₂(H₂O)₇]²⁻ and [Cl₂(H₂O)₈]²⁻ clusters. Since the M062x/aug-cc-pvTZ level of theory results for the energy sequence of [Cl₂(H₂O)ₙ]²⁻ (n = 3-6) structures are generally in agreement with CCSD(T)/aug-cc-pvDZ, we did not perform single-point CCSD(T)/aug-cc-pvDZ calculations for [Cl₂(H₂O)ₙ]²⁻ (n = 7-10) systems. The lowest structures found by our search are structure VI.1 of [Cl₂(H₂O)₇]²⁻ and structure VII.1 of [Cl₂(H₂O)₈]²⁻ (Figure 6-3, F, G)) with a cubic arrangement between two Cl⁻ similarly to the structure of the lowest dichloride hexahydrate. The addition of one ([Cl₂(H₂O)₇]²⁻) or two water molecules ([Cl₂(H₂O)₈]²⁻) does not destruct the cubic pattern of the corresponding clusters. In structure VI.1 (Figure 6-3, F)) the water molecule forms hydrogen bond with one of the chloride anions, and in structure VII.1 (Figure 6-3, G)) there are two water molecules that are hydrogen bonded to each of Cl⁻ in trans-position. We did not find any structures with seven ([Cl₂(H₂O)₇]²⁻) or eight ([Cl₂(H₂O)₈]²⁻) water-bridged hydrogen bonds between chloride ions. It seems that adding more bridged waters to the chlorides causes repulsion between the adjacent water molecules and such structures become significantly unstable.

6-3.7. [Cl₂(H₂O)₉]²⁻, [Cl₂(H₂O)₁₀]²⁻ clusters

Starting with the clusters containing nine water molecules, the total number of found isomers becomes almost unmanageable. However, the lowest structures (VIII.1,
and IX.1) again preserve cubic arrangement of the solvent water molecules between two Cl\(^-\) (Figure 6-4, H, I)). Analogous to \([\text{Cl}_2(\text{H}_2\text{O})_7]^{2-}\) and \([\text{Cl}_2(\text{H}_2\text{O})_8]^{2-}\) clusters, the additional waters are coordinated directly to the chloride anions. It is interesting to note that the Cl\(^-\)-Cl\(^-\) separation distance (~6.5 Å) is almost the same for all lowest structures of \([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}\) starting from \(n = 6\) until \(n = 10\). Structure IX.4 of \([\text{Cl}_2(\text{H}_2\text{O})_{10}]^{2-}\) which is 6.3 kcal/mol higher than the dichloride decahydrate IX.1 (Figure 6-4, I)) has been observed in a solid-state structure of \(\{[\text{Na}_2(\text{H}_2\text{O})_6(\text{H}_2\text{O}@\text{TMEQ}[6])]\cdot2(\text{C}_6\text{H}_5\text{NO}_3))\text{Cl}_2(\text{H}_2\text{O})_{10}\}\), (TMEQ[6] = \(\alpha,\alpha',\delta,\delta'-\text{tetramethylcucurbit}[6]\text{uril}\) and can be viewed as a connection of two \([\text{Cl}(\text{H}_2\text{O})_3]^{-}\) clusters with a uudd cyclic water tetramer through hydrogen-bonding interactions.\(^{16}\) One may see that for \([\text{Cl}_2(\text{H}_2\text{O})_9]^{2-}\) and \([\text{Cl}_2(\text{H}_2\text{O})_{10}]^{2-}\) stoichiometries there are many structures with cyclic water trimers and tetramers above and under the plane of chloride ions (Figure 6-4, H, I)).

The results for the dissociation energies of \([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}\) \((n = 2-10)\) shown in Table 6-3 demonstrate that the above studied cluster systems of dichloride hydrates are unstable in the gas phase. However, as the solvent H\(_2\)O number increases the \([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}\) clusters are gradually being stabilized. According to our calculations, the addition of first three water molecules stabilizes dichloride hydrate complex by as much as 10.0 kcal/mol (CCSD(T)/aug-cc-pvDZ). The complex is then further stabilized by approximately 0.5-2 kcal/mol (Table 6-3) by adding more and more water molecules. Consequently, the dissociation energy of our largest \([\text{Cl}_2(\text{H}_2\text{O})_{10}]^{2-}\) cluster (structure IX.1, Figure 6-4, I)) is -27.2 kcal/mol. Thus, dichloride hydrate complexes should gain additional stabilization energy of about 28 kcal/mol in order to exist as a stable gaseous
Cl\textsuperscript{−}−Cl\textsuperscript{−} pair. We believe that the repulsion between two Cl\textsuperscript{−} ions is significant since there is no sufficient dielectric screening to the electrostatic interaction between these chloride anions. Hence, to overcome such a strong electrostatic repulsion each chloride ion in [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{n}]\textsuperscript{2−} cluster must be fully solvated. Kemp et al.\textsuperscript{35} using the effective fragment potential (EFP) method, coupled with Monte Carlo simulations as well as HF, and MP2 calculations predicted that 18 water molecules are required to form a complete solvation shell around a Cl\textsuperscript{−} anion. Therefore, we searched for the most stable structure of [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{36}]\textsuperscript{2−} stoichiometry. Figure 6-5 (structure X) shows the global minimum structure optimized at the M06-2X/aug-cc-pvDZ level of theory. Interestingly, the computed dissociation energy (M06-2X/aug-cc-pvDZ) determined by the following equation:

\[
\text{Cl}^\text{−}(\text{H}_2\text{O})_{36}\text{Cl}^\text{−} \rightarrow \text{Cl}^\text{−}(\text{H}_2\text{O})_{18} + \text{Cl}^\text{−}(\text{H}_2\text{O})_{18} \quad (4)
\]

is now +4.5 kcal/mol making process (4) endothermic and disadvantageous for the decomposition into two Cl\textsuperscript{−}(H\textsubscript{2}O)\textsubscript{18} clusters. Taking into account the fact that one of the most favorable dissociation channels for [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{n}]\textsuperscript{2−} (n = 2-10) has been observed for m=k, where m + k = n (Table 6-3 and equation 3) we think it is enough to consider only one dissociation process in order to make a conclusion about the stability of gaseous [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{36}]\textsuperscript{2−}. Therefore, 36 water molecules are likely needed to obtain stable Cl\textsuperscript{−}−Cl\textsuperscript{−} pair in the gas phase. Kemp et al.\textsuperscript{35} also found that interior Cl\textsuperscript{−} ion of Cl\textsuperscript{−}(H\textsubscript{2}O)\textsubscript{n} is even more solvated at n = 20. Hence, the calculations were also performed with the Cl\textsuperscript{−}−Cl\textsuperscript{−} dianion pair and a water cluster with 40 water molecules to confirm the findings for n = 36. It turned out that [Cl\textsubscript{2}(H\textsubscript{2}O)\textsubscript{40}]\textsuperscript{2−} cluster (Figure 6-5, structure XI) is now more
stabilized (+15.2 kcal/mol) than [Cl\(_2(H_2O)_{36}\)]\(^{2-}\) with respect to the dissociation into two Cl\(^{-}\)(H\(_2O\)\(_{20}\). The high stability of Cl\(^{-}\)−Cl\(^{-}\) pairs in the large [Cl\(_2(H_2O)_{36}\)]\(^{2-}\) and [Cl\(_2(H_2O)_{40}\)]\(^{2-}\) clusters may be attributed to the delocalization of charge from the Cl\(^{-}\) species to the surrounding waters. To quantify the charge delocalization, the atomic charges on Cl\(^{-}\) ions in the clusters were calculated at the M06-2X/aug-cc-pVTZ level and are summarized in Table 6-5. Due to the geometric symmetries of some lowest [Cl\(_2(H_2O)_n\)]\(^{2-}\) clusters, the charges on the two ions were identical within a given cluster. As one may see from Table 6-5, the amount of charge delocalization increased with an increasing number of water molecules for [Cl\(_2(H_2O)_{36}\)]\(^{2-}\) and [Cl\(_2(H_2O)_{40}\)]\(^{2-}\) clusters: the calculated charge on Cl\(^{-}\) ranges from -0.98 |e| with two waters bound, to -0.85 |e| in the complex with forty waters.

[Cl\(_2(H_2O)_{36}\)]\(^{2-}\) and [Cl\(_2(H_2O)_{40}\)]\(^{2-}\) clusters shown in Figure 6-5 and the structure formed by water molecules in the space between the Cl\(^{-}\)−Cl\(^{-}\) pair may not be characterized as compact clusters. So, we do not observe two or three water bridged structures between two chlorides; instead, however, the shared waters are oriented in such a manner to create a cyclic structure that eventually bridges the Cl\(^{-}\) ions. Interestingly, Choi et al.\(^{51}\) using QM/EFP MD (quantum mechanics/effective fragment potential molecular dynamics) simulations in solution recently showed that only one-water bridged structures were dominant at the local minimum, implying a weak dependency of ion pair structures on locally bridged waters. In [Cl\(_2(H_2O)_{36}\)]\(^{2-}\) and [Cl\(_2(H_2O)_{40}\)]\(^{2-}\) clusters the separation distance between Cl\(^{-}\)−Cl\(^{-}\) is 8.86-8.87 Å, which corresponds to 37.3 kcal/mol (M06-2X/aug-cc-pVTZ) of the Coulomb repulsion energy between bare Cl\(^{-}\) ions at that distance. The addition of 36 and 40 water molecules helps to overcome this high
Coulomb repulsion energy. The water molecules lying in the space between the Cl\(^{-}\) ions are predominantly oriented in a way that the hydrogen atoms in the molecule are farther from Cl\(^{-}\) than the oxygen atoms due to hydrogen bonding between the shared water molecules. Also, structures formed by waters in the [Cl\(_2\)(H\(_2\)O\(_{36}\)]\(^{2-}\) and [Cl\(_2\)(H\(_2\)O\(_{40}\)]\(^{2-}\) complexes can be considered as interlacing of rings containing mostly four, five, six and seven water molecules.

The electron binding energies VDE (Table 6-4) were observed to increase monotonically with the solvent number. The VDE values for [Cl\(_2\)(H\(_2\)O\(_n\))\(^{2-}\) at n=36 and n=40 are as much as 6.62 eV and 6.86 eV, respectively. But what is the nature of the high VDE binding energy feature in these large solvated clusters? The dimensions of our largest solvated clusters [Cl\(_2\)(H\(_2\)O\(_{36}\))\(^{2-}\) and [Cl\(_2\)(H\(_2\)O\(_{40}\))\(^{2-}\) are greater than 1 nm. It was observed that such water nanodroplets doped with a single solute molecule began to exhibit electronic properties similar to bulk electrolyte solutions.\(^{25}\) Similarly to the large solvated SO\(_4\)^{2-}(H\(_2\)O\(_n\)) and C\(_2\)O\(_4\)^{2-}(H\(_2\)O\(_n\)) clusters\(^{25}\) the high VDE feature in [Cl\(_2\)(H\(_2\)O\(_{36}\))\(^{2-}\) and [Cl\(_2\)(H\(_2\)O\(_{40}\))\(^{2-}\) complexes must correspond to a new detachment channel, which may be attributed to ionization of the solvent. The ionization potentials of water clusters should be between that of gaseous water molecules at 12.6 eV and that of liquid water at 10.06 eV.\(^{52}\) Because our solvated clusters are negatively charged, the ionization potentials of water should be lowered. Indeed, it was observed that the ionization potential of a water molecule was reduced from 12.6 eV to about 6.1 eV in the F\(^{-}\)(H\(_2\)O) complex,\(^{53}\) because of the strong Coulomb repulsion experienced by the valence electrons in H\(_2\)O from F\(^{-}\) ion. Therefore, stable [Cl\(_2\)(H\(_2\)O\(_{36}\))\(^{2-}\) and [Cl\(_2\)(H\(_2\)O\(_{40}\))\(^{2-}\) dichloride hydrates may behave analogous to bulk aqueous solutions. However, thorough
experimental photoelectron studies on gaseous \([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}\) are needed to confirm the predicted stabilities and electronic properties of these clusters.

6-4. Conclusions

We presented a systematic ab initio study of microsolvation of dichloride anion pair by water molecules. For small \([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}\) \((n = 2–10)\) clusters, we obtained a clear picture of stepwise solvation and stabilization processes. We see a delicate balance between \(\text{H}_2\text{O}–\text{Cl}^–\) interactions and \(\text{H}_2\text{O}–\text{H}_2\text{O}\) interactions. When the solvent number is between 2 and 10 \(\text{H}_2\text{O}\), the negative charges on \(\text{Cl}^–\) attract water strongly enough that more \(\text{H}\)-bonds are formed between \(\text{Cl}^–\) ions and waters. As the solvent number increases \((n = 36, 40)\), the negative charges on chlorides are sufficiently screened that both \(\text{H}\)-bonds plus \(\text{H}_2\text{O}–\text{H}_2\text{O}\) interactions, are favored. According to our results, at \(n = 6\) the lowest structure of \([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}\) represents a cube that closely resembles water octamer \(\text{W8}\) in which two water molecules in the corners of the cube are substituted by two chloride anions. Also, adding more waters does not destruct the cubic pattern of the corresponding \([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}\) \((n = 7–10)\) clusters.

It was found that the lowest structures of all studied dichloride hydrates are vertically and adiabatically electronically stable; therefore they may exist in the solid state as discrete units. However, \([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}\) \((n = 2–10)\) clusters are significantly unstable with the reaction energy for the dissociation process being highly exothermic. Thus, they would not exist in the gas phase. We predicted that the stabilization of the gaseous \([\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}\) may likely be achieved at \(n = 36\). The complex \([\text{Cl}_2(\text{H}_2\text{O})_{36}]^{2-}\) is further stabilized by adding four water molecules. The only stable anion pairs of \(\text{Cl}^–\) are in fact hydrogen-bonded clusters of \(\text{Cl}^–(\text{H}_2\text{O})_n\). Hence, they are not real dianions, but
anion clusters which are large enough that the hydrogen bonds of the outer water molecules are stronger than the Coulombic repulsion between two Cl$^-$.

The stability of the large [Cl$_2$(H$_2$O)$_{36}$]$^{2-}$ and [Cl$_2$(H$_2$O)$_{40}$]$^{2-}$ clusters may be attributed to the delocalization of charge from the Cl$^-$ species to the surrounding waters. It was also found that in these large [Cl$_2$(H$_2$O)$_{36}$]$^{2-}$ and [Cl$_2$(H$_2$O)$_{40}$]$^{2-}$ clusters, stabilization of the Cl$^-$–Cl$^-$ pair leads to formation of cyclic H$_2$O structures. The water molecules formed rings or interlacing of rings depending on the size of the system. The waters in the space between two Cl$^-$ were organized in such a way that bridged the Cl$^-$–Cl$^-$ pair. According to our calculations, [Cl$_2$(H$_2$O)$_{36}$]$^{2-}$ and [Cl$_2$(H$_2$O)$_{40}$]$^{2-}$ complexes possess the high VDE binding energies, which is the characteristic feature for bulk electrolyte solutions. We think that the association of stable gaseous Cl$^-$–Cl$^-$ anion pairs may play an important role in nucleation of industrial steam or geothermal steam from the Geysers wells.$^{54}$ Moreover, the studied solvated chloride clusters may be viewed as molecular models for understanding physicochemical processes in aqueous solutions containing Cl$^-$ ions.
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Table 6-1. Calculated Stabilization Energies of Cl(H\(_2\)O\(_n\)) Clusters (kcal/mol) at Different Levels of Theory.

<table>
<thead>
<tr>
<th>Cl(H(_2)O(_n))</th>
<th>M062X/ aug-cc-pvDZ</th>
<th>M062X/ aug-cc-pvTZ</th>
<th>CCSD(T)/ aug-cc-pvDZ</th>
<th>exp.(^{37})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl(H(_2)O)</td>
<td>-15.2</td>
<td>-15.3</td>
<td>-14.6</td>
<td>-17.5/-13.1(^{48})</td>
</tr>
<tr>
<td>Cl(H(_2)O(_2))</td>
<td>-31.1</td>
<td>-31.4</td>
<td>-29.7</td>
<td>-31.4</td>
</tr>
<tr>
<td>Cl(H(_2)O(_3))</td>
<td>-49.1</td>
<td>-49.5</td>
<td>-46.3</td>
<td>-43.6</td>
</tr>
<tr>
<td>Cl(H(_2)O(_4))</td>
<td>-64.2</td>
<td>-64.2</td>
<td>-61.2</td>
<td>-</td>
</tr>
<tr>
<td>Cl(H(_2)O(_5))</td>
<td>-75.4</td>
<td>-75.8</td>
<td>-72.1</td>
<td>-</td>
</tr>
<tr>
<td>Cl(H(_2)O(_6))</td>
<td>-91.6</td>
<td>-91.6</td>
<td>-88.5</td>
<td>-</td>
</tr>
<tr>
<td>Cl(H(_2)O(_7))</td>
<td>-103.0</td>
<td>-103.2</td>
<td>-100.1</td>
<td>-</td>
</tr>
<tr>
<td>Cl(H(_2)O(_8))</td>
<td>-116.5</td>
<td>-116.3</td>
<td>-113.3</td>
<td>-</td>
</tr>
<tr>
<td>Cl(H(_2)O(_9))</td>
<td>-127.1</td>
<td>-127.0</td>
<td>-123.9</td>
<td>-</td>
</tr>
<tr>
<td>Cl(H(<em>2)O(</em>{10}))</td>
<td>-140.6</td>
<td>-140.4</td>
<td>-139.2</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 6-2. Calculated Stabilization Energies of $[\text{Cl}_2(\text{H}_2\text{O})_n]^2-$ ($n =$ 2-10) Clusters (kcal/mol) at Different Levels of Theory.

<table>
<thead>
<tr>
<th>$\text{Cl}(\text{H}_2\text{O})_n\text{Cl}^-$</th>
<th>symm</th>
<th>M062X/ aug-cc-pvDZ</th>
<th>M062X/ aug-cc-pvTZ</th>
<th>CCSD(T)/ aug-cc-pvDZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Cl}(\text{H}_2\text{O})_2\text{Cl}^-$</td>
<td>$D_{2h}$</td>
<td>15.5</td>
<td>14.8</td>
<td>15.4</td>
</tr>
<tr>
<td>$\text{Cl}(\text{H}_2\text{O})_3\text{Cl}^-$</td>
<td>$C_1$</td>
<td>-4.3</td>
<td>-5.1</td>
<td>-3.7</td>
</tr>
<tr>
<td>$\text{Cl}(\text{H}_2\text{O})_4\text{Cl}^-$</td>
<td>$C_1$</td>
<td>-27.7</td>
<td>-28.0</td>
<td>-26.3</td>
</tr>
<tr>
<td>$\text{Cl}(\text{H}_2\text{O})_5\text{Cl}^-$</td>
<td>$C_1$</td>
<td>-43.6</td>
<td>-44.1</td>
<td>-41.6</td>
</tr>
<tr>
<td>$\text{Cl}(\text{H}_2\text{O})_6\text{Cl}^-$</td>
<td>$S_6$</td>
<td>-62.9</td>
<td>-63.7</td>
<td>-61.8</td>
</tr>
<tr>
<td>$\text{Cl}(\text{H}_2\text{O})_7\text{Cl}^-$</td>
<td>$C_1$</td>
<td>-79.4</td>
<td>-80.1</td>
<td>-78.1</td>
</tr>
<tr>
<td>$\text{Cl}(\text{H}_2\text{O})_8\text{Cl}^-$</td>
<td>$S_2$</td>
<td>-95.2</td>
<td>-96.0</td>
<td>-94.3</td>
</tr>
<tr>
<td>$\text{Cl}(\text{H}_2\text{O})_9\text{Cl}^-$</td>
<td>$C_1$</td>
<td>-109.8</td>
<td>-110.5</td>
<td>-108.5</td>
</tr>
<tr>
<td>$\text{Cl}(\text{H}<em>2\text{O})</em>{10}\text{Cl}^-$</td>
<td>$S_2$</td>
<td>-123.8</td>
<td>-124.5</td>
<td>-122.3</td>
</tr>
</tbody>
</table>
Table 6-3. Calculated Dissociation Energies for Different Dissociation Channels Cl\textsuperscript{-} (H\textsubscript{2}O\textsubscript{n})Cl\textsuperscript{-} → Cl\textsuperscript{-} (H\textsubscript{2}O\textsubscript{m}) + Cl\textsuperscript{-} (H\textsubscript{2}O\textsubscript{k}), where m + k = n (kcal/mol).

| Method/Basis          | m=1, k=1 | m=1, k=2 | 1)m=1, k=3  2)m=2, k=2 | 1)m=1, k=4  2)m=2, k=3 | 1)m=1, k=5  2)m=2, k=4  3)m=3, k=3 | 1)m=1, k=6  2)m=2, k=5  3)m=3, k=4 | 1)m=1, k=7  2)m=2, k=6  3)m=3, k=5  4)m=4, k=4 | 1)m=1, k=8  2)m=2, k=7  3)m=3, k=6  4)m=4, k=5  5)m=5, k=5 |
|-----------------------|----------|----------|--------------------------|--------------------------|------------------------------------------|------------------------------------------|------------------------------------------------|----------------------------------------------------------------|----------------------------------------------------------------|
| M06-2X/aug-cc-pv-DZ   | -45.8    | -41.3    | 1) -36.6  2) -34.5       | 1) -35.3  2) -36.1       | 1) -27.6  2) -32.4  3) -35.3          | 1) -27.4  2) -27.1  3) -34.0          | 1) -23.1  2) -27.7  3) -29.4  4) -33.3      | 1) -22.0  2) -24.3  3) -31.0  4) -29.8      | 1) -18.5  2) -23.9  3) -28.3  4) -28.6  5) -27.0   |
| M06-2X/aug-cc-pv-TZ   | -45.5    | -41.6    | 1) -36.8  2) -34.8       | 1) -35.4  2) -36.7       | 1) -27.4  2) -31.9  3) -35.2          | 1) -26.9  2) -27.0  3) -33.6          | 1) -22.7  2) -27.2  3) -29.4  4) -32.7      | 1) -21.2  2) -24.0  3) -30.6  4) -29.5      | 1) -17.8  2) -23.2  3) -28.1  4) -28.4  5) -27.0   |
| CCSD(T)/aug-cc-pv-DZ  | -44.6    | -40.7    | 1) -34.6  2) -33.2       | 1) -34.2  2) -34.5       | 1) -26.1  2) -30.7  3) -34.1          | 1) -25.6  2) -26.1  3) -32.3          | 1) -21.2  2) -26.5  3) -31.1  4) -31.8      | 1) -19.9  2) -22.7  3) -29.5  4) -28.4      | 1) -16.5  2) -22.1  3) -27.0  4) -27.2  5) -26.3   |
Table 6-4. Calculated Adiabatic (ADE) and Vertical (VDE) Electron Binding Energies for $[\text{Cl}_2(\text{H}_2\text{O})_n]^{2-}$ ($n = 2$-$10$) in eV.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Cl-$\text{(H}_2\text{O})_n$Cl$^-$ $\text{Cl}^-$ VDE (OVGF/6-311++G**)</th>
<th>VDE (M062X/aug-cc-pvDZ)</th>
<th>ADE (M062X/aug-cc-pvDZ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Cl-$\text{(H}_2\text{O})_2$Cl$^-$</td>
<td>1.62</td>
<td>1.49</td>
</tr>
<tr>
<td>3</td>
<td>Cl-$\text{(H}_2\text{O})_3$Cl$^-$</td>
<td>1.89</td>
<td>1.88</td>
</tr>
<tr>
<td>4</td>
<td>Cl-$\text{(H}_2\text{O})_4$Cl$^-$</td>
<td>2.89</td>
<td>2.77</td>
</tr>
<tr>
<td>5</td>
<td>Cl-$\text{(H}_2\text{O})_5$Cl$^-$</td>
<td>2.60</td>
<td>2.72</td>
</tr>
<tr>
<td>6</td>
<td>Cl-$\text{(H}_2\text{O})_6$Cl$^-$</td>
<td>2.60</td>
<td>2.79</td>
</tr>
<tr>
<td>7</td>
<td>Cl-$\text{(H}_2\text{O})_7$Cl$^-$</td>
<td>3.09</td>
<td>3.01</td>
</tr>
<tr>
<td>8</td>
<td>Cl-$\text{(H}_2\text{O})_8$Cl$^-$</td>
<td>3.56</td>
<td>3.42</td>
</tr>
<tr>
<td>9</td>
<td>Cl-$\text{(H}_2\text{O})_9$Cl$^-$</td>
<td>3.78</td>
<td>3.74</td>
</tr>
<tr>
<td>10</td>
<td>Cl-$\text{(H}<em>2\text{O})</em>{10}$Cl$^-$</td>
<td>4.42</td>
<td>4.38</td>
</tr>
</tbody>
</table>
Table 6-5. Atomic Charges $|e|$ on Ions Calculated with Natural Population Analysis (NPA).

<table>
<thead>
<tr>
<th>Cl$(\text{H}_2\text{O})_n$Cl</th>
<th>Charge on the first Cl atom</th>
<th>Charge on the second Cl atom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl$(\text{H}_2\text{O})_2$Cl</td>
<td>-0.9759</td>
<td>-0.9759</td>
</tr>
<tr>
<td>Cl$(\text{H}_2\text{O})_3$Cl</td>
<td>-0.9557</td>
<td>-0.9647</td>
</tr>
<tr>
<td>Cl$(\text{H}_2\text{O})_4$Cl</td>
<td>-0.9563</td>
<td>-0.9396</td>
</tr>
<tr>
<td>Cl$(\text{H}_2\text{O})_5$Cl</td>
<td>-0.9633</td>
<td>-0.9298</td>
</tr>
<tr>
<td>Cl$(\text{H}_2\text{O})_6$Cl</td>
<td>-0.9286</td>
<td>-0.9285</td>
</tr>
<tr>
<td>Cl$(\text{H}_2\text{O})_7$Cl</td>
<td>-0.9187</td>
<td>-0.9230</td>
</tr>
<tr>
<td>Cl$(\text{H}_2\text{O})_8$Cl</td>
<td>-0.9136</td>
<td>-0.9136</td>
</tr>
<tr>
<td>Cl$(\text{H}_2\text{O})_9$Cl</td>
<td>-0.9083</td>
<td>-0.9083</td>
</tr>
<tr>
<td>Cl$(\text{H}<em>2\text{O})</em>{10}$Cl</td>
<td>-0.9034</td>
<td>-0.9034</td>
</tr>
<tr>
<td>Cl$(\text{H}<em>2\text{O})</em>{36}$Cl</td>
<td>-0.8600</td>
<td>-0.8570</td>
</tr>
<tr>
<td>Cl$(\text{H}<em>2\text{O})</em>{36}$Cl</td>
<td>-0.8464</td>
<td>-0.8531</td>
</tr>
</tbody>
</table>
Figure 6-1. Representative optimized structures of A) [Cl₂(H₂O)₂]²⁻, B) [Cl₂(H₂O)₃]²⁻, and C) [Cl₂(H₂O)₄]²⁻, their point group symmetries, spectroscopic states and ZPE (M06-2X/aug-cc-pvTZ) corrected relative energies. The energies are given at: CCSD(T)/aug-cc-pvDZ (bold), M06-2X/aug-cc-pvTZ (in brackets), M06-2X/aug-cc-pvDZ (square brackets). Here and elsewhere hydrogen bonds between adjacent water molecules are marked with tiny blue lines.
Figure 6-2. Representative optimized structures of D) \([\text{Cl}_2(\text{H}_2\text{O})_5]^{2-}\) and E) \([\text{Cl}_2(\text{H}_2\text{O})_6]^{2-}\), their point group symmetries, spectroscopic states and ZPE (M06-2X/aug-cc-pvTZ) corrected relative energies. The energies are given at: CCSD(T)/aug-cc-pvDZ (bold), M06-2X/aug-cc-pvTZ (in brackets), M06-2X/aug-cc-pvDZ (in square brackets).
Figure 6-3. Representative optimized structures of F) [Cl$_2$(H$_2$O)$_7$]$^{2-}$ and G) [Cl$_2$(H$_2$O)$_8$]$^{2-}$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: M06-2X/aug-cc-pvTZ (bold), M06-2X/aug-cc-pvDZ (in brackets).
Figure 6-4. Representative optimized structures of H) \([\text{Cl}_2(\text{H}_2\text{O})_9]^{2-}\) and I) \([\text{Cl}_2(\text{H}_2\text{O})_{10}]^{2-}\), their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: M06-2X/aug-cc-pvTZ (bold), M06-2X/aug-cc-pvDZ (in brackets).
Figure 6-5. Optimized (M06-2X/aug-cc-pvDZ) structures of \([\text{Cl}_2(\text{H}_2\text{O})_{36}]^{2-}\) (left) and \([\text{Cl}_2(\text{H}_2\text{O})_{40}]^{2-}\) (right) clusters, their point group symmetries and spectroscopic states.
CHAPtER 7

INORGANIC DOuBLE HELIX STRUCTuRES OF uNUSuALLY SIMPLE Li-P SPECIES

Abstract

The existence of inorganic double-helix structures at the atomic level is theoretically predicted. An unbiased quantum-chemical search for the global minimum structures of Li\textsubscript{x}P\textsubscript{x} (x=5–9) species is performed. For the Li\textsubscript{7}P\textsubscript{7}–Li\textsubscript{9}P\textsubscript{9} stoichiometries the global minimum structure has a peculiar double-helix form.

7-1. Introduction

The double helix represents one of the most fascinating geometric structures in nature. Helical structures can be either right-handed or left-handed depending on the direction of the rotation. In other words they possess the chirality property, which is vital for every living organism. Chiral molecules lack an internal plane of symmetry and thus have a nonsuperposable mirror image. It turns out that for organic compounds nature decides by itself whether the most preferable structure will be right-handed or left-handed, but questions regarding such differentiation in the inorganic world have not yet been answered.

In chemistry and biology, the term double helix usually refers to the structure formed by double-stranded molecules of nucleic acids such as DNA, discovered by Watson and Crick,\[1\] and RNA. Watson and Crick stressed: “It has not escaped our notice

---

that the specific pairing we have postulated immediately suggests a possible copying mechanism for the genetic material.” There are many other organic polymers with helical structures and proteins which have substructures known as α-helices. In spite of the diversity and significance of the role of double-helix structures in evolution and metabolism, they are very rare in inorganic chemistry. In 1993 V. Soghomonian et al. showed that very complicated inorganic solids can be self-assembled from structurally simple precursors by the hydrothermal synthesis of vanadium phosphate and 

\[(\text{CH}_3\text{2NH}_2)\text{K}_4[\text{V}_{10}\text{O}_{10}(\text{H}_2\text{O})_2(\text{OH})_4(\text{PO}_4)_7]\cdot4\text{H}_2\text{O},\] which contains chiral double helices formed from interpenetrating spirals of vanadium oxo pentamers bonded together by \(\text{P}_5^+\) ions\(^{[2]}\). After that, there were also many successful syntheses of inorganic compounds with helical structures.\(^{[3,4]}\) Thus, while some advances have been achieved for inorganic materials with a single-helical geometry, reports of counterparts with the double-helix structure are deficient. Recently, double-helical silicon microtubes and double-helical carbon nanotube (CNT) arrays were prepared.\(^{[5,6]}\) However, there is no structural model at the atomic level to explain the Si and C tubular double helices.

Here we report the theoretical prediction of the existence of double-helix structures in the series of \(\text{Li}_x\text{P}_x\) \((x=5–9)\) clusters and in an infinite \(\text{LiP}\) chain and compare them with bulk phases of \(\text{LiP}\). It was surprising to discover the double-helix structures in rather simple species consisting of only two elements: lithium and phosphorus. Our initial goal was to probe electronic transmutation for \(\text{Li}_x\text{P}_x\) clusters by making bonded structures\(^{[7,8]}\) which obey the Zintl-rule (where the less electronegative lithium atom donates an electron to the more electronegative phosphorus atom, resulting in each phosphorus bearing a negative charge) with the anticipation that structures similar to
sulfur compounds would be formed.[8] However, the unexpected double helices were found to be either global minimum structures or low-lying isomers.

### 7-2. Results and discussion

We performed an unbiased quantum-chemical search for Li$_x$P$_x$ ($x=5-9$) clusters using a Coalescence Kick$^9$ program written by B. B. Averkiev initially at the B3LYP/3-21G level of theory. The Coalescence Kick method subjects large populations of randomly generated structures to a coalescence procedure in which all atoms are pushed gradually to the molecular center of mass to avoid the generation of fragmented structures and then optimizes them to the nearest local minima. All low-lying isomers found by this method were reoptimized with follow-up frequency calculations at the B3LYP level of theory using the 6-311+G* basis set. The total energies of the lowest isomers of Li$_5$P$_5$, Li$_6$P$_6$, and Li$_7$P$_7$ stoichiometries were calculated at the CCSD(T)/CBS//B3LYP/6-311+G* level of theory by extrapolating CCSD(T)/cc-pvDZ//B3LYP/6-311+G* and CCSD(T)/cc-pvTZ//B3LYP/6-311+G* to the infinite basis set using the Truhlar formula.$^{10}$ Additional calculations of the three lowest isomers for each stoichiometry were also performed (see the Theoretical Section).

In Figure 7-1 we present the right- and left-handed double helices for the Li$_5$P$_5$, Li$_6$P$_6$, Li$_7$P$_7$, Li$_8$P$_8$, and Li$_9$P$_9$ species.

A more extensive set of alternative isomers found in our global minimum search is summarized in Figures 7-5 – 7-9. For the Li$_5$P$_5$ stoichiometry the double-helix structure is the second lowest isomer, which is 5.6 kcal mol$^{-1}$ higher than the global minimum (Figure 7-5). For the Li$_6$P$_6$ stoichiometry, the helical structure is the third isomer and is 12.6 kcal mol$^{-1}$ higher than the global minimum structure (Figure 7-6). Our search for the
global minimum in the Li$_7$P$_7$ stoichiometry revealed that the double-helix structure (Figure 7-2 and Figure 7-7) is the global minimum with the second isomer containing a seven-membered ring similar to sulfur clusters.$^{[11]}$

We also performed a search for the global minimum S$_7$ cluster and found two low-lying isomers: *exo* and *endo* isomers with the second one being 3.4 kcal mol$^{-1}$ higher in energy than the global minimum *exo* isomer (Figure 7-8). Our search also revealed a helical isomer of S$_7$ which is 34.1 kcal mol$^{-1}$ higher in energy than the global minimum. The helical structure of the S$_7$ isomer is very similar to the helical phosphorus strand in the double-helix structure of Li$_7$P$_7$. The double helices were found to be the global minimum structures for both the Li$_8$P$_8$ and Li$_9$P$_9$ stoichiometries (Figures 7-9 and 7-10).

*n*-Membered rings are the most stable structures for sulfur clusters. It was recently reported, however, that there are two phases having helical structures with triangular and squared chains of sulfur, which are stable at 1.5 GPa and temperatures from 300 K to 1100 K.$^{[12]}$ The same authors also showed that selenium can form the helix squared chain structures similar to sulfur.$^{[12]}$ Another representative of group VI-A elements, oxygen, is able to form analogous helical structures under the pressure of metallization according to the latest theoretical reports.$^{[13,14]}$

Because of their small size and unique properties, clusters could become good samples for describing a structural model of the double helix at the atomic level. Therefore, to gain additional insight into the structure and chemical bonding of the double-helix structure of Li$_x$P$_x$ species, we performed natural bond orbital analysis (NBO).$^{[15]}$ According to NBO analysis for the Li$_8$P$_8$ double helix, the bonding between lithium and phosphorus atoms is quite ionic with effective atomic charges for Li ranging
from +0.4 to +0.7|e|. Additionally, NBO analysis revealed the presence of two P–Li σ-bonds with occupation numbers (ON) equal to 1.84–1.86|e|, four P–P σ bonds with ON ranging from 1.92–1.96|e|, one double bond with ON=1.83|e| for the π bond, and one triple bond with ON=1.80|e| and ON=1.30|e| for two π bonds, respectively (Figure 7-11).

For the Li₆P₆ double-helix structure, we found the following bonding picture: the effective atomic charges on Li range from +0.5 to +0.8|e|; four Li–P σ bonds with ON=1.63–1.68|e|; five P–P σ bonds with ON=1.94–1.96|e|; one double bond with ON=1.86|e| for the P–P π bond. Starting from Li₇P₇ and up to Li₉P₉ double helices have a similar chemical bonding pattern: effective charges on Li range from +0.8 to +0.9|e|; there are no more Li–P σ bonds, there are six (Li₇P₇), seven (Li₈P₈), and eight (Li₉P₉) P–P σ bonds with ON=1.95–1.98|e|; there is one double bond at the end of phosphorus chain with ON=1.93–1.94|e| for the π bond (see Figures 7-12 – 7-15). We see from this data that when the bonding between the Li and P atoms is ionic, beginning from Li₇P₇ to Li₉P₉, the double-helix structures are much more favourable relative to other isomers. We believe that for the smaller clusters, termination effects are responsible for the double-helix structures being less stable. Thus, the electronic transmutation takes place in the case of LiₓPₓ (x=5–9) clusters, but in a rather strange way. The presence of lithium cations seems to be working similar to high pressure and high temperature in the helix phases of sulfur and selenium. Though NBO analysis does not show any significant direct Li–Li covalent bonding, in our graphical representation of double-helix structures, we connected adjacent Li atoms to make the double-helix structure more apparent. From our point of view, the helix structure formed by lithium cations because of favourable electrostatic interactions with neighboring phosphorus anions.
To further test the viability\cite{16} of our double-helix structures we checked their lowest frequencies and the HOMO–LUMO gaps. The lowest frequencies for Li₅P₅, Li₆P₆, Li₇P₇, Li₈P₈, and Li₉P₉ are 102, 89, 61, 82, and 75 cm⁻¹, respectively, which are comparable to the lowest theoretically calculated frequency at the same level of theory (102 cm⁻¹) in the Li₅Al₄⁻ anion observed in a molecular beam.\cite{17} The HOMO–LUMO gap for the clusters are as follows: Li₅P₅ (2.27 eV), Li₆P₆ (2.14 eV), Li₇P₇ (2.24 eV), Li₈P₈ (1.90 eV), and Li₉P₉ (1.71 eV) (HOMO/LUMO=highest occupied/lowest unoccupied molecular orbital). All data presented (calculated at the B3LYP/6-311+G* level of theory) are comparable to the HOMO–LUMO gap (2.02 eV, B3LYP/cc-pvTZ/Ta/Stuttgart/B/aug-cc-pVTZ) in the TaB₁₀⁻ wheel-type Ta-centered anionic cluster, which was recently prepared in a molecular beam.\cite{18}

To further investigate the existence of double-helix structures we performed a solid-state study using plane-wave density functional theory (see the Theoretical Section), on the LiP infinite double-helix chain and two bulk phases of LiP of different symmetry. The LiP infinite double-helix chain was found to be stable (Figure 7-3). The structure comprises four functional units (FU) of Li₁P₁ per turn and is 6.00 kcal mol⁻¹ lower in energy than Li₉P₉. Atomic chained helices of this kind were first found by Cromer in the Zintl phases, LiAs and NaSb\cite{19,20} and exist in XY (X=Li,Na,K,Rb,Cs, Y=P,As,Sb).\cite{21} Using ab initio random structure searching (AIRSS)\cite{22,23} we recovered the P21/csymmetric Li₁P₁ bulk phase comprising of packed double helices\cite{24} where adjacent helices are of opposite sense and 9.69 kcal mol⁻¹ lower in energy than the infinite double-helix chain (Figure 7-4). Using AIRSS a metastable bulk phase of P2₁₂₁₂₁ symmetry, in which all helices have the same sense, similar to
Na$_1$P$_1$\cite{25} was also uncovered which was 0.24 kcal mol$^{-1}$ higher in energy than the P21/c symmetric phase.

7-3. Conclusions

The structures presented for Li$_x$P$_x$ ($x=5–9$) are simple molecules which possess a double-helix structure comprising only two kinds of atoms. From solid-state calculations the LiP infinite double-helix chain was also found to be stable. Our solid-state calculations showed that the P21/c symmetric Li$_1$P$_1$ bulk phase comprising of packed double helices has an energy that is lower than the infinite double-helix chain. We believe that although the Li atoms are not connected by chemical bonding it is the positions of the Li atoms in space that make the structures double helical. The structures of XY (X=Li,Na,K,Rb,Cs, Y=P,As,Sb) Zintl phase compounds\cite{21} may then also be interpreted as double helical. Our results extended the family of double-helical solids and we hope that other inorganic double-helix structures which obey the Zintl rule may be found.

7-4. Computational and theoretical methods

Additional calculations including geometry optimization and frequency calculations for the lowest three isomers of Li$_5$P$_5$, Li$_6$P$_6$, Li$_7$P$_7$, Li$_8$P$_8$, and Li$_9$P$_9$ stoichiometries were performed at the PBE1PBE/6-311+G* and M06/6-311+G* levels of theory. The results of these two levels of theory are generally consistent with the results at the B3LYP/6-311+G* level of theory. To test the applicability of the CCSD(T) and B3LYP methods for our systems we performed single-point calculations of the Li$_7$P$_7$ double-helix structure at the CASSCF(10,12)/6-311+G* level of theory. According to these calculations the Hartree–Fock coefficient in the CASSCF expansion (314028
configurations) is 0.973. Thus, both B3LYP and CCSD(T) methods are valid. Chemical bonding analysis was performed using the natural bond orbital (NBO) analysis. All quantum-chemical calculations were performed using the Gaussian 09 program. Molecular visualization was performed using the Molekel 4.3 program.

The solid-state study was performed using the plane-wave density functional theory code CASTEP and the PBE exchange-correlation functional, ultrasoft pseudopotentials, and a Brillouin zone sampling finer than $2\pi\times0.05\ \text{Å}^{-1}$. The valence states were described by a basis set containing plane waves with energies up to 400 eV. The infinite chain was relaxed in a supercell which had 10 Å between each periodic repetition. The structure was fully geometry-optimized and phonon calculations were performed to demonstrate its stability (see Figure 7-16).
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Figure 7-1. Optimized structures of Li₅P₅, Li₆P₆, Li₇P₇, Li₈P₈ and Li₉P₉ helices. a) Li₅P₅ (C₁, ¹A), b) Li₆P₆ (C₁, ¹A), c) Li₇P₇ (C₁, ¹A), d) Li₈P₈ (C₁, ¹A), e) Li₉P₉ (C₁, ¹A).

Figure 7-2. Representative optimized structures of Li₇P₇, their point group symmetries, spectroscopic states, and zero-point energy (ZPE) corrected (B3LYP/6-311+G*) relative energies at the CCSD(T)/CBS//B3LYP/6-311+G* level of theory.
Figure 7-3. Three periodic repetitions of the LiP infinite double-helix chain geometry optimized at the DFT-PBE level of theory.

Figure 7-4. A 2X2 supercell containing a $P21/c$ symmetric Li$_1$P$_1$ bulk phase comprising of packed double helices.
Figure 7-5. Lowest-lying structures of Li$_5$P$_5$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/CBS (bold), CCSD(T)/cc-pvTZ (in brackets), CCSD(T)/cc-pvDZ (square brackets), and B3LYP/6-311+G* (curly brackets) levels of theory, all at B3LYP/6-311+G* optimized geometries.
Figure 7-6. Lowest-lying structures of Li₆P₆, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/CBS (bold), CCSD(T)/cc-pvTZ (in brackets), CCSD(T)/cc-pvDZ (square brackets), and B3LYP/6-311+G* (curly brackets) levels of theory, all at B3LYP/6-311+G* optimized geometries.
Figure 7-7. Lowest-lying structures of Li\textsubscript{7}P\textsubscript{7}, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/CBS (bold), CCSD(T)/cc-pvTZ (in brackets), CCSD(T)/cc-pvDZ (square brackets), and B3LYP/6-311+G* (curly brackets) levels of theory, all at B3LYP/6-311+G* optimized geometries.
Figure 7-8. Global minimum exo and edo isomers of $S_7$ and helical isomer $S_7$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at B3LYP/6-311+G* level of theory, all at B3LYP/6-311+G* optimized geometries.
Figure 7-9. Lowest-lying structures of Li₈P₈, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at the B3LYP/6-311+G* level of theory, all at B3LYP/6-311+G* optimized geometries.
Figure 7-10. Lowest-lying structures of Li$_9$P$_9$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at the B3LYP/6-311+G* level of theory, all at B3LYP/6-311+G* optimized geometries.
Figure 7-11. The results of NBO analysis for L₅P₅ double helix structure (here and elsewhere P is green, Li is violet).

NBO analysis recovered: two Li-P σ-bonds: Li4-P9 (ON=1.84 |e|) and Li2-P9 (ON=1.86 |e|), though they are essentially lone pairs on P9 atom [Li (7%), P (93%)]; four P-P σ-bonds (ON=1.92-1.96 |e|); three P-P π-bonds (ON=1.34-1.83 |e|); lone pairs on phosphorus atoms: one lone pair on P6 (ON=1.89 |e|), one lone pair on P7 (ON=1.84 |e|), one lone pair on P8 (ON=1.92 |e|), one lone pair on P9 (ON=1.63 |e|), two lone pairs on P10 (ON=1.60-1.89 |e|).
Figure 7-12. The results of NBO analysis for L₆P₆ double helix structure.

NBO analysis recovered: four Li-P σ-bonds: Li1-P9 (ON=1.65 |e|), Li1-P12 (ON=1.68 |e|), Li2-P10 (ON=1.64 |e|), Li2-P8 (ON=1.63 |e|), though they are essentially lone pairs on P8 [Li(3%), P(97%)], P9 [Li(4%), P(96%)], P10 [Li(4%), P(96%)], and P12 [Li(5%), P(95%)] atoms; five P-P σ-bonds (ON=1.94-1.96 |e|); one P11-P7 π-bond (ON=1.86 |e|); lone pairs on phosphorus atoms: two lone pairs on P7 (ON=1.64-1.87 |e|), two lone pairs on P8 (ON=1.70-1.79 |e|), one lone pair on P9 (ON=1.82 |e|), one lone pair on P10 (ON=1.85 |e|), one lone pair on P11 (ON=1.85 |e|), one lone pair on P12 (ON=1.86 |e|).
Figure 7-13. The results of NBO analysis for L$_7$P$_7$ double helix structure.

NBO analysis recovered: six P-P σ-bonds (ON=1.95-1.98 |e|); one P11-P14 π-bond (ON=1.94 |e|); lone pairs on phosphorus atoms: two lone pairs on P8 (ON=1.7-1.90 |e|), two lone pairs on P9 (ON=1.70-1.90 |e|), two lone pairs on P10 (ON=1.70-1.90 |e|), one lone pair on P11 (ON=1.91 |e|), two lone pairs on P12 (ON=1.74-1.93 |e|), three lone pairs on P13 (ON=1.75-1.90 |e|), two lone pairs on P14 (ON=1.78-1.91 |e|).
NBO analysis recovered: seven P-P σ-bonds (ON=1.95-1.98 |e|); one P8-P15 π-bond (ON=1.93 |e|); lone pairs on phosphorus atoms: one lone pair on P8 (ON=1.92 |e|), three lone pairs on P9 (ON=1.75-1.90 |e|), two lone pairs on P10 (ON=1.81-1.91 |e|), two lone pairs on P11 (ON=1.70-1.90 |e|), two lone pairs on P12 (ON=1.78-1.91 |e|), three lone pairs on P13 (ON=1.61-1.90 |e|), two lone pairs on P14 (ON=1.77-1.90 |e|), two lone pairs on P15 (ON=1.76-1.91 |e|).

**Figure 7-14.** The results of NBO analysis for L₅P₅ double helix structure.
Figure 7-15. The results of NBO analysis for L$_9$P$_9$ double helix structure.

NBO analysis recovered: eight P-P σ-bonds (ON=1.95-1.98 $|e|$); one P8-P15 π-bond (ON=1.94 $|e|$); lone pairs on phosphorus atoms: one lone pair on P8 (ON=1.91 $|e|$), two lone pairs on P9 (ON=1.86-1.90 $|e|$), two lone pairs on P10 (ON=1.77-1.90 $|e|$), two lone pairs on P11 (ON=1.74-1.90 $|e|$), two lone pairs on P12 (ON=1.72-1.90 $|e|$), two lone pairs on P13 (ON=1.65-1.90 $|e|$), two lone pairs on P14 (ON=1.76-1.88 $|e|$), two lone pairs on P15 (ON=1.77-1.91 $|e|$), three lone pairs on P16 (ON=1.76-1.90 $|e|$),
Figure 7-16. Phonon dispersion of the infinite chain using the local-density approximation and norm-conserving pseudopotentials with a basis set containing plane-waves with energies up to 500 eV. The structure is stable to distortions hence a local minimum. There is a vibrational mode with small negative frequency (~ -6 cm$^{-1}$) at the Gamma point, which is a torsional mode associated with the orientation of the chain within the finite supercell.
CHAPTER 8
INORGANIC DOUBLE-HELIX NANOTOROID OF SIMPLE LITHIUM-PHOSPHORUS SPECIES

Abstract

A theoretical study of Li$_{90}$P$_{90}$, which possesses a circular double-helix structure that resembles the Watson–Crick DNA structure, is reported. This is a new bonding motif in inorganic chemistry. The calculations show that the molecule might become synthesized and that it could be a model for other inorganic species which possess a double-helix structure.

8-1. Introduction

When most people think of a double helix, they think of DNA structure—a now familiar image, thanks to Watson and Crick’s landmark 1953 discovery of the double-stranded molecules of nucleic acids.\(^1\) It was initially believed that all DNA molecules are linear and have two free ends. Indeed, the chromosomes of eukaryotic cells each contain a single (extremely long) DNA molecule. But now we know that some DNAs are circles. For example, the chromosome of the small monkey DNA virus SV40\(^2\) is a circular, double-helical DNA molecule of about 5000 base pairs. Also, most (but not all) bacterial chromosomes are circular; *Escherichia coli* has a circular chromosome of about five million base pairs.\(^3\) Additionally, many bacteria have small autonomously replicating genetic elements known as plasmids,\(^4\) which are generally circular DNA

---

molecules. The distinctive feature of closed circular molecules is that its topological state cannot be altered by any conformational rearrangement short of breaking DNA strands. This topological constraint is the basis for the characteristic properties of closed circular DNA, which have fascinated biologists, chemists, physicists and mathematicians for the past 50 years.

The double-helix and circular double-helix geometric structures play a significant role in metabolism and evolution. Although they appear in great and small forms in varied organisms and viruses, they are very rare in inorganic chemistry. After the introduction of the first inorganic doubly stranded helicate by Lehn et al.\(^5\) in 1987, a number of artificial single-helical supramolecular assemblies\(^6^{−12}\) based on different predesigned ligands have been extensively reported due to both their aesthetically appealing topologies and their potential applications, such as asymmetric catalysis and nonlinear optical materials. Thus, while some advances have been achieved for inorganic materials with a single-helical geometry, reports of counterparts with double-helix structure are deficient, not to mention circular double-helix structures. It seems that, because of the lack of guiding principles for the construction of toroids, researchers have not widely studied the self-assembly of toroidal nanostructures compared with the work on other supramolecular architectures. Besides synthesized metal string complexes \([\text{Ni}_4(\mu_4\text{-phdpda})_4]\) and \([\text{Ni}_7\text{Cl}_2(\mu_7\text{-teptra})_4]\)\(^{13}\) (H\(_2\text{phdpda}=\text{N-phenyldipyridyl}diamine and H\(_3\text{teptra}=\text{tetrapyridyl}triamine) with the ligands wrapping themselves around the metal wire in a helical arrangement, we were not able to find any examples of inorganic double-helical ring structure in the literature.
In 1959 Cromer determined the crystal structures of LiAs and NaSb.\textsuperscript{[14,15]} It was found that LiAs and NaSb represent monoclinic solids with eight formula units in space group \textit{P}2\text{1}/c. The arsenic and antimony atoms form singly bonded infinite spiral chains in the corresponding structures, whereas the lithium and sodium atoms are in positions defined approximately by a spiral coaxial with the arsenic and antimony chains, respectively, but with a larger radius. Recently, we published a study\textsuperscript{[16]} that reported the first theoretical evidence of the existence of small inorganic double-helix \textit{Li}_n\textit{P}_n\text{ chiral clusters. For } \text{Li}_7\textit{P}_7 \leftarrow \text{Li}_9\textit{P}_9 \text{ stoichiometries the global minimum structure has a peculiar double-helix form containing two strands, one composed of lithium cations and one composed of phosphorus anions, which run in opposite directions to each other and are therefore antiparallel. To further investigate the existence of the double helices in the solid state, we performed an ab initio random solid-state structure search using the AIRSS program.}\textsuperscript{[17,18]} We recovered the \textit{P}2\text{1}/c symmetric \textit{Li}_1\textit{P}_1\text{ bulk phase comprising of packed double helices in which adjacent helices are of opposite sense and 9.69 kcal mol}^{-1} \text{ lower in energy than the infinite double-helix chain.}\textsuperscript{[16]}\text{ Later, Datta et al.}\textsuperscript{[19]}\text{ analyzed the nature of bonding in these Li}_n\textit{P}_n\text{ (}n=7\text{–}9\text{) double helices. It was shown that the simple inorganic double helices present a bonding picture very similar to that of nature’s double-helical DNA. Analogous to DNA, which is stabilized by interstrand H bonding and intrastrand base stacking, Li}_n\textit{P}_n\text{ strands are held together by weak Li}\leftarrow\text{P and P}\leftarrow\text{P noncovalent interactions. It is known that in some cases DNA is able to circularize by base-pairing between single-stranded regions that protrude from the ends of the DNA and that have complementary sequences. Taking cues from nature, a few interesting questions arise concerning inorganic Li}_n\textit{P}_n\text{ double helix motif: is it possible to design a
circular inorganic double helix, would it be stable and what kind of chemical bonding would play a major role in its stabilization?

Here we report theoretical results on the existence of the first stable inorganic double-helix toroid made of remarkably simple lithium—phosphorus (Li—P) species. The predicted structure comprises two antiparallel strands of 90 Li and 90 P atoms with the linking number (the number of times one strand would have to be passed through the other strand in order for the two strands to be entirely separated from each other) of 18 (Figure 8-1). Therefore, it can be considered as chiral, topologically constrained (two ends of a double-helix structure are covalently closed to form a circle) molecule. In this study, we investigate the structural stability, electronic properties, and chemical bonding of this Li$_{90}$P$_{90}$ inorganic circular double-helix structure using quantum chemical density functional theory (DFT) and solid state calculations.

8-2. Results and discussion

We modeled the Li$_{90}$P$_{90}$ toroid-like structure with the anticipation that the large circle of ninety Li$_1$P$_1$ units will be stable due to low strain energy in such a ring. Indeed using the B3LYP/STO-3G level of theory, we found that the “donut” structure is a minimum on the potential energy surface, which possesses $C_6$ symmetry (Figure 8-5). We then reoptimized Li$_{90}$P$_{90}$ with follow-up frequency calculations using different pure/hybrid exchange-correlation potentials and larger basis sets in order to assess the stability of the Li$_{90}$P$_{90}$ toroid structure at various levels of theory (see the Experimental Section). The Li$_{90}$P$_{90}$ structure was found to be stable in all cases. It should be noted that the exact number of atoms (90 Li and 90 P) may be not critical in the stability of the circular arrangement and analogous double-helical toroids with smaller or larger number
of Li and P atoms can possibly be found. However, in this work our aim is not finding the smallest or largest size at which the ring of Li and P atoms would be stable, but to show the possibility of the existence of such double-helical toroids. Figure 8-1 shows the double-helical ring of Li$_{90}$P$_{90}$ at the BP86/6-31G(d) level of theory. The results obtained at B3LYP/6-31G(d) are summarized in Figure 8-5. It is interesting to note that the double-helical toroid exhibits $C_2$ symmetry at BP86/6-31G(d), however, the deviation from the $C_6$ atomic orientation is quite low (0.0056 Å; Figure 8-1).

We compared the structural parameters of Li$_{90}$P$_{90}$ circular double helix with smaller straight double helices: Li$_7$P$_7$, Li$_{8}$P$_8$, Li$_{9}$P$_9$ (global minimum structures for their stoichiometries), and the infinite chain of Li and P atoms, which was also found to be stable.$^{[16]}$ The values of the corresponding distances between adjacent P—P, Li—Li atoms and Li—P atoms of the opposite Li and P strands are summarized in Table 8-1. The P—P distance for all helices, including the LiP infinite double-helix chain (not shown in Table 8-1) with a P—P distance of 2.25 Å (optimized using solid-state calculations and plane-wave density functional theory)$^{[16]}$ is about the same, apart from one P—P terminal $\pi$ bond distance ($\sim$2.13 Å) that is present in Li$_7$P$_7$—Li$_9$P$_9$ helical structures. The same trend is traced in the distances between corresponding Li and P atoms of the opposite Li and P chains. However, in the Li$_{90}$P$_{90}$ ring structure, the distance between two Li atoms is a little bit lower than for the infinite LiP and Li$_7$P$_7$—Li$_9$P$_9$ structures.

The calculated harmonic vibrational frequencies of Li$_{90}$P$_{90}$ at the BP86/6-31G(d) level of theory are shown in Figure 8-2. Imaginary vibrational frequencies have not been observed at another level of theory (B3LYP/6-31G(d)), verifying that our structure is
indeed a local minimum. The highest occupied molecular orbital–lowest unoccupied molecular orbital (HOMO–LUMO) energy separation serves as a simple measure of chemical stability.[20] The calculated HOMO–LUMO energy gap for our circular double helix is relatively large, ΔHL=1.08 eV, conferring stability on the Li_{90}P_{90} cluster. The first electron excitation from the simulated time-dependent DFT (TD-DFT) spectrum of Li_{90}P_{90} (Figure 8-7) is 1.09 eV, which is consistent with the HOMO–LUMO gap value. In addition, vertical ionization potential is 4.12 eV, and vertical electron affinity is 1.93 eV.

Since we established the link between straight LinPn double-helical chains and circular Li_{90}P_{90} double-helix structure, it is useful to compare their relative stability. We made additional calculations on some Li_{10}P_{10}, Li_{11}P_{11}, Li_{13}P_{13}, Li_{14}P_{14}, Li_{20}P_{20}, Li_{21}P_{21}, Li_{22}P_{22}, Li_{25}P_{25}, Li_{27}P_{27}, Li_{30}P_{30}, Li_{35}P_{35}, Li_{40}P_{40} clusters at the BP86/6-31G(d) level of theory. We have plotted the cohesive energy ($E_c$) of several LinPn structures versus the number of Li$_1$P$_1$ units ($n$; see the Experimental Section for details) in Figure 8-3. In the same figure we have also included the $E_c$ value of Li$_{90}$P$_{90}$ double-helical toroid. From Figure 8-3 we can see that the $E_c$ values of LinPn chains monotonically increase from the value of 5.23 eV per unit for the smallest Li$_5$P$_5$ helix to the value of 5.87 eV per unit for the infinite length LiP double helix (shown by the dotted horizontal line). Consequently, the most stable structure among all straight LinPn helices is the infinite chain (computed with the same method). We were not able to obtain $E_c$ value for the Li$_{90}$P$_{90}$ stick, because in the process of optimization it started to bend and we did not achieve any local minima. However, according to the curve that shows a trend line in our graph (Figure 8-3), the Li$_{90}$P$_{90}$ double-helical toroid ($E_c = 5.75$ eV per unit) is lying lower in energy than the
possible \( \text{Li}_{90}\text{P}_{90} \) stick and only 0.12 eV less stable than the infinite chain of lithium and phosphorus atoms \( (E_c=5.87 \text{ eV per unit}) \). The limit for the stability of all double helices is symmetric \( \text{Li}_1\text{P}_1 \) bulk phase composed of packed double helices and it is 9.69 kcal mol\(^{-1}\) lower in energy than the infinite double-helix chain\cite{16}.

In order to gain additional insight into the structure and chemical bonding in the double-helix toroid-like structure of \( \text{Li}--\text{P} \) species, we performed natural bond orbital (NBO)\cite{21} and adaptive natural density partitioning (AdNDP)\cite{22} analyses. According to the NBO analysis of the \( \text{Li}_{90}\text{P}_{90} \) circular double-helix structure, bonding between lithium and phosphorus atoms is quite ionic with effective atomic charges ranging from +0.5 to +0.7 and −0.4 to −0.8 on Li and P, respectively. Additionally, NBO analysis revealed the presence of ninety \( \text{P}--\text{P} \) \( \sigma \) bonds with occupation numbers (ON) equal to 1.92–1.95 \(|e|\), and two lone pairs of \( s \)- and \( p \)-type on each phosphorus atom with ON ranging from 1.72 to 1.84 \(|e|\). The results of the AdNDP analysis are generally in agreement with the NBO results (Figure 8-4). According to the Zintl concept\cite{23} \( \text{Li}_{90}\text{P}_{90} \) is an electron balanced structure, having two homonuclear bonds and two electron lone pairs, thus realizing an electron octet. Therefore, \( \text{Li}_x\text{P}_x \) helices are isoelectronic to sulfur \( \text{S}_x \) compounds. However, the coil formation is unlikely for \( \text{S} \) contrary to \( \text{Li}_x\text{P}_x \). In order to understand this phenomenon we analyzed chemical bonding (Figure 8-7) in a helical isomer of \( \text{S}_7 \) (isoelectronic to the smallest \( \text{Li}_7\text{P}_7 \) double helix) which is 34.1 kcal mol\(^{-1}\) higher in energy than the chair-like global minimum structure for \( \text{S}_7 \) stoichiometry. The AdNDP analysis for \( \text{S}_7 \) and \( \text{Li}_7\text{P}_7 \) revealed the same bonding pattern, however, the \( s \)- and \( p \) lone pairs of \( \text{Li}_7\text{P}_7 \) are more diffuse than that of \( \text{S}_7 \) due to the presence of lithium atoms, making \( \text{Li}_x\text{P}_x \) coil and form double helix, whereas \( \text{S}_x \) have less tendency to do so. As one
can see, in Li$_7$P$_7$ double helix the electron transfer from Li to P is not complete and
electron density is delocalized over both P and Li atoms. Therefore, the presence of
particularly lithium, or other monovalent metal, seems to be a very important factor in
phosphorus chain helical formation. Indeed, according to the crystal structures of
different polyphosphides,$^{[24]}$ the infinite phosphorus (P$^-$) chains exhibit high
configurational and conformational variability, which is dictated mostly by the size and
coordination of surrounding metals.$^{[25]}$

We estimated the stabilization energy $E^{(2)}$ for Li$_{90}$P$_{90}$ toroid using second-order
perturbation theory, which is associated with electron delocalization between the donor
and acceptor orbitals. The NBO analysis for Li$_{90}$P$_{90}$ toroid revealed some Li\(\rightarrow\)P
interactions that play an important role in stabilizing the circular double helix similar to
Li$_7$P$_7$–Li$_9$P$_9$ helices.$^{[19]}$ The stabilization energy $E^{(2)}$ for BD\(\rightarrow\)LP$^*_\text{Li}$, BD\(\rightarrow\)LP$^*_\text{Li}$,
and LP\(\rightarrow\)LP$^*_\text{Li}$ interactions vary from 1.2 to 1.8 kcal mol\(^{-1}\), 9.3 to 18.6 kcal mol\(^{-1}\), and
7.2 to 34.04 kcal mol\(^{-1}\), respectively. For instance, the calculated energy sequence ($E_{n\rightarrow\sigma}$)
of the H bonds stabilizing the adenine–thymine (A–T-OH$_2^+$) base pair, is almost in the
same range (−14.5, −31.8, and −0.43 kcal mol\(^{-1}\) for N\(\rightarrow\)O, N\(\rightarrow\)N, and C\(\rightarrow\)O
interactions, respectively, at the B3P86/6-311++G(d,p) level).$^{[26]}$ Therefore, the Li\(\rightarrow\)P
interactions make a valuable impact in holding together the lithium and phosphorus
strands of Li$_{90}$P$_{90}$ circular double helix similar to hydrogen bonds, which are important
for stabilizing the 3D structure of DNA. The NBO analysis does not show any significant
direct covalent bonding between Li atoms, and we think the formation of helical Li strand
is due to favorable electrostatic interactions between lithium cations and neighboring
phosphorus anions. However, the stabilization energies indicate significant interactions
among the Li atoms. Several LP*\textsubscript{Li} → LP*\textsubscript{Li} and CR\textsubscript{Li} → LP*\textsubscript{Li} interactions with $E^{(2)}$ ranging from 6.4 to 80.2 kcal mol\(^{-1}\) and from 2.1 to 4.1 kcal mol\(^{-1}\) are observed for Li\textsubscript{90}P\textsubscript{90}. Overall, we see that the noncovalent P―P, Li―P, and Li―Li interactions significantly stabilize the circular double-helix framework, and that the ionic character of the system is responsible for wrapping Li and P helical strands around each other, forming a double-helical toroid-like structure.

**8-3. Conclusions**

There are no experimental reports about the existence of free double-helical Li\textsubscript{n}P\textsubscript{n} clusters. However, there are some facts related to this topic that should be noted. As it was mentioned, atomic chained helices were first found by Cromer in the Zintl phases, LiAs and NaSb\textsuperscript{[14,15]} and exist in XY solids (X=Li, Na, K, Rb, Cs; Y=P, As, Sb).\textsuperscript{[27]} The Li\textsubscript{90}P\textsubscript{90} toroid is isoelectronic to the S\textsubscript{90} cluster. It is well known that a chain of sulfur atoms could bite its own tail and produce a stable ring structure with the smallest unstrained ring consisting of only eight S atoms. Although the largest circular sulfur clusters experimentally identified so far contain no more than 18 atoms,\textsuperscript{[28]} it is likely that with proper choice of conditions larger rings should form. The presented work on Li\textsubscript{90}P\textsubscript{90} singles out the circular double helix as a stable cluster with unusual inorganic chemistry topology, and therefore suggests that it possibly appears as a result of self-assembly of lithium and phosphorus atoms, though such aggregation may only occur at rather specific experimental conditions, which cannot be derived from the present work. We believe that because of their small size and unique properties, clusters could become good samples for describing a structural model of the circular double helix at the atomic level. Thus, further investigation of the topologies of such clusters can provide a
fundamental approach towards the development of artificial double-helical toroids. If the inorganic Li$_{90}$P$_{90}$ toroid is confirmed experimentally, it would be the first example in nature, with a circular, unusually simple, bielemental, and distinctive double-helical structure.

8.4. Computational and theoretical methods

Additional calculations including geometry optimization and frequency calculations for the Li$_{90}$P$_{90}$ were performed at the BP86$^{[29]}$ and B3LYP$^{[30]}$ levels of theory using STO-3G,$^{[31]}$ 3-21G,$^{[32]}$ 6-31G, and 6-31G(d)$^{[33,34]}$ basis sets. The vertical electron affinity (VEA), and vertical ionization potential (VIP) were calculated at the BP86 level using 6-31G(d) basis set. The calculation of TD-DFT spectrum for Li$_{90}$P$_{90}$ was performed by BP86 functional (6-31G(d) basis set). The highest occupied molecular orbital lowest occupied molecular orbital (HOMO–LUMO) gap energy was obtained using HF/6-31G(d)/BP86/6-31G(d) level of theory. Chemical bonding analysis was performed using natural bond orbital (NBO)$^{[21]}$ and adaptive natural density partitioning (AdNDP)$^{[22]}$ methods. All quantum-chemical calculations were performed using the Gaussian 09 program.$^{[35]}$ Molecular visualization was performed utilizing the Chemcraft$^{[36]}$ and Molekel 4.3 programs.$^{[37]}$

Cohesive energy was calculated using the following formula: $E_c(LiPn) = E(Li) + E(P) - E(LiPn)$, where $E(LiPn)$ is the total energy of LiP$n$ divided by number ($n$) of LiP units, $E(Li)$ and $E(P)$ are the total energies of isolated lithium and phosphorus atoms, respectively. Total energies for all structures were calculated using plane-wave DFT method within the Vienna ab initio simulations package (VASP, version 4.6)$^{[38-41]}$ with PAW pseudopotentials from the VASP
database\textsuperscript{[42,43]} and the PBE density functional.\textsuperscript{[44,45]} The default plane-wave cutoff energy of the associated pseudopotential was used. The Brillouin zone was sampled with a G-centered Monkhorst–Pack grid.\textsuperscript{[46]}
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Table 8-1. Structural parameters of Li$_7$P$_7$ (C$_1$, $^1$A), Li$_8$P$_8$ (C$_1$, $^1$A), Li$_9$P$_9$ (C$_1$, $^1$A) double helices, and Li$_{90}$P$_{90}$ (C$_2$, $^1$A) circular double helix at different levels of theory. Distances between corresponding atoms are given in Å.

<table>
<thead>
<tr>
<th>Atoms</th>
<th>Helix</th>
<th>Distances (BP86/6-31G(d))</th>
<th>Distances (B3LYP/6-31G(d))</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-P</td>
<td>Li$_7$P$_7$</td>
<td>2.25-2.28</td>
<td>2.23-2.29</td>
</tr>
<tr>
<td></td>
<td>Li$_8$P$_8$</td>
<td>2.23-2.30</td>
<td>2.22-2.32</td>
</tr>
<tr>
<td></td>
<td>Li$_9$P$_9$</td>
<td>2.28-2.31</td>
<td>2.24-2.31</td>
</tr>
<tr>
<td></td>
<td>Li$<em>{90}$P$</em>{90}$</td>
<td>2.22-2.38</td>
<td>2.21-2.38</td>
</tr>
<tr>
<td>Li-P</td>
<td>Li$_7$P$_7$</td>
<td>2.34-3.97</td>
<td>2.32-3.94</td>
</tr>
<tr>
<td></td>
<td>Li$_8$P$_8$</td>
<td>2.34-3.94</td>
<td>2.32-3.93</td>
</tr>
<tr>
<td></td>
<td>Li$_9$P$_9$</td>
<td>2.33-3.98</td>
<td>2.31-3.96</td>
</tr>
<tr>
<td></td>
<td>Li$<em>{90}$P$</em>{90}$</td>
<td>2.39-4.18</td>
<td>2.52-4.25</td>
</tr>
<tr>
<td>Li-Li</td>
<td>Li$_7$P$_7$</td>
<td>2.78-3.49</td>
<td>2.75-3.44</td>
</tr>
<tr>
<td></td>
<td>Li$_8$P$_8$</td>
<td>2.77-3.34</td>
<td>2.75-3.30</td>
</tr>
<tr>
<td></td>
<td>Li$_9$P$_9$</td>
<td>2.84-3.31</td>
<td>2.80-3.23</td>
</tr>
<tr>
<td></td>
<td>Li$<em>{90}$P$</em>{90}$</td>
<td>2.63-3.07</td>
<td>2.64-3.05</td>
</tr>
</tbody>
</table>
Figure 8-1. Optimized (BP86/6-31G(d)) Li₉₀P₉₀ (C₂, ¹A) double-helical toroid structure with internal diameter of 25.6 Å and its side view showing helical arrangement of lithium and phosphorus atoms. Colour scheme: green, phosphorus; red, lithium.

Figure 8-2. Simulated vibrational spectrum of Li₉₀P₉₀ cluster at the BP86/6-31G(d) level of theory.
Figure 8-3. Cohesive energy per formula unit as a function of the number of units (n) in the LiₙPₙ double helices. The blue rhombi correspond to straight double-helical clusters, whereas the green circle corresponds to the double-helical ring. The blue horizontal line corresponds to the cohesive energy of the infinite double-helical chain.

Figure 8-4. Chemical bonding pattern of Li₉₀P₉₀ shown by the AdNDP analysis. ON stands for occupation number.
Figure 8-5. Optimized (BP86/STO-3G) Li$_{90}$P$_{90}$ (C$_6$, $^1$A) double helical toroid structure with internal diameter of 22.2 Å.

Figure 8-6. Optimized (B3LYP/6-31G(d)) Li$_{90}$P$_{90}$ (C$_2$, $^1$A) double helical toroid structure with internal diameter of 25.4 Å.
Figure 8-7. Lone pairs (s- and p-type) of $S_7$ (left) and $Li_7P_7$ (right) clusters showing the difference in the size of the corresponding orbitals.
Abstract

The adaptive natural density partitioning (AdNDP) method has been applied for the first time to porphyrinoids in order to describe their aromaticity. The analysis of π-electron system reveals that aromaticity of annulene originates from 6-π-electron delocalization, while aromaticity of porphyrin can be better described in terms of local aromaticities of the appended 6-π-electron pyrrolic heterocycles and 6-π-electron central fragment. The patterns of chemical bonding for porphyrinoids obtained by AdNDP are consistent with chemical intuition and lead to unique and compact graphic formulas.

9-1. Introduction

Porphyrins are macrocyclic compounds that have attracted much attention because of their unique structures and a wide spectrum of very useful physicochemical and biological properties, such as anion binding, stabilization of metal ions with unusual oxidation states, electron transfer, and construction of peculiar supramolecular assemblies. However, despite the successful syntheses of various porphyrinoids and their analogues, there is still the contentious debate between chemists about the generally accepted description of aromaticity in such complicated macrocyclic systems. The Hückel’s rules\(^1\) for aromaticity, stating that \([4n + 2]\) π electrons result in an aromatic system, have played

---

an important role in the development of diverse porphyrinoid chemistry since the early 1930s. Hence, the correct description of aromaticity and chemical bonding is vital for predicting new members of the porphyrin family and explaining their properties. In 1962 Sondheimer et al.\textsuperscript{2} identified for the first time the resemblance between porphyrin and [18]annulene, proposing the interpretation of porphyrin structure as a multiple-bridged aromatic diaza[18]annulene system: „porphine and the derived porphyrins, as well as the phthalocyanines, are in fact the first known 18-electron systems related to [18]annulene.” Later, Vogel et al.,\textsuperscript{3} using annulen-like description of porphyrins, demonstrated the application of the Hückel $[4n + 2]$ π aromaticity rule for various porphyrin homologues that has been quite helpful for the synthetic preparation of different porphyrinoids.\textsuperscript{4} Lash et al.\textsuperscript{5a} has recently synthesized dideazaporphyrin – the simplified component of a porphyrin, which lacks two of the pyrrole rings. It has also been proposed that this compound should act as a modified [18]annulene, and the prominent diatropic shifts in the $^1$H NMR spectrum as well as the X-ray structure, which exhibits a nearly planar system, support that notion. The authors therefore concluded: “the aromatic characteristics of porphyrins clearly result from a number of features, but the essence of these properties appears to be encapsulated in the diaza[18]annulene substructure.”\textsuperscript{5a} However, despite the viability of the [18]annulene representation for porphyrinoid aromaticity, it has been increasingly questioned by theoretical chemists.

To date, there are a lot of computational models developed for the description of aromaticity in porphyrins, which are usually based on energetic, geometric, and magnetic criteria.\textsuperscript{6-15} In 1998, Schleyer et al.,\textsuperscript{6} using analysis of experimental bond lengths and computed nuclear independent chemical shifts (NICS) values, proposed that a more
appropriate description of the porphyrin moiety should be a 22 π-electron macrocycle with two C₂H₂ exocyclic bridges. According to this model, the NH groups are an integral part of the aromatic system and not just the inert bridging groups as suggested by the classic [18]annulene representation. However, Fowler et al.,⁷ using ipsocentric current-density mapping techniques, suggested that the classic [18]annulene model of free base porphyrin is the most appropriate one. Aihara’s studies based on the graph theory of aromaticity, have indicated that the aromatic characteristics of porphyrins are mainly due to the individual pyrrolic subunits.⁸ The most recently published Schleyer’s work⁹ also shows that porphyrinoid aromaticity is not due primarily to the macrocyclic π conjugation of the corresponding annulene perimeters, and the appended 6π electron heterocycles of porphyrinoids confer aromaticity much more effectively than the macrocyclic [4n + 2] π electron conjugations.

As one may see, there is a disagreement between synthetic chemists and theoreticians, probably because there is no simple, intuitive, and at the same time physically precise explanation of aromaticity in porphyrinoids. In the recent highlight, Bröring, summarizing different views on the aromaticity in porphyrinoids, calls theoreticians for providing more clarification on the origin of aromaticity in porphyrins.¹⁶ We now respond. In the current study we propose our model of π electron system and aromaticity in annulenes and porphyrinoids, using adaptive natural density partitioning (AdNDP) approach.¹⁷ This approach leads to partitioning of the charge density of a molecule into elements with the highest-possible degree of localization of electron pairs such as the n-center two-electron (nc-2e) bonds, which include core electrons, lone pairs (LPs), 2c-2e bonds, etc. If some portion of the density cannot be localized in this manner,
it is represented using completely delocalized objects, which are associated with the
concepts of aromaticity and antiaromaticity. From this point of view, AdNDP achieves
seamless description of systems featuring both localized and delocalized bonding without
invoking the concept of resonance. Additionally, our AdNDP approach has demonstrated
effectiveness in the description of aromaticity in rather complicated chemical systems,
such as graphene, coronene, isocoronene, circumcoronene, and other organic
molecules as well as silabenzenes, boron clusters, and triple-decker sandwich complexes.

9-2. Results and discussion

In the present study, we use the AdNDP approach for the analysis of the
molecular orbital wave function of the selected porphyrinoid macrocycles, including
to our AdNDP analysis all σ bonds are well represented by classical two center – two
electron (2c-2e) bonds and will not be discussed here.

Annulene C_{18}H_{18} is an aromatic hydrocarbon with 18 π-electrons. According to
the Hückel’s [4n + 2] rule, its 18 π-electron system should be delocalized, resulting in a
fully conjugated and planar structure with D_{6h} symmetry. Indeed, the X-ray diffraction
analysis of C_{18}H_{18} made by Hirshfeld et al. yielded a roughly planar centrosymmetric
molecule. The corresponding structures have also been proposed for [18]annulene with
the emphasis on the presence of 18 π-electron delocalized bonding in this molecule (Fig.
9-1, structures I and II). However, in spite of the fact that [18]annulene shows prominent
aromatic features (large resonance energies and significant nuclear magnetic resonance
ring currents), its reactivity more closely resembles a conjugated polyene rather than an
aromatic hydrocarbon. The application of AdNDP for C\textsubscript{18}H\textsubscript{18} leads to the π bonding pattern shown in Fig. 9-1. Surprisingly, AdNDP recovered six three center – two electron (3c-2e) π bonds with an occupation number (ON) of 1.92 |e| at the periphery of [18] annulene, and three 18c-2e π bonds with ON = 2.00 |e| delocalized over all the carbon atoms. Thus, according to our analysis we believe that only 6 π electrons (satisfying the [4n + 2] rule for aromaticity with n = 1) are responsible for the aromatic character of C\textsubscript{18}H\textsubscript{18}, whereas the remaining 12 π electrons form six conjugated 3c-2e π bonds, which might be in charge of the observed polyene-like chemical properties of [18]annulene. The appropriate symbolic representation (Fig. 9-1, III) with conjugated 3c-2e π bonds is consistent with the appreciable C-C bond length alternation from 1.382 Å for 12 inner C-C bonds to 1.419 Å for 6 outer C-C bonds confirmed experimentally for this molecule.

However, Schleyer et al., using the \textsuperscript{1}H NMR chemical shifts and energy computations with BHLYP\textsuperscript{27} and KMLYP\textsuperscript{28} methods, suggested that [18]annulene prefers C-C bond-length alternation and C\textsubscript{2} symmetry, rather than D\textsubscript{6h} symmetry. The application of AdNDP to the less symmetric (C\textsubscript{2}) bond-alternate [18]annulene yielded π-bonding picture (see Fig. 9-5) analogous to that of D\textsubscript{6h} symmetric [18]annulene, which further proves the robustness of AdNDP method.

Dideazaporphyrin C\textsubscript{20}H\textsubscript{16}N\textsubscript{2} can be considered as structurally midway between [18]annulene and porphyrin. As it was discussed above, this molecule should behave similarly to [18]annulene. Thus, our analysis revealed the bonding picture, which is almost identical to that of [18]annulene (Fig. 9-2), apart from the C=C bonds (ON = 1.86 |e|) of the corresponding heterocyclic rings. According to the AdNDP, the 18 π electron bonding framework of dideazaporphyrin consists of six peripheral 3c-2e π bonds (ON =
1.90-1.95 |e|), where two of them involve nitrogen atoms of the heterocyclic rings; and three completely delocalized 18c-2e π bonds with ON = 2.00 |e|. Hence, we may conclude that aromaticity of C_{20}H_{16}N_{2} arises from 6 π electron core conjugations similar to what we observe for [18]annulene (Fig. 10-1). Interestingly, Schleyer’s results, based on the block-localized wave function (BLW) calculations, show similar aromatic stabilization energies per carbon (ASE’s) for dideazaporphyrin (+32.1 kcal/mol) and [18]annulene (+25.0 kcal/mol). The corresponding symbolic representations of C_{20}H_{16}N_{2} in the form of resonance and AdNDP structures are depicted in Fig. 9-2: structures I and II, respectively.

As the parent compound of the porphyrin series, [18]porphyrin C_{20}H_{14}N_{4} occupies a unique position among other porphyrinoids. An X-ray crystallographic structure determination has been reported for the free base of porphine by Webb et al. and the structure can be summarized briefly as the macrocyclic ring (Fig. 9-3) of four pyrroles alternately linked with four methine groups. Representative porphyrin structures illustrating two frequently used models for porphyrinoid aromaticity are shown in Fig. 9-3 (structures I and II). Structure I (Fig. 9-3, I), proposed by Vogel, describes aromaticity in terms of the [18]annulene model with the involvement of the 18 π electrons in the main conjugation pathway, thus obeying the [4n + 2] rule with n = 4. In contrast, Schleyer’s model II (Fig. 9-3, II) indicates that all four pyrrole rings are incorporated into the aromatic system with the 22 π electrons, including the nitrogen electron lone pairs of the pyrrole subunits. The results of our AdNDP analysis and the corresponding symbolic representation of [18]porphyrin (structure III) are shown in Fig. 9-3. As expected, AdNDP revealed two localized C=C bonds (ON = 1.81 |e|) of the dehydropyrrolic rings
of $\text{C}_{20}\text{H}_{14}\text{N}_4$. Therefore, these bonds do not participate in aromaticity and can be viewed as exocyclic “ethylenic bridges” similarly to those of dideazaporphyrin (Fig. 9-2). However, instead of six 3c-2e peripheral $\pi$ bonds present in [18]annulene and dideazaporphyrin, the AdNDP analysis established only two 3c-2e $\pi$ bonds (ON = 1.96 |$e$|), which are reminiscent of the two C-N-C 3c-2e bonds in dideazaporphyrin. The delocalized $\pi$ bonding pattern responsible for aromaticity in porphyrin was found to be quite interesting. According to our results, it comprises three aromatic systems, two of which represent pyrroles with three delocalized 5c-2e $\pi$ bonds with ON = 2.00 |$e$| (satisfying the [4n + 2] rule for aromaticity with $n = 1$) and the third one is the larger heterocycle involving three 16c-2e $\pi$ bonds with ON = 1.90 |$e$| (satisfying the [4n + 2] rule for aromaticity with $n = 1$) delocalized over the central fragment of a porphyrin molecule (Fig. 9-3). Hence, we can make a conclusion that aromaticity in porphyrin can be better described in terms of local aromaticities of two pyrrole rings and the central larger heterocyclic fragment. The picture of $\pi$ chemical bonding (Fig. 9-3) shows that aromaticity in porphyrin has similar features with [18]annulene, i.e., the central porphyrin fragment involves three delocalized bonds as in [18]annulene, however, porphyrin aromaticity is different from [18]annulene aromaticity with respect to the presence of two appended 6 $\pi$ electron pyrrolic subunits. Indeed, the total NICS(0)$_{zzz}$ values, computed at the heavy atom center, for porphyrin (-47.3 ppm), dideazaporphyrin (-43.5 ppm), and [18]annulene (-47.9 ppm) are approximately the same, while the calculated aromatic stabilization energy of porphyrin (+70.9 kcal/mol) has the highest value. Thus, the description of aromaticity in porphyrin (model III) based on the results of the AdNDP analysis expresses the multifaceted nature of aromaticity similar to model II, however, at
the same time local aromaticity of the central 16 atom fragment of porphyrin closely resembles the 6-π- electron pathway found in [18]annulen (Fig. 9-1).

So far, our AdNDP approach worked well for the description of aromaticity and chemical bonding in aromatic [4n + 2] porphyrinoids. However, there are plenty of examples of stable and experimentally obtained antiaromatic macrocyclic [4n] annulenic π conjugated porphyrins, which show the opposite upfield/downfield 1H NMR chemical shifts for the outer/inner protons.\textsuperscript{30} Hence, in order to further confirm the validity of our approach, we performed AdNDP analysis for the representative antiaromatic porphyrinoid system – dihydrodideazaporphyrin\textsuperscript{5} C\textsubscript{20}H\textsubscript{18}N\textsubscript{2}, which adopts quasi-planar structure (Fig. 9-4). According to the AdNDP results, there are six polyene-like 2c-2e C-C π bonds (ON = 1.82-1.85 |e|, superimposed on the central molecular framework) and three delocalized 5c-2e π bonds with ON = 2.00 |e| on each pyrrolic subunits. The deviations of the occupation numbers of the 2c-2e C-C π bonds from the ideal value of 2.00 |e| are signatures of the conjugation between the recovered π bonds. This bonding picture shows that despite having 24 π electrons (satisfying the 4n rule for antiaromaticity), dihydrodideazaporphyrin (Fig. 9-4) is locally aromatic molecule with respect to two aromatic pyrrolic fragments. The central core of dihydrodideazaporphyrin does not contain any delocalized π bonds and can be better described in terms of peripheral localized 2c-2e π bonds. Thus, we believe that the presence of aromatic pyrrole rings and obscure antiaromaticity of the central molecular fragment (six π bonds in C\textsubscript{20}H\textsubscript{18}N\textsubscript{2} were found to have more localized, rather than delocalized character) can explain the peculiar viability of some successfully synthesized Hückel antiaromatic porphyrinoids which are stable in spite of the fact that they have net 4n π electron counts.\textsuperscript{30}
9-3. Experimental section

The detailed description of the AdNDP algorithm developed by Zubarev and Boldyrev can be found elsewhere.\textsuperscript{17} From the computational point of view, AdNDP is a generalization of the NBO analysis by Weinhold.\textsuperscript{31} AdNDP performs analysis of the first-order reduced density matrix with the purpose of obtaining its local block eigenfunctions with optimal convergence properties for describing the electron density. The local blocks of the first-order reduced density matrix correspond to the sets of $n$ atoms (from one to all the atoms of the molecule) that are tested for the presence of a two-electron object ($nc$-$2e$ bonds, including core electrons and lone pairs as a special case of $n = 1$) associated with this particular set of $n$ atoms. The $n$ atomic sets are formed and checked in an exhaustive manner, so that the recovered $nc$-$2e$ bonding elements always correspond to the point group symmetry of the system after these bonding elements are superimposed onto the molecular frame. For the given $n$ atomic block those eigenvectors are accepted whose occupation numbers (eigenvalues) exceed the established threshold value, usually close to $2.00 |e|$. Thus, Lewis’s idea of an electronic pair as the essential element of bonding is preserved. The AdNDP procedure is numerically efficient because it involves only a series of diagonalizations of density matrix blocks. It is unbiased in the sense that no preliminary ideas of the bonding pattern are required to perform analysis. The AdNDP code is a stand-alone program that uses output from Gaussian 09. The geometry optimization and normal-mode analysis for the studied systems were carried out using the hybrid density functional B3LYP\textsuperscript{32} method with the 6-311++G** basis set\textsuperscript{33} as implemented in the Gaussian 09 software package.\textsuperscript{34} The density matrix used for the basis of the natural atomic orbitals as well as for the transformation between atomic
orbital and natural atomic orbital basis sets, which are used by the AdNDP program, was generated at the B3LYP/3-21G level of theory by means of the NBO code\textsuperscript{35} incorporated into Gaussian 09. It is known that the results of NBO analysis do not generally depend on the quality of the basis set, so the choice of the level of theory for the AdNDP application is adequate. The visualization of the results of the calculations was performed by using MOLEKEL 5.4.0.8.\textsuperscript{36}

9-4. Conclusions

In summary, we presented a new approach for the description of aromaticity in porphyrinoids. It was found that [18]annulene has only three completely delocalized $\pi$ bonds associated with its aromaticity. Other 12$\pi$ electrons are in fact responsible for the conjugated 3c-2e $\pi$ bonds formation, which can be likely manifested by polyene-like properties of [18]annulene. The results of our AdNDP analysis for porphyrin demonstrate that the appended 6$\pi$ aromatic sextets together with the 6$\pi$ aromatic core molecular fragment of porphyrin confer aromaticity much more efficiently than the “bridged [18]annulene” model. The AdNDP representations of porphyrinoids are novel and consistent with geometrical parameters of the studied molecules. It is also worthy to note that the patterns of chemical bonding recovered by AdNDP comply with chemical intuition and lead to unique compact graphic formulas. The significant advancement made in the current study is that the bonding patterns and formulas are derived from the MO wave function via a unified and well-defined quantum chemical procedure. Although the proposed assessment of aromaticity in porphyrinoids is practically based on qualitative analysis, the obtained $\pi$ bonding pictures are generally in agreement with the results of quantitative theoretical approaches, such as NICS,\textsuperscript{6-9} BLW\textsuperscript{9} and current-density
maps techniques. Since the presented approach combines both simplicity and quantum-chemical background, we believe that our representation of aromaticity in porphyrinoids would be clear for both preparative organic chemists and theoreticians. Hence, the results of our work can provide a new look at the diverse chemistry of porphyrinoids and might be helpful in understanding and rational design of novel porphyrinoid compounds.
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Fig. 9-1. AdNDP π bonding pattern for [18]annulene. The corresponding point group symmetry and spectroscopic state are given in parenthesis. I), II) possible bond structures proposed for [18]annulene; III) symbolic representation of [18]annulene according to AdNDP. Here and elsewhere three center – two electron (3c-2e) bonds and delocalized bonding in the AdNDP symbolic representation are depicted with bend lines and circles, respectively.
Fig. 9-2. AdNDP π bonding pattern for dideazaporphyrin. The corresponding point group symmetry and spectroscopic state are given in parenthesis. I) possible resonance structure proposed for dideazaporphyrin; II) symbolic representation of dideazaporphyrin according to AdNDP.
Fig. 9-3. AdNDP $\pi$ bonding pattern for porphyrin. The corresponding point group symmetry and spectroscopic state are given in parenthesis. I), II), III) representative porphyrin structures illustrating three different models for porphyrinoid aromaticity, where I) shows the 18-$\pi$-electron delocalization, II) - the 22-$\pi$-electron delocalization, and III) - the three local 6-$\pi$-electron delocalizations recovered by AdNDP.
Fig. 9-4. AdNDP π bonding pattern and symbolic representation of antiaromatic dihydridideazaporphyrin. The corresponding point group symmetry and spectroscopic state are given in parenthesis.
**Fig. 9-5.** AdNDP $\pi$ bonding pattern for C$_2$ symmetric bond-alternate [18]annulene. The corresponding point group symmetry and spectroscopic state are given in parenthesis.
CHAPTER 10
THE I=X (X = O, N, C) DOUBLE BOND IN HYPERVALENT IODINE COMPOUNDS: IS IT REAL?¹

Abstract

I-X (X = O, N, C) bonding was analyzed in the related hypervalent iodine compounds based on adaptive natural density partitioning (AdNDP) approach. The results confirm the presence of I→X σ dative bond, as opposed to the widely used I=X notation. A clear formulation of the electronic structure of these hypervalent iodine compounds would be useful in establishing reaction mechanisms and electronic structures in bioinorganic problems of general applicability.

10-1. Introduction

Organic derivatives of polyvalent iodine, commonly known as hypervalent iodine reagents, have found widespread application in organic synthesis as versatile, efficient, and environmentally sustainable reagents."¹" Despite extensive practical interest in these compounds, a relatively small number of computational studies on structure and reactivity of polyvalent iodine compounds have been published."²" In particular, an important question about the existence of I=X (X=O, N, C) double bonds in organic derivatives of trivalent and pentavalent iodine has not been reliably answered. Structures of key hypervalent iodine reagents, such as iodosylarenes (1), iodonium imides (2), iodonium ylides (3), iodylarenes (4), 2-iodoxybenzoic acid (IBX, 5), are commonly

shown in the original research papers, books, and reviews in the form of compounds with a double bond at the iodine atom (Figure 10-1).\textsuperscript{[1,2]}

X-ray structural studies of these compounds in the solid state are inconclusive because the real molecular structure of hypervalent iodine derivatives is masked by extensive networks of intermolecular secondary bonds resulting in a highly aggregated polymeric structure.\textsuperscript{[3]} For example, X-ray powder diffraction and EXAFS studies of iodosylbenzene have indicated a zigzag polymeric chain structure (6) in which monomeric PhIO units are linked by intermolecular I⋯O secondary bonds.\textsuperscript{[3a]} In spite of the numerous experimental structural studies of hypervalent iodine compounds,\textsuperscript{[1]} the question about the real nature of the I=X bonding remains open. Bonding description in such molecules is very important for understanding the structural, physical, and chemical properties. In the current study we show the single dative [two-center two-electron (2c-2e) bond where two electrons derive from the same atom] character of chemical bonding between I and O, I and N, and I and C atoms in hypervalent iodine compounds, and it is controversial with respect to the common I=X double-bond representation.

10-2. Results and discussion

To establish a reliable picture of the chemical bonding we have probed various hypervalent iodine molecules, such as IO\textsubscript{4}\textsuperscript{−}, PhIO, PhIO\textsubscript{2}, PhIO\textsubscript{3}, PhINR (R=SO\textsubscript{2}Ph), and PhICR\textsubscript{2} (R=CO\textsubscript{2}Me). The geometries of all the structures were optimized at the PBE0/I/Stuttgart/H, C, N, O, S/aug-cc-pVTZ\textsuperscript{[4-8]} level of theory with follow-up frequency calculations. All the structures were checked to be true minima with no imaginary frequencies. Chemical bonding analysis was performed using the adaptive natural density partitioning (AdNDP) method, which achieves a seamless description of systems
featuring both localized and delocalized bonding without invoking the concept of resonance.\textsuperscript{[9]} The AdNDP approach has demonstrated effectiveness in the description of chemical bonding in many organic,\textsuperscript{[10]} inorganic systems,\textsuperscript{[11]} and clusters.\textsuperscript{[12]}

It is known that the metaperiodate anion is composed of one iodine and four oxygen atoms, and is generally represented by having three double bonds between I and O, and one single I—O σ bond with a negative charge on the oxygen atom (Figure 10-2a). Application of the AdNDP method for the metaperiodate anion leads to the chemical bonding pattern shown in Figure 10-2.

AdNDP recovered one s-type and two p-type electron lone pairs (1c-2e) on each oxygen atom with occupation numbers (ONs) in the range of 1.84-1.99 |e|. Four 2c-2e I—O σ bonds (ON=2.00|e|) originate from the donation of electron density directly from iodine, thus indicating the dative character of these bonds. In addition, NBO analysis was performed to determine a charge distribution in this species. According to it, every oxygen atom bears a negative charge of −1.14, while iodine is positively charged (+3.56). Thus, our analysis shows that single dative I:→O bonds should be used to describe chemical bonding in IO\textsuperscript{4−}. The appropriate symbolic representation according to the AdNDP analysis is demonstrated in Figure 10-2b.

Iodosylbenzene was first synthesized by C. Willgerodt from iodobenzene in 1892 and it has the empirical formula PhIO.\textsuperscript{[13]} Similar to the IO\textsuperscript{4−} case, it has been described as having a I—O bond (structure 1, Figure 10-1), a formulation which clearly breaks the octet rule at iodine. The results of the AdNDP analysis and the corresponding symbolic representation of PhIO are summarized in Figure 10-3. As expected, AdNDP revealed three lone pairs (ON=1.75–1.99|e|) on the oxygen atom, one dative 2c-2e I→O σ bond
with ON=2.00|e|. The bonding between iodine and the carbon atom of the Ph group
derives from the sharing of an electron pair between these atoms and thus represents a
common single covalent I—C σ bond (ON=1.97|e|). The remaining electrons of I form
two lone pairs with ON=1.99 |e| as shown in Figure 10-3. Complete AdNDP analysis of
PhIO is given in Figure 10-6. We obtained a similar bonding pattern for PhIO₂ (see
Figure 10-7) and PhIO₃ (see Figure 10-8), where the bonding between the iodine and
oxygen atoms represents a single dative 2c-2e I→O σ bond and confirms the absence of
I=O bonds. The situation described here appears to be akin to other oxyanions,
including the well-known sulfate, nitrate, and phosphate anions (all of which we do not
represent with a double-bond symbol) with an oxygen atom accepting the dative bond.

More complicated cases where the nature of the I—X bonding remains
contentious were investigated using an iodonium imide and iodonium ylide
(structures 2 and 3; Figure 10-1). Results of the AdNDP analyses on I—N and I—C
fragments and nearby atoms are shown in Figure 10-4 and Figure 10-5, respectively.

As one can see, in the iodonium imide PhINR (R=SO₂Ph) there are two lone pairs
on N with ON=1.84–1.97 |e| and two lone pairs on I with ON=1.97–1.99|e| (Figure 10-4).
Covalent bonds at the studied fragments are represented by 2c-2e I—C and 2c-2e N—S σ
bonds with ON=1.91|e| and ON=1.96|e|, respectively. Again, the bonding between I and
N has a dative character and is represented by the single 2c-2e I→N σ bond according to
our analysis. The chemical bonding picture of the iodonium ylide PhICR₂ (R=CO₂Me)
shows one dative I→C σ bond (ON=1.96|e|), one 2c-2e bond between I and C of the Ph
fragment with ON=1.97|e|, two lone pairs on I (ON=1.96–1.99|e|), two 2c-2e C—C σ
bonds (ON=1.98|e|), and one 3c-2e π bond (ON=1.80 |e|) delocalized over three carbon atoms (Figure 10-5).

The 3c-2e π bond is responsible for the bending of the C-C-C fragment and can actually be represented by a lone pair on the central carbon atom with a somewhat lower occupation number (ON=1.48|e|). This data is supported by the NBO analysis, thus showing a positive charge of +0.75 on two flanking carbon atoms and a negative charge of −0.58 on the central carbon atom. The need to form the 3c-2e π bond comes from the fact that the carbon atom is less electronegative than either N or O and needs some help from its neighboring carbon atoms, thus transforming a lone pair into the 3c-2e π bond. The presence of this 3c-2e π bond seems to explain the C—C bond length (1.44 Å) on this fragment which is something average between the single and double C—C bond lengths. Similar cases wherein a 3c-2e π bond originates from the lone pair on the central carbon atom and makes the corresponding C–C distances shorter than a typical C—C bond length, are exemplified by such molecules as C₈B₂⁻, C₉B⁻, and C₁₀⁻.[10g]

The bonding picture developed for PhIC(CO₂Me)₂ through the AdNDP analysis shows that the single dative I→C σ bond can be formed only if electron-withdrawing groups like CO₂Me take some electron density from the carbon atom (its charge is not −1.0 but only −0.58) connected to the iodine atom because the carbon atom is not electronegative enough to acquire two electrons from the iodine atom alone.

Essentially, the studied iodine compounds can be described as Lewis bases bonded to Lewis acids [-O, -NSO₂Ph, and -C(CO₂Me)₂]. This description means that the Lewis acidity of the three latter species should be related to the strength of the bonding to the iodine-containing Lewis base. Hence, the strength of donor–acceptor interactions
would be defined by the Lewis basicity/acidity of the components. The computed interaction energies between donor (PhI-) and corresponding acceptors suggest that -O ($-211.4 \text{ kcal mol}^{-1}$) is a stronger Lewis acid than -NSO$_2$Ph ($-132.0 \text{ kcal mol}^{-1}$) and -C(CO$_2$Me)$_2$ ($-163.6 \text{ kcal mol}^{-1}$) and that the strength of the donor–acceptor bonds follows the trend for the acceptors: O$>$C(CO$_2$Me)$_2$>NSO$_2$Ph. Thus, we believe that the derived description of the presented hypervalent iodine compounds as donor–acceptor complexes might be a very useful model for classifying known iodine compounds as well as for the design and prediction of novel molecules where the Lewis base and/or the Lewis acid are changed. Furthermore, our results might also be relevant to a broader range of existing compounds such as the carbodiphosphorane Ph$_3$P$\equiv$C$\equiv$PPh$_3$,\cite{14} the borylene complex (BH)L$_2$,\cite{15} the silylones SiL$_2$,\cite{16} as well as the germynes GeL$_2$,\cite{17} (with different N-heterocyclic carbenes as ligands L), where a single dative bond rather than the double-bond character was confirmed based on their electronic structures and chemical behavior.\cite{18-21}

According to the obtained chemical bonding pictures of all the studied molecules, it is clearly seen that the octet rule is obeyed in each case. Although we have used the term hypervalent throughout our discussion, it is noteworthy that it was purposely used to describe molecules which contain elements in any of their oxidation states other than their lowest oxidation state, and is in concordance with Musher’s definition of a hypervalent molecule.\cite{22} However, we agree with Gillespie and Silvi\cite{23} who concluded that hypervalence is not a useful concept as hypervalent molecules are not different in any significant way from Lewis octet molecules.
10-3. Conclusions

In conclusion, we performed chemical-bonding analyses on several hypervalent iodine compounds where the presence of I=O, I=N, and I=C bonds was questionable. The AdNDP approach for the analyses of the MO wave functions of the corresponding compounds revealed only single I→X dative-bond character. The significant advancement made in the current study is that the bonding patterns and formulas are derived from the MO wave function by a unified and well-defined quantum chemical procedure. In particular, we believe that our representation of the studied hypervalent compounds might clarify the question of I—X double/single bond notation used in student courses and in current textbooks. We also believe that our theoretical findings can serve as a general guideline for the synthesis of new molecules with unusual bonds and reactivities.

10-4. Computational and theoretical methods

The detailed description of the AdNDP algorithm developed by Zubarev and Boldyrev can be found elsewhere.[9] From the computational point of view, AdNDP is a generalization of the NBO analysis by Weinhold.[24] AdNDP performs analysis of the first-order reduced density matrix with the purpose of obtaining its local block eigenfunctions with optimal convergence properties for describing the electron density. The local blocks of the first-order reduced density matrix correspond to the sets of $n$ atoms (from one to all the atoms of the molecule) which are tested for the presence of a two-electron object ($nc$-2e bonds, including core electrons and lone pairs as a special case of $n=1$) associated with this particular set of $n$ atoms. The n atomic sets are formed and checked in an exhaustive manner, so that the recovered $nc$-2e bonding elements
always correspond to the point group symmetry of the system after these bonding elements are superimposed onto the molecular frame. For the given n atomic block those eigenvectors are accepted whose occupation numbers (eigenvalues) exceed the established threshold value, usually close to 2.00|e|. Thus, Lewis’s idea of an electronic pair as the essential element of bonding is preserved. The AdNDP procedure is numerically efficient because it involves only a series of diagonalizations of density matrix blocks. It is unbiased in the sense that no preliminary ideas of the bonding pattern are required to perform analysis. The AdNDP code is a stand-alone program that uses output from Gaussian 09. The density matrix used for the basis of the natural atomic orbitals as well as for the transformation between atomic orbital and natural atomic orbital basis sets, which are used by the AdNDP program, was generated at the B3LYP/LANL2DZ\textsuperscript{[25,26]} level of theory by means of the NBO code\textsuperscript{[27]} incorporated into Gaussian 09.\textsuperscript{[28]} It is known that the results of NBO analysis do not generally depend on the quality of the basis set, so the choice of the level of theory for the AdNDP application is adequate. The visualization of the results of the calculations was performed by using MOLEKEL 5.4.0.8.\textsuperscript{[29]}
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Figure 10-1. Common representation of hypervalent iodine compounds with I=X (X= O, N, C) double bonds (structures 1-5) adopted in research literature and the polymeric structure of iodosylbenzene 6.

Figure 10-2. I) General representation of the IO4- structure; II) Symbolic representation of IO4- according to AdNDP; III) AdNDP bonding pattern of IO4-. The corresponding point group symmetry and spectroscopic state of IO4- are given in parenthesis. ON stands for the occupation number here and elsewhere.
Figure 10-3. I) General representation of the PhIO structure; II) Symbolic representation of PhIO according to AdNDP. III) AdNDP bonding pattern for PhIO). The corresponding point group symmetry and spectroscopic state of PhIO are given in parenthesis.
Figure 10-4. I) General representation of the PhINSO$_2$Ar structure; II) Symbolic representation of PhINSO$_2$Ar according to AdNDP; III) AdNDP bonding pattern of the PhINSO$_2$Ph molecule on the I-N, S-N, and I-C fragments.

I) Ph$\equiv$I$\equiv$N$\equiv$R (R = SO$_2$Ph) II) Ph$\equiv$I$\equiv$N$\equiv$R (R = SO$_2$Ph)

III)

2c-2e dative I-N $\sigma$ bond ON = 1.97 |e|

two 2c-2e I-C and N-S $\sigma$ bonds ON = 1.91-1.96 |e|

two 1c-2e lone pairs on I ON = 1.97-1.99 |e|

two 1c-2e lone pairs on N ON = 1.84-1.97 |e|

Figure 10-5. I) General representation of the PhIC(CO$_2$Me)$_2$ structure; II) Symbolic representation of PhIC(CO$_2$Me)$_2$ according to AdNDP; III) AdNDP bonding pattern of the PhIC(CO$_2$Me)$_2$ molecule on the I-C, C-C fragments.

I) Ph$\equiv$I$\equiv$CR$_2$ (R = CO$_2$Me) II) Ph$\equiv$I$\equiv$CR$_2$ (R = CO$_2$Me)

III)

2c-2e dative I-C $\sigma$ bond ON = 1.96 |e|

2c-2e I-C $\sigma$ bond ON = 1.97 |e|

two 1c-2e lone pairs on I ON = 1.96-1.99 |e|

two 2c-2e C-C $\sigma$ bonds ON = 1.98 |e|

3c-2e C-C $\pi$ bond ON = 1.80 |e|
Figure 10-6. Complete AdNDP analysis of chemical bonding in PhIO molecule. ON stands for the occupation number here and elsewhere.

Figure 10-7. Complete AdNDP analysis of chemical bonding in PhIO$_2$ molecule.
Figure 10-8. Complete AdNDP analysis of chemical bonding in PhIO$_3$ molecule.
CHAPTER 11

Si$_{6-n}$C$_n$H$_6$ (n = 0–6) SERIES: WHEN DO SILABENZENES BECOME PLANAR AND GLOBAL MINIMA?\(^1\)

Abstract

In the current work we studied a structural transition from non-planar three-dimensional structures to planar benzene-like structures in the Si$_{6-n}$C$_n$H$_6$ (n = 0–6) series. We performed unbiased Coalescence-Kick global minimum and low-lying isomers search for the Si$_6$H$_6$, Si$_5$CH$_6$, Si$_4$C$_2$H$_6$, Si$_3$C$_3$H$_6$, Si$_2$C$_4$H$_6$ and SiC$_5$H$_6$ stoichiometries at the B3LYP/6-31G** level of theory. The lowest isomers were recalculated at the CCSD(T)/CBS//B3LYP/6-311++G** level of theory. It was shown that the pseudo Jahn-Teller effect, which is responsible for the deformation of planar Si$_6$H$_6$, Si$_5$CH$_6$ and Si$_4$C$_2$H$_6$ structures, is suppressed at n = 3 (the planar structure of 1,3,5-trisilabenzene). We also showed that the 3D-2D transition, which occurs only at n = 5, is due to the aromaticity of monosilabenzene (SiC$_5$H$_6$) along with other factors, such as stronger C–C $\sigma$ bonds compared to weaker C–Si and Si–Si $\sigma$ bonds.

11-1. Introduction

Silicon and carbon are both in the fourth column of the Periodic Table, however, structures and properties of their compounds are very different. As for hydrocarbons with C$_6$H$_6$ stoichiometry, the aromatic benzene molecule is by far the lowest-energy structure, with benzvalene and prismane being more than 70 kcal/mol higher.\(^1\) Silicon hydrides Si$_x$H$_y$, contrary to hydrocarbons, are usually characterized by electron-poor bonds,\(^2-5\)

weaker $\pi$-$\pi$ interaction,$^{6,7}$ and even the hydrocarbon analogs satisfying the octet rule are not the most stable isomers on the potential energy surface (PES) of $\text{Si}_x\text{H}_y$.$^{8-12}$ In spite of that the question regarding the possibility of planar benzene-like silicon analogs has been addressed long ago$^{13,14}$ and it continues to be the subject of research nowadays.$^{15,16}$ Hexasilabenzene (structure I.33, Figure 11-1) has been studied considerably$^{14,17}$ as a molecule analogous to benzene, and its aromaticity has also been discussed.$^{18}$ It is turned out that the $D_{6h}$ hexasilabenzene structure I.33 is not even a local minimum, but a first-order saddle point. Geometry optimization along the imaginary mode leads to the distorted nonplanar chairlike structure I.32 ($D_{3d}$, $^1A_{1g}$).$^{14}$ According to the present calculations at CCSD(T)/CBS//B3LYP/6-311++G**, chairlike structure I.32 (Figure 11-1) is 51.4 kcal/mol higher than the global minimum structure I.1 and 20.7 kcal/mol higher than prismane I.18 (Figure 11-1), which has been considered as the global minimum structure of $\text{Si}_6\text{H}_6$ for almost thirty years.$^{13,17,19}$ It was recently shown that prismane is just a local minimum on the $\text{Si}_6\text{H}_6$ PES and structure I.1 is the global minimum for $\text{Si}_6\text{H}_6$ stoichiometry.$^{20}$ Structure I.1 was isolated and characterized in the form of aryl-substituted $\text{Si}_6\text{H}_6$ according to the latest experimental reports.$^{21}$

A structural transition from the three-dimensional non-planar structures to the two-dimensional planar benzene-like structures is expected to occur in the $\text{Si}_6$-$\text{C}_n\text{H}_6$ ($n = 0$–6) series upon sequential substitution of the Si atoms by C atoms. In this work we present a systematic study of $\text{Si}_6$-$\text{C}_n\text{H}_6$ ($n = 0$–6) series and demonstrate that benzene-like structures become the lowest energy isomers only at $n = 5$ ($\text{SiC}_5\text{H}_6$). The above mentioned distortion of the $D_{6h}$ hexasilabenzene $\text{Si}_6\text{H}_6$ was traced in the series also. We showed that the pseudo Jahn-Teller (PJT) effect, which is responsible for such a
distortion, is completely suppressed at n = 3 (the planar structure of 1,3,5-trisilabenzenene Si₃C₃H₆).

11-2. Computational and theoretical methods

A computational search for the global minima structures of Si₆H₆, Si₅CH₆, Si₄C₂H₆, Si₃C₃H₆, Si₂C₄H₆ and SiC₅H₆ stoichiometries was performed using the Coalescence Kick (CK) program written by Averkiev. In the CK method, a random structure is first checked for connectivity: if all atoms in the structure belong to one fragment, then the structure is considered as connected, and the Berny algorithm for geometry optimization procedure is applied to it. However, in most cases, a randomly generated structure is fragmented; that is, the structure contains several fragments nonbonded with each other including cases with just one atom not being connected. In these cases, the coalescence procedure is applied to the fragmented structure - all of the fragments are pushed to the center of mass simultaneously. The magnitude of shift should be small enough so that atoms do not approach each other too closely but large enough so that the procedure converges in a reasonable amount of time. In the current version of the CK program, a 0.2 Å shift is used. The obtained structure is checked for connectivity again, and the procedure repeats. When two fragments approach each other close enough, they “coalesce” to form a new fragment, which will be pushed as a whole in the following steps. Obviously, at some point, all fragments are coalesced. This method does not deal with cases when, in a randomly generated structure, two atoms are too close to each other. To avoid this problem, the initial structures are generated in a very large box with all three linear dimensions being 4* (the sum of atomic covalent radii). Hence, usually an initially generated random structure consists of separated atoms as initial
fragments. The current version of the program is designed for the global minimum searches of both single molecules of desired composition and complexes of molecules like solvated anions (e.g., $\text{SO}_4^{2-} \cdot 4\text{H}_2\text{O}$),$^{24,25}$ where the initial geometry of each molecular unit is specified in the input file. In the latter case, the two molecular units of the complex are considered as connected in a fragment if the distances between two of their atoms are less than the sum of the corresponding van der Waals radii.

The CK calculations were performed at the B3LYP level of theory$^{26-28}$ using the 6-31G** split-valence basis set.$^{29}$ Low-lying isomers, within 50 kcal/mol with respect to the lowest energy isomer, were reoptimized with follow up frequency calculations at the B3LYP level of theory using the 6-311++G** basis set.$^{30-33}$ The final relative energies of the found low-lying isomers were calculated at the CCSD(T)/CBS level by extrapolating CCSD(T)/cc-pvDZ and CCSD(T)/cc-pvTZ$^{34-38}$ to the infinite basis set using the Truhlar formula.$^{39,40}$ Though the CCSD(T)/CBS results may sometimes be less accurate than CCSD(T)/cc-pvTZ results, here we present the results of the CCSD(T)/CBS level of theory for evaluating relative energies of isomers in the Si$_n$C$_n$H$_6$ ($n = 0–6$) series. The relative energies at B3LYP/6-311++G**, CCSD(T)/cc-pvDZ, CCSD(T)/cc-pvTZ, and CCSD(T)/CBS for all studied isomers can be found in the Figures 11-5 – 11-10.

A chemical bonding analysis was performed using Adaptive Natural Density Partitioning (AdNDP) recently proposed by Zubarev and Boldyrev$^{41,42}$ and Natural Bond Orbital (NBO) analysis developed by Weinhold.$^{43,44}$ The AdNDP approach leads to partitioning of the charge density into elements with the lowest possible number of atomic centers per electron pair: n-center, two-electron (nc–2e) bonds, including core electrons, lone pairs, 2c–2e bonds, etc. If some part of the density cannot be localized in
In this manner, it is represented using completely delocalized objects, similar to canonical MOs, naturally incorporating the idea of the completely delocalized bonding. Thus, AdNDP achieves a seamless description of different types of chemical bonds. The density matrix in the basis of the natural atomic orbitals as well as the transformation between atomic orbital and natural atomic orbital basis sets was generated at the B3LYP/6-31G** level of theory by means of the NBO 3.1 code\textsuperscript{45} incorporated into Gaussian 09. It is known that the results of the NBO and AdNDP analysis do not generally depend on the quality of the basis set, so the choice of the level of theory for the AdNDP analysis is adequate. All ab initio calculations were done using the Gaussian 09 program.\textsuperscript{46} AdNDP calculations were performed using the program written by Zubarev. Molecular structure visualization was performed with the Chemcraft\textsuperscript{47} and Molekel 5.4.0.8\textsuperscript{48} programs.

11-3. Results and discussion

In the current article we investigated two transitions in the Si\textsubscript{6-n}C\textsubscript{n}H\textsubscript{6} (n = 0–6) series upon replacing silicon atoms by carbon atoms. Our first goal was to track where the pseudo Jahn-Teller effect, responsible for the distortion of planar silabenzene structures is completely suppressed, and the silabenzenes become local minima. Then, we moved on to determination at what n the planar silabenzene isomers become global minimum structures.

11-3.1. Si\textsubscript{6}H\textsubscript{6} Isomers

In spite of the fact that five isomers for C\textsubscript{6}H\textsubscript{6} stoichiometry: benzene, benzvalene, Dewar-benzene, prismane, and bicyclopropenyl have been isolated and well known,\textsuperscript{49-52}
only the hexasilaprismane (structure I.18 ($D_{3h}, 1A_1'$), Figure 11-2) derivative with six tetracoordinate sp$^3$ Si atoms was synthesized until recently. In 2010 K. Abersfelder et al.$^{53}$ experimentally obtained the tricyclic hexasilabenzene isomer ($Si_6R_6$ with $R = 2,4,6-iPr_3C_6H_2$). This compound was reported as stable and according to X-ray crystallography it has a chairlike tricyclic silicon frame. One year later, the same authors isolated and characterized an aryl-substituted version of the global minimum (structure I.1 ($C_{2v}, 1A_1$), Figure 11-2) on the $Si_6H_6$ potential energy surface.$^{21}$ Hence, three isomers of $Si_6H_6$ were synthesized to present day.

In our search for the global minimum structure of $Si_6H_6$, all low-lying isomers revealed by the CK program (at B3LYP/6-31G*) were reoptimized at B3LYP/6-311++G** and obtained geometries were used for single point energy calculations at CCSD(T)/cc-vDZ, CCSD(T)/cc-pvTZ, CCSD(T)/CBS (see Figure 11-5). Our results for $Si_6H_6$ are in accordance with calculations reported by M. Moteki et al.$^{20}$ The most stable isomer on the $Si_6H_6$ PES is structure I.1, with the third lowest isomer (structure I.3, Figure 11-2) lying 17.7 kcal/mol above the global minimum. The $D_{6h}$ benzene-like planar structure I.33 (Figure 11-1) is not a minimum, but is a first-order saddle point. Geometry optimization along the imaginary frequency mode leads to distorted chairlike isomer I.32. Planar hexasilabenzene is 51.5 kcal/mol higher in energy than the global minimum I.1 according to our calculations.

The deviation from planarity in hexasilabenzene is caused by the only source of instability of high-symmetry configurations of polyatomic systems, namely, the Jahn-Teller vibronic coupling,$^{54,55}$ the pseudo-Jahn-Teller (PJT) effect to be exact in this case. The distortion of the structure I.33 into the structure I.32 along the $b_{2g}$ mode occurs due
to vibronic coupling of HOMO ($e_{1g}$) and LUMO+2 ($e_{2g}$). The product of their symmetries contains the symmetry of the imaginary mode ($b_{2g}$):

$$e_{1g} \otimes e_{2g} = b_{1g} \oplus b_{2g} \oplus e_{1g}$$  \hspace{1cm} (1)

Hence, the symmetry rule$^{56}$ for the PJT effect is satisfied as is the second condition$^{56}$: the symmetry of the imaginary mode ($b_{2g}$) of the D$_{6h}$ structure corresponds to the symmetric ($a_{1g}$) mode in the distorted D$_{3d}$ isomer. The HOMO and LUMO+2 gap is 9.78 eV (HF/cc-pvTZ/B3LYP/6-311++G**). The other two closest in energy OMO-UMO pairs [HOMO-1 ($a_{2u}$) – LUMO+3 ($b_{1u}$) and HOMO-4 ($e_{1u}$) – LUMO ($e_{2u}$)] corresponding the symmetry rule, have significantly larger energy gaps: 12.69 and 13.30 eV, respectively. Evidently, the 9.78 eV OMO – UMO gap is small enough to cause the PJT effect. The chairlike structure I.32 is only 2.0 kcal/mol lower (B3LYP/6-311++G**) than planar structure I.33 after zero-point energy correction. It is worthy to notice that hexasilabenzene is aromatic$^{18}$, but aromaticity itself is not sufficient to make the planar geometry stable and deformation occurs due to the PJT effect.

11-3.2. Si$_5$CH$_6$ Isomers

Our CK global minimum search for Si$_5$CH$_6$ stoichiometry revealed that structure II.1 (Figure 11-2) is the global minimum. Structure II.1 is very similar to the global minimum structure of Si$_6$H$_6$. The only difference is that one Si is substituted by C atom. The second lowest isomer of Si$_5$CH$_6$, structure II.2 (Figure 11-6), lying 4.9 kcal/mol higher, is a permutational isomer of the global minimum, with one carbon atom located on the opposite side. Four representative isomers of Si$_5$CH$_6$ are shown in Figure 11-2. The benzene-like structure II.20 (Figure 11-6) is 43.9 kcal/mol higher in energy. Again,
as it was in the case of hexasilabenzenzene, monosubstituted Si₆H₆ is a saddle point, but with two imaginary frequency modes \( \omega_1(b_1) = 140.4i \text{ cm}^{-1} \) and \( \omega_2(a_2) = 43.2i \text{ cm}^{-1} \). The PJT effect is responsible for the two imaginary frequency modes \((b_1\text{ and }a_2)\) in the planar \(C_{2v}\) structure. Optimization of Si₅CH₆ along the \(b_1\) and \(a_2\) imaginary vibrational modes leads to the \(C_s\) structure. Two OMO-UMO pairs giving the \(b_1\) symmetry as a direct product of their symmetries (equations (2) and (3)) are HOMO-1 \((b_1)\) – LUMO+1 \((a_1)\) and HOMO \((a_2)\) – LUMO+3 \((b_2)\) with the energy gaps of 10.08 and 9.67 eV (HF/cc-pvTZ//B3LYP/6-311++G**), respectively.

\[
b_1 \otimes a_1 = b_1 \tag{2}
\]

\[
a_2 \otimes b_2 = b_1 \tag{3}
\]

The direct products of the symmetries of HOMO \((a_2)\) – LUMO+2 \((a_1)\) as well as HOMO-2 \((b_2)\) – LUMO \((b_1)\) (energy gaps are 9.01 and 10.57 eV, respectively) are \(a_2\):

\[
a_2 \otimes a_1 = a_2 \tag{4}
\]

\[
b_2 \otimes b_1 = a_2 \tag{5}
\]

The symmetries of two imaginary modes in the \(C_{2v}\) structure \((b_1\text{ and }a_2)\) correspond to the totally symmetric mode \(a'\) in the distorted structure II.19 \((C_s, \text{ } ^1A')\) (Figure 11-2). Thus, both PJT conditions are met. Substitution of one Si atom in hexasilabenzenzene leads to higher OMO-UMO gaps in Si₅CH₆, but the increased gaps are not large enough to prevent orbital coupling and kill the PJT effect.
11.3.3. $\text{Si}_4\text{C}_2\text{H}_6$ Isomers

The CK search of the $\text{Si}_4\text{C}_2\text{H}_6$ species revealed that the potential energy surface has more low-lying structures than that of $\text{Si}_6\text{H}_6$ and $\text{Si}_5\text{CH}_6$. We found many structures that are similar to $\text{Si}_6\text{H}_6$ and $\text{Si}_5\text{CH}_6$ isomers, but with two carbons in the skeleton. The global minimum is the $C_{2v}$ structure III.1 (Figure 11-1). Prismane structure III.49 is now higher than the benzene-like structure III.43 (Figure 11-7) on 2.8 kcal/mol (CCSD(T)/CBS//B3LYP/6-311++G**). Of the three benzene-like isomers, only the 1,2,4,5-isomer (structure III.52 ($D_{2h},^1A_g$), Figure 11-7) has a planar ground state, but it is the highest among all benzene-like isomers of $\text{Si}_4\text{C}_2\text{H}_6$. The 1,2,3,5-isomer III.43 is 8.9 kcal/mol lower than the 1,2,3,4-isomer III.51 ($C_{2v},^1A_1$) (Figure 11-7), however, both of them are just first-order saddle points with imaginary frequency modes of $\omega(b_1)=151.2i$ cm$^{-1}$ and $\omega(a_2)=184.2i$ cm$^{-1}$, respectively. The $b_1$ imaginary frequency mode in the $C_{2v}$ structure III.43 is again a consequence of the PJT effect, but the $a_2$ mode is now real.

Optimization of the structure along $b_1$ imaginary mode lead to the $C_s$ structure III.42 (Figure 11-2). The direct product of HOMO ($b_1$) and LUMO+2 ($a_1$) yields $b_1$, which is the symmetry of the imaginary mode:

$$b_1 \otimes a_1 = b_1$$

The HOMO and LUMO+2 gap is 9.77 eV (HF/cc-pvTZ//B3LYP/6-311++G**). The closest in energy OMO-UMO pairs, giving $a_2$ as a direct product of symmetries, HOMO ($b_1$) – LUMO+3 ($b_2$) and HOMO-1 ($a_2$) – LUMO+2 ($a_1$) have the energy gaps of 10.46 and 11.32 eV, respectively. Interestingly, this small increase in the UMO-OMO gap is enough to suppress the PJT effect along the $a_2$ mode.
Structure III.51 (the 1,2,3,4-isomer of Si$_4$C$_2$H$_6$) undergoes the PJT distortion along a$_2$ imaginary frequency mode into twisted C$_2$ structure III.50 because of interaction of HOMO (a$_2$) with LUMO+2 (a$_1$) (the HOMO – LUMO+2 gap, computed at HF/cc-pvTZ//B3LYP-6-311++G**, is 9.24 eV).

Finally, for the D$_{2h}$ structure III.52 (the 1,2,4,5-isomer of Si$_4$C$_2$H$_6$) two lowest vibrational frequencies ($\omega_1$(b$_{2g}$) = 73.5 cm$^{-1}$ and $\omega_2$(a$_u$) = 73.9 cm$^{-1}$) have a small but real values for both frequencies. The gap between the closest OMO-UMO pair [HOMO (b$_{1g}$) – LUMO+3 (b$_{3g}$)] leading to b$_{2g}$ symmetry is 9.93 eV and the OMO-UMO pair [HOMO (b$_{1g}$) – LUMO+4 (b$_{1u}$)] leading to a$_u$ symmetry is 10.15 eV. Obviously, the OMO-UMO gap is now higher than in the two other cases and that is enough to kill the PJT effect in this case.

11.3.4. Si$_3$C$_3$H$_6$ Isomers

From our CK search for the global minimum structure of Si$_3$C$_3$H$_6$ stoichiometry, we found that again structure IV.1 (Figure 11-2) similar to the global minimum structures of Si$_6$H$_6$ - Si$_4$C$_2$H$_6$ is the lowest energy isomer on the Si$_3$C$_3$H$_6$ PES. The prismane isomer IV.16, lying 36.6 kcal/mol above the global minimum, is now the least stable of the considered structures shown in Figure 11-2. Of the three planar isomers, 1,3,5-trisilabenzene (structure IV.3, Figure 11-2) is the lowest one, and it has been thoroughly studied theoretically.$^{57-60}$ Moreover, in 2003 it was synthesized as a ligand according to the experimental reports.$^{61}$ The 1,3,5-trisilabenzene is the global minimum (at B3LYP/6-311++G**//B3LYP/6-311++G**, Figure 11-8), however, our most accurate single-point calculations at CCSD(T)/CBS//B3LYP/6-311++G** showed that planar structure IV.3 is the third lowest isomer, following the isomers IV.2 and IV.1, respectively (Figure 11-2).
We can see that in our Si$_6$nC$_n$H$_6$ series at n = 3, the energy difference between three-dimensional and planar structures is not large anymore (6.5 kcal/mol).

The lowest frequency [$\omega(e'') = 211.7$ cm$^{-1}$] for the planar D$_{3h}$ structure IV.3 is real. The gap (HF/cc-pvTZ//B3LYP/6-311++G**) between the closest OMO-UMO pair [HOMO (e'') – LUMO+1 (a$_1'$)] leading to e'' symmetry is now as large as 11.91 eV. Hence, a substantial increase in the OMO-UMO gap is responsible for quenching the PJT effect. The experimental observation of planarity of 1,3,5-trisilabenzene also proves the point that the PJT is completely suppressed at n = 3.

However, the other two planar isomers: 1,2,3-trisilabenzene IV.9 and 1,3,5-trisilabenzene IV.14 (Figure 11-8), lying 19.8 and 23.5 kcal/mol higher than the global minimum, are first-order saddle points with small out-of-plane imaginary frequencies of $84.5i$ cm$^{-1}$ and $66.0i$ cm$^{-1}$, respectively. Geometry optimization along b$_1$ (structure IV.9) and a'' (structure IV.14) imaginary frequency modes would give the C$_s$ structure IV.11 and the C$_I$ structure IV.15 (Figure 11-8), accordingly. The difference in total energies between the saddle-point planar structures and the corresponding C$_s$ and C$_I$ structures is smaller than the difference in zero-point energy corrections for these structures, with the zero-point energy for the C$_s$ and C$_I$ isomers being slightly larger. Thus, after zero-point energy corrections the planar structures of 1,2,3-trisilabenzene IV.9 and 1,3,5-trisilabenzene IV.14 are of lower energy than the corresponding C$_s$ IV.11 and C$_I$ IV.15 structures.

11-3.5 Si$_2$C$_4$H$_6$ Isomers

According to the results of our CK search, structure V.1 is the global minimum and it is analogous to structures I.3, II.4, III.7, and IV.2 in the Si$_6$nC$_n$H$_6$ series. Structure
V.10, analogs of which have been global minima until \( n = 4 \) in the series, is 24.5 kcal/mol above the global minimum. Prismane isomer V.22 is now 58.5 kcal/mol higher than the global minimum structure. Of the three planar isomers, structure V.2 is the most stable, with the \( C_2v \) structure V.3 and \( D_{2h} \) structure V.7 (Figure 11-9) being second and third planar lowest-lying structures, respectively. Again, planar structure V.2 of disilabenzene is the global minimum at B3LYP/6-311++G**//B3LYP/6-311++G**, but is only the second lowest isomer according to the CCSD(T)/CBS//B3LYP/6-311++G** level of theory.

A lot of theoretical works were devoted to the investigation of disilabenzenes.\(^{60,62,63}\) Our values of the relative energies are in agreement with those obtained by U. Deva Priyakumar et al.\(^{63}\) First experimental isolation of disilabenzenes derivative was reported in 1987, when hexamethyl-substituted 1,4-disilabenzene has been synthesized.\(^{64}\) In 2001 J. Dysard et al.\(^{65}\) experimentally proved the existence of silabenzene and 1,4-disilabenzene as ruthenium complexes.

**11-3.6. \( \text{SiC}_5\text{H}_6 \) Isomers**

For the \( \text{SiC}_3\text{H}_6 \) stoichiometry we found that monosilabenzene VI.1 is the global minimum with the second isomer VI.2 lying significantly higher (the difference in energy is 18.0 kcal/mol at CCSD(T)/CBS//B3LYP/6-311++G**). The prismane structure VI.17 is higher in energy than the global minimum by 77.0 kcal/mol. The selected lowest isomers are presented in Figure 11-2. A more extensive set of alternative structures is given in Figure 11-10.
According to our systematic computational study, the 3D-2D transition occurs only at \( n = 5 \), where planar monosilabenzenzene structure becomes much more stable than the three-dimensional structures.

A large number of theoretical studies were done on monosi-labenzenzene before its spectral data and matrix isolation.\(^6^6-\)\(^6^9\) The derivative of monosilabenzenzene (2,6-bis(trimethylsilyl)-1,4,6-di(terbutyl)monosilabenzenzene) is known to be stable in solution.\(^7^0\)

Our results regarding \( \text{Si}_6\text{H}_6, \text{Si}_5\text{CH}_6, \text{Si}_4\text{C}_2\text{H}_6, \text{Si}_3\text{C}_3\text{H}_6, \text{Si}_2\text{C}_4\text{H}_6, \) and \( \text{SiC}_5\text{H}_6 \) silabenzenes are generally in agreement with calculations made by K. Baldridge et al.\(^6^0\), however, we were not able to find any theoretical or experimental data concerning \( \text{Si}_5\text{CH}_6, \text{Si}_4\text{C}_2\text{H}_6, \) and \( \text{Si}_3\text{C}_3\text{H}_6 \) isomers in the literature.

11-3.7. \( \text{C}_6\text{H}_6 \) Isomers

The aforementioned systematic computational study\(^1\) of the \( \text{C}_6\text{H}_6 \) isomers revealed 215 minimum energy structures, with 84 structures being within 100 kcal/mol in energy relative to the benzene global minimum structure. Benzene is the most stable isomer. In this article, we present four isomers of \( \text{C}_6\text{H}_6 \) in Figure 11-2. According to our calculations, prismane VII.4 is higher in energy than the third isomer (VII.3) and the second isomer (VII.2), respectively. The relative energies of the presented structures are given at the CCSD(T)/CBS//B3LYP/6-311++G** level of theory.

11-3.8. Chemical Bonding Pictures Revealed by the AdNDP

In order to interpret our results from the chemical bonding point of view, we performed the AdNDP analysis for the global minimum structures. The results of our analysis for these structures are shown in Figure 11-3 and Figure 11-4.
There are two interpretations of chemical bonding for the $\text{Si}_6\text{H}_6$ global minimum structure (I.1) (Figure 11-3). According to the first picture (Figure 11-3, I.1.a)), the AdNDP analysis revealed six two-center, two-electron (2c-2e) Si–H $\sigma$ bonds, six 2c-2e Si–Si $\sigma$ bonds, all with occupation numbers (ON) ranging from 1.82 $|e|$ to 1.99 $|e|$; two lone pairs with ON = 1.62 $|e|$ on two silicon atoms, and one three-center, two electron (3c-2e) $\sigma$ bond (ON = 1.99 $|e|$).

In order to improve this zero-order chemical bonding model, we need to accept all bonding elements which have ON close to 2.00 $|e|$ and allow the bonding elements with low occupation numbers to be delocalized over larger number of atoms. In other words, in our new AdNDP search we accepted bonding patterns with ON higher than 1.80 $|e|$. Therefore, the AdNDP revealed six 2c-2e Si–H $\sigma$ bonds, eight 2c-2e Si–Si $\sigma$ bonds (all with ON = 1.86-1.99 $|e|$), and one $\delta$ bond between two silicon atoms (Figure 11-3, I.2.b)). Hence, we offer two chemical bonding pictures that can describe chemical bonding in the $\text{Si}_6\text{H}_6$ global minimum structure.

We also performed the AdNDP analysis for the $\text{Si}_5\text{CH}_6$ (II.1), $\text{Si}_4\text{C}_2\text{H}_6$ (III.1), $\text{Si}_3\text{C}_3\text{H}_6$ (IV.1), $\text{Si}_2\text{C}_4\text{H}_6$ (V.1) and $\text{SiC}_5\text{H}_6$ (VI.1) global minimum structures. Results of these analyses are presented in Figure 11-4 (for $\text{Si}_5\text{CH}_6$, $\text{Si}_4\text{C}_2\text{H}_6$, and $\text{Si}_3\text{C}_3\text{H}_6$ global minimum structures, accepted bonding patterns with ON higher than 1.80$|e|$ were chosen).

For the $\text{Si}_5\text{CH}_6$ global minimum structure II.1, we found six 2c-2e Si–H $\sigma$ bonds with ON = 1.98 – 1.99 $|e|$ (not shown in Figure 11-4), eight 2c-2e Si–Si $\sigma$ bonds (ON = 1.89 – 1.99 $|e|$), and one 3c-3e Si–Si $\delta$ bond (ON = 1.98 $|e|$). The $\text{Si}_4\text{C}_2\text{H}_6$ global minimum structure III.1 has six 2c-2e Si–H $\sigma$ bonds with ON = 1.98 – 1.99 $|e|$ (not shown
in Figure 11-4), eight 2c-2e Si–Si σ bonds (ON = 1.85 – 1.99 |e|), and one 2c-2e Si–Si δ
bond (ON = 1.99 |e|). The Si₃C₃H₆ global minimum structure IV.1 has the chemical
bonding picture similar to that of III.1: six 2c-2e Si–H σ bonds with ON = 1.98 – 1.99 |e|
(not shown in Figure 11-4), eight 2c-2e Si–Si σ bonds (ON = 1.86 – 1.98 |e|), and one 2c-
2e Si–Si δ bond (ON = 1.98 |e|). For the Si₂C₄H₆ global minimum structure V.1, the
AdNDP revealed six 2c-2e Si–H σ bonds with ON = 1.98 – 1.99 |e| (not shown in Figure
11-4), seven 2c-2e Si–Si σ bonds (ON = 1.77 – 1.99 |e|), one lone pair on silicon atom
with ON = 1.99 |e| and one 3c-2e Si–Si σ bond (ON = 1.97 |e|). The planar
monosilabenzene global minimum structure VI.1 has six 2c-2e Si–H σ bonds with ON =
1.98 – 2.00 |e| (not shown in Figure 11-4), six 2c-2e Si–Si σ bonds with occupation
numbers being close to ideal values of 2.00 |e|; and three six-center two electron (6c-2e)
Si–Si π bonds (ON = 2.00 |e|) confirming the presence of π-aromaticity in this molecule.

### 11-4. Conclusions

We presented a systematic study of the Si₆-nC₃H₆ (n = 0–6) series. We performed
unbiased CK global minimum and low-lying isomers search for the Si₆H₆, Si₅CH₆,
Si₄C₂H₆, Si₃C₃H₆, Si₂C₄H₆ and SiC₅H₆ species at the B3LYP/6-31G** level of theory.
The lowest isomers were recalculated at the CCSD(T)/CBS//B3LYP/6-311++G** level
of theory. We found that the OMO-UMO gap between MOs involved in the PJT effect is
increasing with substitution of the Si atoms by the C atoms, which gradually leads to the
suppression of the PJT effect in 1,3,5-trisilabenzene. Recently, it was shown in the
CₓHₓP₆-x (x = 0–6)⁷¹ and CₓHₓP₄-x (x = 0–4)⁷² series that isolobal substitution of an atom
or a group by a more electronegative atom or group can be considered as a new
mechanism for the suppression of the PJT effect.
As we can see from our chemical bonding analysis, the most stable structure VI.1 for SiC₅H₆ is aromatic. The NICS values, obtained by K. Baldridge et al.⁶⁰ show that aromaticity increases with decreasing number of silicon atoms along the silabenzenes series. However, the transition from three-dimensional structures to planar structures occurs only at n = 5 in the Si₆₋₉C₆H₆ (n = 0–6) series. Thus, relating stability with aromaticity in silicon-carbon compounds could be risky. According to our results there are also other reasons for the switch in the relative stabilities in the considered series upon the substitution of silicon atoms by carbon atoms. The environment in which the Si atoms are located and the strain energy in the skeleton of silicon structures are some factors in explaining the observed stabilities. The isomer, in which all silicon atoms are tetracoordinated was found to be more stable among other isomers of the Si₆H₆, Si₅CH₆, Si₄C₂H₆ and Si₃C₃H₆ stoichiometries. Hence, the silicon atoms would prefer to be tetracoordinated and form three-dimensional structures that can be explained by the weak π-bonding of silicon atoms with carbon atoms or with another Si. Our theoretical study may be useful for understanding geometry, properties and nature of the Si-C compounds and may become a guiding tool for experimental research in this area.
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Figure 11-1. Selected lowest-energy structures of Si₆H₆, their point group symmetries, spectroscopic states and ZPE (B3LYP/6-311++G**) corrected relative energies (CCSD(T)/CBS//B3LYP/6-311++G**). The structures are labeled in accordance with Figure 11-5.
Figure 11-2. Representative optimized isomers of each species in the Si$_{6-n}$C$_n$H$_6$ ($n = 0–6$) series, their point group symmetries, spectroscopic states and ZPE (B3LYP/6-311++G**) corrected relative energies (CCSD(T)/CBS/B3LYP/6-311++G**). Here and elsewhere the yellow, violet and blue spheres represent carbon, silicon and hydrogen atoms, respectively.
Figure 11-3. Two representations of chemical bonding patterns of the I.1 global minimum structure revealed by the AdNDP.
Figure 11-4. Chemical bonding patterns of the II.1, II.1, IV.1, V.1 and VI.1 global minimum structures revealed by the AdNDP.
Figure 11.5. Lowest-lying structures of Si₆H₆, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/CBS (bold), CCSD(T)/cc-pvTZ (in brackets), CCSD(T)/cc-pvDZ (square brackets), and B3LYP/6-311++G**(curly brackets), all at B3LYP/6-311+G* optimized geometries.
Figure 11-6. Lowest-lying structures of Si$_3$CH$_6$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/CBS (bold), CCSD(T)/cc-pvTZ (in brackets), CCSD(T)/cc-pvDZ (square brackets), and B3LYP/6-311++G** (curly brackets), all at B3LYP/6-311++G** optimized geometries.
Table 11-7. Lowest-lying structures of Si$_4$C$_2$H$_6$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/CBS (bold), CCSD(T)/cc-pvTZ (in brackets), CCSD(T)/cc-pvDZ (square brackets), and B3LYP/6-311++G** (curly brackets), all at B3LYP/6-311++G** optimized geometries.
Figure 11-8. Lowest-lying structures of Si$_3$C$_3$H$_6$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/CBS (bold), CCSD(T)/cc-pvTZ (in brackets), CCSD(T)/cc-pvDZ (square brackets), and B3LYP/6-311++G** (curly brackets), all at B3LYP/6-311++G** optimized geometries.
Figure 11.9. Lowest-lying structures of $\text{Si}_2\text{C}_4\text{H}_6$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/CBS (bold), CCSD(T)/cc-pvTZ (in brackets), CCSD(T)/cc-pvDZ (square brackets), and B3LYP/6-311++G** (curly brackets), all at B3LYP/6-311++G** optimized geometries.
Figure 11.10. Lowest-lying structures of SiC$_5$H$_6$, their point group symmetries, spectroscopic states and ZPE corrected relative energies. The energies are given at: CCSD(T)/CBS (bold), CCSD(T)/cc-pvTZ (in brackets), CCSD(T)/cc-pvDZ (square brackets), and B3LYP/6-311++G** (curly brackets), all at B3LYP/6-311++G** optimized geometries.
ON THE SUPPRESSION MECHANISM OF THE PSEUDO-JAHN–TELLER EFFECT
IN MIDDLE E_{6} (E = P, As, Sb) RINGS OF TRIPLE-DECKER SANDWICH
COMPLEXES

Abstract

Quantum chemical calculations of the CpMoE_{6}MoCp (E = P, As, Sb) triple-decker sandwich complexes showed that E_{6} fragments in the central decks of the complexes are planar. Analysis of molecular orbitals involved in vibrational coupling demonstrated that filling the unoccupied molecular orbitals involved in vibronic coupling with electron pairs of Mo atoms suppresses the PJT effect in the CpMoE_{6}MoCp (E = P, As, Sb) sandwich, with the E_{6} ring becoming planar (D_{6h}) upon complex formation. The AdNDP analysis revealed that bonding between C_{5}H_{5} units and Mo atoms has a significant ionic contribution, while bonding between Mo atoms and E_{6} fragment becomes appreciably covalent through the $\delta$ type M→L back-donation mechanism.

12-1. Introduction

A planar aromatic structure of benzene is by far the most stable isomer for C_{6}H_{6} stoicheometry.\textsuperscript{1-3} One can think that the molecule cyclo-P_{6} (hexaphosphabenzene) being a valence isoelectronic analogue of benzene may have a planar hexagonal structure. In 1985 Scherer et. al.\textsuperscript{4} synthesized and characterized the $\{(\eta^{5}\text{-Me}_{5}C_{5})Mo\}_{2}(\mu,\eta^{6}\text{-P}_{6})$ triple-decker sandwich complex, containing a planar P_{6} ring with almost equal P-P

bonds. The experimental P-P bond lengths, (2.167 Å and 2.175 Å) are in a good agreement with the theoretical P-P bond (2.125 Å), which is intermediate between typical values for the single P-P bond of 2.233 Å in P$_2$H$_4$ and the double 2.044 Å in P$_2$H$_2$ (all at MP2/6-31G*). Therefore, the planarity of the P$_6$ cluster in the triple-decker complex indicates that indeed, it is aromatic and analogous to benzene. The cyclo-As$_6$ planar molecule was also first coordinatively stabilized by Scherer et al. in 1989, as the central deck of the sandwich complex similar to {((η$^5$-MeC$_5$)Mo)$_2$(μ,η$^6$-P$_6$). The chemical bonding and electronic structure of the metallocenes with P$_6$ and other aromatic molecules have been thoroughly discussed by Jemmis et al. However, despite the observation of hexagonal aromatic hexaphosphabenzene in the triple-decker complex, theoretical calculations revealed that there are at least seven non-planar P$_6$ isomers lower in energy than the benzene-like D$_{6h}$ structure I.7 (Figure 12-1).

Moreover, the planar structure I.7 is not a minimum, but a second-order saddle point. Geometry optimization following the first imaginary frequency mode of the D$_{6h}$ structure leads to the D$_2$ distorted structure I.6, which is 2.7 kcal/mol lower in energy. According to the most accurate calculations, the global minimum structure of P$_6$ is the benzvalene-like structure I.1 with the prismane-like isomer I.2 being the second lowest and the other isomers lying significantly higher in energy.

Galeev and Boldyrev showed that the out-of-plane distortion in the P$_6$ (D$_{6h}$) is due to the pseudo Jahn-Teller (PJT) effect. Jahn-Teller vibronic effects were shown by Bersuker to be the only source of instability of high-symmetry configurations of polyatomic systems. The distortion of the structure I.7 into the structure I.6 occurred due to vibronic coupling of HOMO-1 (e$_{2g}$) and LUMO (e$_{2u}$) in P$_6$ (Figure 12-2).
The direct product of their symmetries contains $e_{2u}$, which is the symmetry of the imaginary mode:

$$e_{2g} \otimes e_{2u} = a_{1u} \oplus a_{2u} \oplus e_{2u} \quad (1)$$

The symmetry of the imaginary mode ($e_{2u}$) of the D$_{6h}$ structure corresponds to the totally symmetric (a) mode in the distorted D$_2$ isomer. Thus, both conditions of the PJT effect (PJTE) are met. The HOMO-1 and LUMO gap is 8.29 eV (HF/cc-pvTZ/B3LYP/6-311+G*). The planarization of the P$_6$ ring in the $\{\eta^5$-Me$_5$C$_5$Mo$\}_2(\mu,\eta^6$-P$_6$) complex is due to the suppression of the PJT effect. It was shown that the PJTE may be suppressed by increasing the energy gap to the active excited state in the porphyrin ring of hemoglobin via oxygenation and by substitution that populates the excited state upon small ligand coordination to hemoproteins. Most recently, two more mechanisms for the suppression of the PJT effect have been proposed: by the gap increase between the interacting OMO-UMO pair in the external electrostatic field of cations and by occupying the interacting UMO with an electron pair upon complexation. In this article, we demonstrate that the suppression of the PJT effect in P$_6$ cluster being the middle deck of the $\{\eta^5$-Me$_5$C$_5$Mo$\}_2(\mu,\eta^6$-P$_6$) sandwich complex is due to the second mechanism.

12-2. Theoretical section

We selected the following neutral complexes CpMoE$_6$MoCp ($E = P$, As, Sb) as models for our computational analysis of chemical bonding in the experimentally observed triple-decker complex. Geometry optimization and follow-up frequency calculations for the isolated planar E$_6$ and our model were performed at the hybrid
Hartree-Fock/DFT (B3LYP) level of theory. A double-\(\zeta\) basis set (LanL2DZ) for Mo and Sb and standard 6-31G* basis set for other atoms (P, As, C, H) were used.

A chemical bonding analysis of the vibronic coupling was performed at the RHF level of theory using LanL2DZ basis set for Mo and Sb and 6-31G* basis set for other atoms. Additionally, in order to gain more insight into the structure and chemical bonding of the triple-decker sandwich complexes we performed the Adaptive Natural Density Partitioning method developed in our lab by Zubarev and Boldyrev, which has been successfully applied for the analysis of chemical bonding in boron clusters, prototypical aromatic organic molecules, gold clusters, and the triple-decker sandwich complex \([\text{Pd}_4(\mu_4\text{C}_9\text{H}_9)(\mu_4\text{C}_8\text{H}_8)]\text{BAr}_4^f\) \((\text{BAr}_4^f = B\{3,5-(\text{CF}_3)_2\text{C}_6\text{H}_3\}_4)\).

The AdNDP method performs analysis of the first-order reduced density matrix with the purpose of obtaining its local block eigenfunctions with optimal convergence properties for describing the electron density. The local blocks of the first-order reduced density matrix correspond to the sets of \(n\) atoms (from one to all the atoms of the molecule) that are tested for the presence of a two-electron object (\(n\)-center two electron (nc-2e) bonds, including core electrons and lone pairs as a special case of \(n = 1\)) associated with this particular set of \(n\) atoms. The AdNDP search starts with core electron pairs and lone pairs \((1c-2e)\), then \(2c-2e, 3c-2e, \ldots\) and finally nc-2e bonds. On each step the density matrix is depleted for the density corresponding to the appropriate bonding elements. The AdNDP procedure can also be applied to specified molecular fragments. This user-directed form of the AdNDP analysis is analogous to the directed search option of the standard NBO code. The recovered nc-2e bonding elements always correspond to the point-group symmetry of the system after these bonding elements are superimposed onto the
molecular frame. For the given n-atomic block those eigenvectors are accepted whose occupation numbers (eigenvalues) exceed the established threshold value, and which usually are chosen to be close to 2.00 $|e|$ . Thus, Lewis’s idea of an electronic pair as the essential element of bonding is preserved. We consider a molecule as being aromatic if a delocalized bonding is encountered in a planar cyclic system by means of the AdNDP analysis and the number of electrons occupying the delocalized bonds satisfies the 4n + 2 rule. The AdNDP calculations were performed at the B3LYP level of theory using LanL2DZ (Mo, Sb) and 6-31G* (P, As, C, H) basis sets. All the calculations were done using Gaussian 09 software package.37 Pictures of molecular structures, molecular orbitals and chemical bonds were made using MOLEKEL 5.4.0.8.38

12-3. Results and discussion

Our geometry optimization and follow-up frequency calculations of the model CpMoE$_6$MoCp (E = P, As, Sb) complexes confirm that the C$_i$ structure (shown in Figure 12-3) is an energy minimum and E$_6$ fragments are planar for all practical purposes.

The calculated phosphorus-phosphorus bond length $R(P-P)$ in the P$_6$ fragment of the CpMoP$_6$MoCp complex: $R(P-P) = 2.22$ Å is very close to the experimentally measured $R(P-P) = 2.17$ Å, but it is a little bit longer than an optimized $R(P-P) = 2.13$ Å of the isolated D$_{6h}$ structure P$_6$. Similarly, the calculated $R(As-As) = 2.40$ Å in the As$_6$ fragment is somewhat longer than $R(As-As) = 2.33$ Å in the isolated D$_{6h}$ As$_6$ structure. Surprisingly, the optimized $R(Sb-Sb) = 2.73$ Å in the Sb$_6$ fragment of the CpMoSb$_6$MoCp complex was found to be shorter than $R(Sb-Sb) = 2.79$ Å in the corresponding isolated D$_{6h}$ structure.
As mentioned above, the canonical LUMO of P₆ ring is responsible for the PJT distortion in this structure due to mixing with the HOMO-1 (Figure 12-2).

From our molecular orbital analysis (Figure 12-4) one can see that upon complex formation, the molecular orbital (LUMO) corresponding to the empty one in the isolated P₆ structure is now occupied in the triple-decker complex (HOMO-5). Therefore, to suppress the PJT effect, all unoccupied orbitals connected with its occurrence in the planar P₆ must be occupied in the resultant CpMoP₆MoCp sandwich complex. Using similar analysis for CpMoAs₆MoCp and CpMoSb₆MoCp, it was found that the same mechanism is responsible for killing the PJT effect in both complexes, though we do not exclude some influence from the first mechanism.

In order to analyze chemical bonding in the studied triple-decker complexes we initially performed the general AdNDP search for lone pairs and two-center two-electron (2c-2e) bonds in the whole CpMoP₆MoCp complex. After depleting the overall density for the lone pairs and 2c-2e bonds, we then performed user-directed search of chemical bonding on each of the fragments (C₅H₅, P₆, MoP₆Mo) of the sandwich complex separately. The results of this analysis are shown in Figure 12-5.

As expected, the AdNDP analysis revealed the presence of five 2c-2e C-C σ-bonds with the occupation numbers (ON) equal to 1.97 |e| and five 2c-2e C-H σ-bonds (ON = 1.98 |e|) for every C₅H₅⁻ units, six lone pairs on every phosphorus atom (not shown in Figure 12-5) and one direct 2c-2e σ-bond (ON = 2.00 |e|) between two Mo atoms.

The direct AdNDP search on each C₅H₅⁻ units recovered three 5c-2e π-bonds (ON = 1.97 – 1.99 |e|), which are responsible for π-aromaticity of these fragments.
Because of high occupation numbers of $\pi$-bonds in our direct search on C$_5$H$_5^-$, it is clear that they do not participate in the $\pi$ type back-donation to Mo atoms. Thus, bonding between two C$_5$H$_5^-$ units and two Mo atoms in the analyzed complex has a significant ionic contribution. The AdNDP search revealed six 2c-2e P-P $\sigma$-bonds (ON = 1.73 |e|) for the planar P$_6$ unit. Such deviation from an absolute ON = 2.00 |e| implies that these 2c-2e P-P $\sigma$-bonds are delocalized over larger number of atoms. However, occupation numbers of 1.73 |e| are large enough and are therefore acceptable for the picture of our qualitative analysis. There are also seven bonds of different types on the fragment which comprises the P$_6$ unit and two Mo atoms (MoP$_6$Mo). Three bonds shown in Figure 12-5h are primarily 6c-2e (excluding negligible anti-bonding interactions between P$_6$ and Mo atoms) $\pi$-bonds (with occupation numbers lying within the 1.90 – 2.00 |e| range) and they are in charge of $\pi$-aromaticity in the P$_6$ fragment.

Another four bonds with ON = 1.94 |e| (shown in Figure 12-5i) are responsible for the covalent bonding between Mo and P$_6$ through the $\delta$ type M$\rightarrow$L back-donation mechanism. These bonds are formed by interactions of occupied d$_x^2$-y$^2$ and d$_{xy}$ atomic orbitals of Mo atom with partially antibonding $\pi$-molecular orbitals of P$_6$. An occupation of partially antibonding $\pi$-orbitals is responsible for the elongation of P-P bond lengths upon complexation. The AdNDP analysis of chemical bonding in the CpMoAs$_6$MoCp and CpMoSb$_6$MoCp complexes revealed similar chemical bonding patterns as in the CpMoP$_6$MoCp. The $\delta$ type M$\rightarrow$L back-donation mechanism was previously described by Rayon and Frenking for bis(benzene)chromium as well as Diaconescu et al. for an inverted (m-C$_6$H$_6$)[U(NH$_2$)$_2$]$_2$ sandwich complex.
12-4. Conclusions

Quantum chemical calculations of the CpMoE₆MoCp (E = P, As, Sb) triple-decker sandwich complexes showed that E₆ fragments in the central decks of the complexes are planar. These results agreed with the experimentally observed \{(η⁵-Me₅C₅)Mo\}_2(μ, η⁶-P₆), \{(η⁵-Me₅C₅)W\}_2(μ, η⁶-P₆), \{(η⁵-Me₄EtC₅)V\}_2(μ, η⁶-P₆)\}⁴ and \{(η⁵-Me₄EtC₅)Mo\}_2(μ, η⁶-As₆)⁷ triple-decker sandwich complexes. We are not aware of any experimental data on the decker complexes with Sb₆ fragment.

Thus, we only made a theoretical prediction of the existence of the planar cyclo-Sb₆ as the central deck.

The analysis of molecular orbitals involved in vibrational coupling showed that filling the intervenient molecular orbitals with electron pairs of Mo atoms suppresses the PJT effect in the CpMoE₆MoCp (E = P, As, Sb), with the E₆ ring becoming planar (D₆h). Thus, the complexation may be considered as the second example of the suppression of the PJT effect after the reaction between Si₆Cl₁₂ and a Lewis base (e.g., Cl⁻) to give planar [Si₆Cl₁₂]²⁻ dianionic complexes.²⁸

Our AdNDP analysis revealed that bonding between C₅H₅⁻ units and Mo atoms in the examined triple-decker sandwich complexes is primarily ionic while bonding between Mo atoms and E₆ fragment is appreciably covalent through the δ type M→L back-donation mechanism.

We believe that suppressing the PJT effect due to the filling unoccupied molecular orbitals during the complex formation is not limited to our examples, but is much more common phenomenon in chemistry. We hope that the current work will
attract attention to this suppression mechanism which can become a good tool for constructing new materials with desired planar highly-symmetric species.
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Figure 12-1. Selected lowest-energy structures of P₆, their point group symmetries, spectroscopic states and ZPE (B3LYP/6-311+G*) corrected relative energies (CCSD(T)/CBS//B3LYP/6-311+G*).

Figure 12-2. Interaction of the pairs of occupied and unoccupied molecular orbitals of the D₆h (¹A₁g) structure of P₆ responsible for the PJT effect: interactions cause distortion toward the D₂ (¹A) structure upon following the doubly degenerate ω₁,₂(e₂u) imaginary frequency mode.
Figure 12-3. Optimized structures, point group symmetry, spectroscopic states and bond lengths of the middle-deck fragments in the triple-decker sandwich complexes.

Figure 12-4. One-to-one correspondence of unoccupied canonical molecular orbitals of $P_6(D_{6h}, ^1A_{1g})$ to those of $\text{CpMoP}_6\text{MoCp} (C_1, ^1A_{1g})$, where occupation in the latter results in the suppression of the PJT effect.
Figure 12-5. The chemical bonding picture of the CpMoP₆MoCp triple-decker sandwich complex a) obtained by the AdNDP method: b), c) σ-bonds recovered on the C₅H₅ units; d) σ-bonds recovered on the P₆ unit; e) direct Mo-Mo σ-bond; f), g) π-bonds recovered on the C₅H₅ units; h) π-bonds recovered on the MoP₆Mo fragment; i) δ-bonds recovered on the MoP₆Mo fragment.
Abstract

Due to its direct band gap and light mass, the recently synthesized triazine-based, graphitic carbon nitride (TGCN) is considered as a promising material for future microelectronics. However, despite the structural similarity with completely planar carbon-only graphene, TGCN sheets are different because of the presence of buckling distortions making the TGCN sheets non-planar. In this article we show that the sufficiently strong coupling between the unoccupied molecular orbitals (UMOs) with occupied molecular orbitals (OMOs) leads to pseudo Jahn–Teller distortions (PJT) and consequent buckling of TGCN layers. Doping the TGCN with doubly charged cations such as Be$^{2+}$ can suppress the PJT distortions resulting in a completely planar structure. A proper understanding of the mechanism of the PJT effect in TGCN is crucial for tailoring properties that are relevant for practical applications.

13-1. Introduction

Two-dimensional (2D) materials have attracted a lot of attention owing not only their unique electronic structures, but useful physical and chemical properties including specific optical activity, high carrier mobility, and high electrical and thermal
conductivity.\textsuperscript{1,2} Since successful exfoliation of single layers of graphite, graphene\textsuperscript{3} has been considered by researches as the most promising candidate material for nanoelectronics, even suggested to replace silicon based materials in future microelectronic devices. However, graphene is missing the typical electronic band gap that would make it a semiconductor. Recently, G. Algara-Siller et al.\textsuperscript{4} prepared crystals of triazine-based graphitic carbon nitride (\textit{TGCN}), a layered material that is similar to graphite, but which contains nitrogen. The material was synthesized using an ionothermal, interfacial reaction starting with the inexpensive substance dicyandiamide. The density functional theory (DFT) calculations showed that \textit{TGCN} material has a direct band gap of 1.6 - 2.0 eV.\textsuperscript{4} Thus, graphitic carbon nitride is of immense interest for electronic devices including field-effect transistors and light-emitting diodes. Moreover, g-\textit{C}_3\textit{N}_4 graphitic carbon nitride can be used as a valuable photocatalyst with high thermal and chemical stability, making it potentially suitable for solar energy conversion and environmental regeneration.\textsuperscript{5-10} However, despite these useful applications in the field of catalysis and electronics, the structure of g-\textit{C}_3\textit{N}_4 graphitic carbon nitride seems to be still poorly understood. Recent combined experimental and theoretical studies support a corrugated structure rather than a planar one.\textsuperscript{4} Therefore, g-\textit{C}_3\textit{N}_4 graphitic carbon nitride layers are not atomically thin and thus not strictly two-dimensional. An interesting question arises here: what is the source of instability of g-\textit{C}_3\textit{N}_4 planar sheets toward puckering distortions?

Previous periodic DFT calculations showed that 2D \textit{C}_3\textit{N}_4 (g-\textit{C}_3\textit{N}_4) graphene sheets spontaneously distort along a direction perpendicular to the layers leading to buckled structures.\textsuperscript{11} The authors also demonstrated that the instability of the planar
configuration stems from the repulsion between the lone pairs on the two-coordinated nitrogen atoms, and buckling causes these lone pairs to reorient, thus reducing their steric repulsion. However, D. Vodak et al.\textsuperscript{12} concluded that although the nitrogen–nitrogen repulsive forces are important, they are not absolute in determining the stability of the triazine-based C\textsubscript{3}N\textsubscript{4} networks. Hence, this explanation clarifies only the origin of some particular structural properties, contributing partially to the solution of problem. As pointed out by I. Bersuker et al.,\textsuperscript{13} the best approach to investigate molecular geometries should be based on how electrons control molecular configurations. The vibronic coupling theory,\textsuperscript{14,15} which considers how electronic states and their changes influence nuclear configurations, has proven to be the best approach for the description of molecular shapes since it is based on the first principles. A manifestation of vibronic coupling or electron-vibration coupling is the pseudo Jahn-Teller effect (PJTE) – the only source of instability and distortions of high-symmetry configurations of any polyatomic system in nondegenerate states.\textsuperscript{16-19} In this article, we prove on the basis of orbital vibronic coupling density analysis\textsuperscript{20-22} that the instability of planar triazine-based graphitic carbon nitride sheets is due to the strong coupling between the unoccupied molecular orbitals (UMOs) with occupied molecular orbitals (OMOs) resulting in the pseudo Jahn-Teller distortions of TGCN sheets.

**13-2. Methods and computational details**

To elucidate the nature of instability of TGCN sheets toward puckering distortions by using orbital vibronic coupling density analysis, calculations on a cluster model C\textsubscript{9}N\textsubscript{12}H\textsubscript{6} with three aromatic 1,3,5-triazine rings (T3G) extracted from the periodic structure and capped with hydrogen atoms at optimized positions, were undertaken. The
The T3G structure was also extended to triangular cuts of a graphitic structure containing 6, 10, and 15 triazine units (T6G, T10G, and T15G, respectively). Both planar and buckled clusters were optimized using the hybrid DFT functionals M05-2X and B3PW91, as implemented in Gaussian 09 software. The M05-2X functional is the Truhlar’s hybrid meta exchange-correlation functional, which is known to describe dispersion interactions better than traditional DFT functionals. B3PW91, gradient corrected correlation functional, has shown very accurate results for assessing band-gaps in semiconductors. The 6-31+G(d,p) basis set was employed for the calculations. Additional frequency calculations were performed for ensuring real vibrational modes for the minimum ground state structures. Metal ions doped complexes (T3G ⋯ 2M, M = Li+, Be2+) were also reoptimized with follow-up frequency calculations at the M05-2X/aug-cc-pvDZ and M05-2X/aug-cc-pvTZ levels of theory to insure the vibrational stability of these species. The binding energy (Bind. En.) between doped metal ions T3G cluster (T3G ⋯ 2M) and the stand-alone T3G cluster was defined as: Bind. En. = E(T3G) + 2E(M) - E(T3G ⋯ 2M).

The periodic calculations were done using the Vienna ab initio simulation package (VASP) DFT code using the projector-augmented-wave (PAW) method. The energy cutoff for the plane waves was set to 400 eV. The atom positions are relaxed within the general-gradient approximation (GGA), using Perdew-Burke-Ernzerhof (PBE) functional. 9 × 9 × 1 k-point sampling with Monkhorst-Pack scheme was employed for integration over the first Brillouin zone. Beryllium ions doped TGCN sheet was also capped on both sides by oxygen atoms to balance the ions charges. The criteria for
convergence in energy and force are $10^{-4}$ eV and 0.01 eV/Å, respectively. A vacuum space of 20 Å was introduced between adjacent layers.

Chemical bonding analysis of the buckled T3G cluster (C$_9$N$_{12}$H$_6$) was performed at the M05-2X/6-31+G(d,p) level of theory using the adaptive natural density partitioning (AdNDP) method, which has been used successfully to analyze the chemical bonding of porphyrins, silabenzens, mixed carbon-phosphorus, and carbon-boron clusters. Chemical bonding analysis of the corrugated TGCN sheet was performed using a recently developed solid state adaptive natural density partitioning (SSAdNDP) method (Galeev et al.). Both methods are extensions of the natural bonding orbital (NBO) method developed for molecules by Foster and Weinhold and for extended systems by Dunnington and Schmidt. The AdNDP method analyzes the first-order reduced density matrix in order to obtain its local block eigenfunctions with optimal convergence properties for an electron density description. The obtained local blocks correspond to the sets of n atoms (n ranging from one to the total number of atoms in the molecule) that are tested for the presence of two-electron objects (n-center two electron (nc-2e) bonds, including core electrons and lone pairs as a special case of n = 1) associated with this particular set of n atoms. AdNDP initially searches for core electron pairs and lone pairs (1c-2e), then 2c-2e, 3c-2e, ..., and finally nc-2e bonds. At every step the density matrix is depleted of the density corresponding to the appropriate bonding elements. AdNDP accepts only those bonding elements whose occupation numbers (ONs) exceed the specified threshold values, which are usually chosen to be close to 2.00 $|e|$. However, the criterion for ONs might be adjustable for a particular case in the AdNDP procedure. When all the recovered nc-2e bonding elements are superimposed onto the molecular
frame the overall pattern always corresponds to the point group symmetry of the system. Thus, the AdNDP method recovers both Lewis bonding elements (1c-2e and 2c-2e objects, corresponding to the core electrons and lone pairs, and two-center two-electron bonds) and delocalized bonding elements, which are associated with the concepts of aromaticity and antiaromaticity. From this point of view, AdNDP achieves seamless description of systems featuring both localized and delocalized bonding without invoking the concept of resonance. In SSAdNDP a projection algorithm is used to obtain a representation of the delocalized PW DFT results in a localized AO basis. As long as an appropriate AO basis set is chosen (it is usually trimmed of any functions with angular momentum $l \geq 4$ as well as diffuse functions with exponents $<0.1$), projection is found to result in an accurate density matrix.\textsuperscript{43} In this study cc-pvDZ basis set was used to represent the projected PW density using a $9 \times 9 \times 1$ k-point grid. This basis set was selected so that on average less than 1% of the density of each occupied plane wave band was lost in projecting into the AO basis to guarantee that the density matrix used in the SSAdNDP procedure accurately represents the original plane wave results. The Visualization for Electronic and Structural Analysis software (VESTA, series 3)\textsuperscript{44} and Molekel 5.4.0.8\textsuperscript{45} were used for visualizations of the considered structures.

The PJT instability $E_{\text{PJT}}(Q)$ in potential energy surface is described by the following expression\textsuperscript{20-22}:

$$E_{\text{PJT}}(Q) = - \sum_{i, j, \text{occ}, \text{unocc}} k_{ij}^{(i,j)} Q_{ij}^2 = - \sum_{i, j, \text{occ}, \text{unocc}} \left( \frac{|f_{i,j}^{(i,j)}|}{\varepsilon_j - \varepsilon_i} \right) Q_{ij}^2, \quad (1)$$
where \( f^{(i,j)}_{e''} = \int \psi^*_i(r) \left( \frac{\partial u(r)}{\partial Q_{e''}} \right)_0 \psi_j(r) d^3r \) is orbital vibronic coupling constant (OVCC).

OVCC \( f^{(i,j)}_{e''} \) can be expressed in terms of orbital vibronic coupling density (OVCD) \( \eta^{(i,j)}_{e''}(r) \):

\[
\eta^{(i,j)}_{e''}(r) = \int \psi^*_i(r) \left( \frac{\partial u(r)}{\partial Q_{e''}} \right)_0 \psi_j(r) d^3r .
\]

The degenerate \( e'' \) vibrational vectors with an imaginary frequency were symmetrized. Mass-weighted normal modes were used for the calculations of OVCC and OVCD. All the OVCD analyses were performed by using our in-house codes.

13-3. Results and discussion

Our geometry optimization and follow-up frequency calculations of \( \text{C}_9\text{N}_{12}\text{H}_6 \) cluster model (T3G) confirm that the \( \text{D}_{3h} \) symmetric planar structure is indeed not stable and was found to be only a third order saddle point on the potential energy surface. The \( \text{D}_{3h} \) T3G structure has three modes with imaginary frequencies: degenerate \( e'' \) and \( a_2'' \) modes. The imaginary frequencies \( e'' \) indicate that the planar T3G structure is unstable for the displacement along the \( e'' \) modes in plane, and the symmetry lowers into the \( \text{C}_s \) distorted structure with non-zero dihedral angles between the neighboring triazine units. It means that \( e'' \) modes give rise to a distortion leading to the \( \text{C}_s \) minimum structure. On the other hand, the \( a_2'' \) vibrational mode with the imaginary frequency gives rise to the out of plane deformation into a structure with \( \text{C}_3 \) symmetry. According to our calculations, \( \text{C}_s \) structure is 4.3 kcal/mol (M05-2X/6-31+G(d,p)) more stable than \( \text{C}_3 \)
structure. Thus, \( e'' \) modes have a bigger impact on the distortion of \( D_{3h} \) planar T3G cluster. To clarify the origin of the driving force of the PJT instability, we performed the orbital vibronic coupling density (OVCD) analyses for the \( e'' \) mode.

Table 13-1 summarizes the calculated energy gaps between interacting OMO-UMO orbitals and orbital vibronic coupling constants (OVCCs). The degenerate HOMOs are the 71\textsuperscript{st} and 72\textsuperscript{nd} MOs, while the LUMO is the 73\textsuperscript{rd} MO. It can be clearly seen from \( k_{e''}^{(i,j)} \) values that the largest contribution to the PJT instability comes not from the HOMO-LUMO pair, but from the orbital pair of occupied 55\textsuperscript{th} MO and the next LUMO (74\textsuperscript{th}). Although the small orbital energy gap value between HOMO (71\textsuperscript{st}) and LUMO (73\textsuperscript{rd}) is essential in the PJT instability, according to eq 1 there is another parameter \( f_{e''}^{(i,j)} \), the orbital vibronic coupling constant that can compensate for large OMO-UMO gap values. Such dependence of the PJT effect on different parameters was first shown on the example of \( \text{NH}_3 \) molecule, where the instability of the planar \( D_{3h} \) symmetric configuration toward trigonal pyramidal shape is caused by the vibronic coupling of the OMO-UMO pair with the orbital energy gap (\( \Delta \)) of \( \sim 14 \) eV, while the contribution to the instability of a lower excited state at \( \Delta \sim 5 \) eV was found to be very small.\textsuperscript{46} Our calculations for T3G cluster show that the vibronic coupling between the 55\textsuperscript{th} MO and the next LUMO (74\textsuperscript{th}), which has the largest OVCC value, is the main source of the PJT instability. We can elucidate the reason why this orbital pair yields the large OVCC on the basis of the orbital vibronic coupling density (OVCD) analysis.

The vibrational vectors of the imaginary (PJT) \( e_{e''} \) mode have large displacements of the nitrogen atoms as shown in Figure 13-1, (a). Accordingly, the
derivative of the potential \( u(r) \) with respect to the normal coordinate \( Q_e \) has the large distribution around the nitrogen atoms (Figure 13-1, (e)). Since both MO(55) and MO(74) have large MO coefficients on the nitrogen atoms (Figure 13-1, (b) and (c)), the orbital overlap between MO(55) and MO(74) becomes large around the nitrogen atoms (Figure 13-1, (d)). Therefore, the OVCD around the nitrogen atoms are large (Figure 13-1, (f)). On the other hand, the orbital overlap between the HOMO and LUMO has small distribution around the nitrogen atoms, since the LUMO has no coefficients on the nitrogen atoms. Therefore, if the orbital overlap around the nitrogen atoms can be reduced, the PJT instability would be suppressed.

13-4. Triazine-based graphitic carbon nitride clusters

In order to trace the growth of TGCN sheet and get a more thorough characterization of the distortions in TGCN layers, we investigated structural and electronic properties of bigger triazine-based clusters, starting from T3G cluster to T15G cluster, which contains up to 15 aromatic triazine units (Figure 13-2). A common feature for all the ground state structures of the triazine-based graphitic carbon nitride clusters is the puckering distortions in the open-hollow site. In T6G, T10G, and T15G structures the formed ripples are always localized within the open-hollow site and fresh ripples appear in the adjoining rings. A deviation (R) from planarity in T3G cluster model is 0.72 Å. Interestingly, this value remains almost the same for the bigger triazine-based graphitic carbon nitride clusters (Table 13-2) and for the periodic corrugated structure of TGCN sheet (R = 0.91 Å). As one may see from Table 13-2, the corrugated structures become more stable than the planar ones upon addition of more triazine units. The buckled structure is more stable than the planar one by about 114 kcal/mol for T15G cluster. The
HOMO-LUMO energy separation of a system often serves as a simple measure of chemical stability and conductivity.\textsuperscript{47} The HOMO-LUMO gaps for T3G-T15G clusters are given in Table 13-2. It is well known that the DFT calculated HOMO–LUMO gaps only represent an approximation to the fundamental gap, which is defined as the difference between the ionization potential and electron affinity.\textsuperscript{48} Our results (Table 13-2, HOMO-LUMO gap) for T3G-T15G show different values of the energy gaps depending on the choice of a DFT method (the nature of the exchange-correlation functional and the amount of Hartree-Fock exchange it includes). C. Musgrave and coworkers\textsuperscript{49} compared various DFT methods for molecular orbital eigenvalue calculations and came to a conclusion that time-dependent (TD) calculations are required to describe accurately the HOMO-LUMO gaps. They demonstrated that TD-DFT calculations reliably predict the HOMO-LUMO gaps for all tested DFT methods, thus confirming that the excitation energy of the first singlet excited state is probably the most reasonable approximation to the HOMO-LUMO gap in molecules.\textsuperscript{49} As one may see from Table 13-2, our TD-B3PW91/6-31+G(d,p) results suggest that a subsequent addition of triazine rings gradually decreases the HOMO-LUMO gap in the clusters, leading to a band gap (which is, at the materials level, equivalent to the molecular fundamental gap) of 1.62 eV in the periodic TGCN structure. The analogous trend in the dependence of HOMO-LUMO gaps on the cluster size was observed for polycyclic aromatic hydrocarbons\textsuperscript{50} and silicene clusters.\textsuperscript{51} It is also worthy to note that the band gap in the TGCN sheet is considerably smaller than the fundamental gap in the triazine-based clusters, because in the solid state π-conjugated triazines adjacent to the unit that carries a charge significantly polarize thus stabilizing the anionic and cationic states.\textsuperscript{48}
13-5. Chemical bonding

To gain more insight into the structure and chemical bonding in the $TGCN$ sheet, we performed the adaptive natural density partitioning (AdNDP) analysis. The results of our analysis for the periodic structure of a corrugated $TGCN$ layer are shown in Figure 13-3, (a). The general SSAdNDP search revealed that all $\sigma$ C-N bonds are well represented by classical two center-two electron (2c-2e) bonds (not shown in Figure 13-3). In addition, the SSAdNDP identified one s-type lone pair on each of the N atoms of a triazine fragment with the occupation number (ON) equals to 1.9 $|e|$, and one p-type lone pair, ON = 1.7 $|e|$, on the 3-coordinate nitrogen atom, which is linking three triazine units. Three 6c-2e delocalized $\pi$ bonds on each of the $C_3N_3$ triazine moieties were found by directed search with ON = 2.0 $|e|$, highlighting each triazine ring’s aromaticity. Therefore, a corrugated $TGCN$ sheet can be viewed as a network consisting of aromatic triazine rings joined by 3-coordinate nitrogen atoms. The resulting picture of our AdNDP analysis for T3G cluster model is shown in Figure 13-3, (b). Similar to the results derived for the periodic $TGCN$ structure, the use of AdNDP enabled direct classical 2c-2e $\sigma$ C-N bonds to be found with ON value of 1.9 $|e|$ (not shown in Figure 13-3), one s-type lone pair on each N atom in triazine units (ON = 1.9 $|e|$) and one p-type lone pair on the nitrogen atom connecting two triazine rings (ON = 1.7 $|e|$). Such similarity between chemical bonding pattern for the periodic $TGCN$ structure and finite T3G structure further supports our choice of a cluster model for investigations of the pseudo Jahn-Teller effect in triazine-based graphitic carbon nitride sheet.
13-6. Suppression of the PJT effect

The knowledge of the mechanism of the PJT allows for manipulation of this effect by means of external perturbations that either populate the active excited states with electrons, making them inactive, or increase the energy gap $\Delta$ between vibronically coupled orbitals. These factors can diminish the PJT effect and may result in its full suppression. The first example of such quenching of the PJT effect was observed in metalloporphyrins and hemoproteins: the metal (iron) atom is driven out-of-plane by the PJT, but it returns back in plane by oxygenation ($O_2$ molecule coordination), which quenches the PJT effect by increasing the energy gap to the active excited state.\(^{52}\)

Recently, we proposed two more mechanisms for suppression of the PJT effect: by the gap increase between the interacting OMO–UMO pair in the external electrostatic field of cations\(^ {53,54}\) and by occupying the interacting UMO with an electron pair upon complexation.\(^ {55}\) D. Jose et al.\(^ {56}\) also reported that puckering distortions in silicene, the all Si analogue of graphene, are due to the PJT effect in the individual six membered Si\(_6\) rings, and the coordination of Li\(^+\) cations to the rings can suppress the PJT distortions resulting in a planar structure.

We performed DFT calculations to investigate whether the binding of metal ions can suppress PJT effect and flatten out the structure of triazine-based graphitic carbon nitride cluster T3G. G. Zhu et al.\(^ {57}\) showed that lithium-doped triazine-based graphitic C\(_3\)N\(_4\) sheets can be good materials for hydrogen storage, however, the stable configuration of the lithium doped structures was found to be not strictly planar. The results of our initial calculations showed that in the presence of two Li\(^+\) cations, the puckered T3G structure becomes planar to form $D_{3h}$ symmetric complex. The lithium
doped T3G structure (T3G ··· 2Li+) was found to be stable at the M05-2x/3-21G level of theory, however, at higher levels of theory (M05-2X/6-31+G (d,p) and M05-2X/aug-cc-pvTZ) it is not even a minimum, being only a third order saddle point on the potential energy surface. The optimization of T3G ··· 2Li+ complex along imaginary frequency modes yields a buckled C₃ symmetric structure, but the deviation from the planarity (R = 0.52 Å) is now less pronounced than in pure T3G cluster. Interestingly, a crystallographically characterized poly(bis(triazine) triimide) lithium chloride (PTI/LiCl) compound⁵⁸ - the closest structural analog of TGCN - has less pronounced buckling than the corrugation of the TGCN layer.⁴ Therefore, the electrostatic field of lithium cations is unable to completely suppress the PJT effect in the T3G cluster. However, we found that doping T3G with beryllium ions Be²⁺ seems to be sufficient for quenching the PJT effect and obtaining a completely planar beryllium doped $D_{3h}$ symmetric T3G ··· 2Be²⁺ complex, which remains stable at the high level of theory – M05-2X/aug-cc-pvTZ (Figure 13-4, (a)). Imaginary vibrational frequencies have not been observed, verifying that T3G ··· 2Be²⁺ structure is indeed a local minimum on the potential energy surface. The lowest frequency is observed at 83 cm⁻¹. We also searched for the favorable binding site of Be ions by placing them at different possible positions of T3G cluster: the center of triazine (C₃N₃) ring, the open-hollow site, the top sites of atoms, and the bridge sites over the C-N bonds. We found that the open-hollow site with a binding energy of 11.14 eV (M05-2X/6-31+G(d,p)) is the most favorable Be ions binding site of T3G cluster. It is also interesting to note that the distances between adjacent nitrogen atoms (2.42 Å) in the open-hollow site of the optimized T3G ··· 2Be²⁺ complex are almost the same as the distances (2.44 Å) between the nitrogens in the unstable planar T3G configuration. The
distance between the metal ion and the T3G is 1.69 Å. In addition, a natural population analysis (NPA) was performed to determine a charge distribution on Be. According to it, Be ions bear a substantial positive charge of +1.51 (M05-2X/aug-cc-pvDZ). Remarkably, doping T3G cluster with the two Be$^{2+}$ ions decreases the HOMO-LUMO energy gap to 2.88 eV (TD-B3PW91/6-31+G(d,p)) restoring the planarity of T3G structure (Figure 13-4, (a)). We also performed additional calculations to figure out how the position and concentration of Be ions affect the structure of T3G cluster. According to our results, doping T3G with one Be$^{2+}$ ion is not sufficient for achieving a planar configuration of T3G. Geometry optimization of T3G ··· Be$^{2+}$ complex leads to the C$_3$ symmetric local minimum structure with the Be ion located above the open-hollow site of T3G cluster. However, the T3G ··· Be$^{2+}$ structure flattens out upon addition of another Be ion on the opposite side of T3G. The D$_{3h}$ symmetric T3G ··· 2Be$^{2+}$ complex with a completely planar T3G fragment (Figure 13-4, (a)) was also found to be the most energetically favorable molecular configuration among all the considered 2Be$^{2+}$ doped structures. Increasing the concentration of Be ions leads to the tremendous electrostatic repulsion between adjacent Be, and we were not able to achieve any local minima.

In order to extend our results obtained for the T3G molecular fragment to a periodic triazine-based graphitic carbon nitride structure, we performed solid-sate VASP calculations for the extended system. In agreement with the results on the T3G cluster model, the TGCN sheet is now planar in the presence of Be$^{2+}$ ions (Figure 13-4, (b)). The computed binding energy is 7.38 eV and Be is positively charged (+1.2) according to the periodic NBO analysis. It is also worthy to note that the presence of Be$^{2+}$ ions sufficiently lowers band gap of TGCN sheet by approximately 0.8 eV, making it a narrow-band gap
Hence, the induced planarity in \( TGCN \) sheet leads to a closure of the band gap and doping \( TGCN \) sheet with metal cations can be used to tune the band gap in this material. It should be noted that the \( \text{Be}^{2+} \) decorated \( TGCN \) sheet represents only a crude theoretical model of interactions between Be ions and \( TGCN \), however, we believe that a 2D \( TGCN \) sheet might become synthesized at rather specific experimental conditions. For instance, as it was mentioned above, one of the closet structural analogs of \( TGCN \) - poly(bis(triazine) triimide) lithium chloride (PTI/LiCl) compound - has already been synthesized and thoroughly characterized.\(^{58}\) In this structure the voids between almost planar triazine layers are filled with \( \text{Li}^+ \) and \( \text{Cl}^- \) ions. Thus, we hope that Be ions doped \( TGCN \) with a completely planar configuration might be synthesized as well using the appropriate beryllium containing salt instead of LiCl. Another possible way of the experimental realization of a planar \( TGCN \) structure is to deposit the \( TGCN \) on a suitable substrate.

To clarify the suppression mechanism of the PJT effect in the \( \text{Be}^{2+} \) doped triazine-based graphitic carbon nitride, we performed the OVCD analysis for the \( e_{e''} \) mode (100 cm\(^{-1}\)) of \( T3G \cdots 2\text{Be}^{2+} \) cluster, which corresponds to the PJT mode of the pristine \( T3G \) with the imaginary frequency (Figure 13-5). Figures 13-5 (a) and (b) show 67\(^{th}\) and 76\(^{th}\) MOs which correspond to the MOs shown in Figure 13-1 for bare \( T3G \) cluster. The MO coefficients of the nitrogen atoms close to the Be ions are decreased. The potential derivative (Figure 13-5, (d)) is also decreased in the same region. As the result, the OVCD (Figure 13-5, (e)) has a small distribution. Therefore the PJT effect in this system is completely suppressed. Interestingly, the PJT effect in \( T3G \cdots 2\text{Be}^{2+} \) complex is essentially quenched by lowering \( |f_e^{(i,j)}|^2 \) term in equation 1, though the energy gap
between the 67th OMO and 76th UMO pair is small. Hence, according to our results, the application of the external electrostatic field of cations may sometimes decrease the energy gap between the interacting orbitals, but at the same time this may result in a small value of orbital vibronic coupling constant leading to the vanishing of the PJT instability.

13-7. Conclusions

In conclusion, we have analyzed the microscopic origin of instability of planar 2D sheets of triazine-based graphitic carbon nitride (TGCN) toward puckering distortions. On the basis of the OVCD analysis for the pseudo Jahn-Teller effect, it was shown that the instability stems from the orbital vibronic couplings between the unoccupied molecular orbitals and occupied molecular orbitals of the TGCN sheet. A proper understanding of the mechanism of buckling distortions in TGCN is crucial for tailoring properties that are relevant for practical applications. It was also found that the puckering in the TGCN sheet can be suppressed to re-induce planarity using Be$^{2+}$ ions and such doping lowers the band gap in this material by 0.8 eV. Hence, we expect that our studies will provide a new method for engineers to tailor the puckering distortions in the TGCN sheets and also to tune the band gap in this material by using an external electric field without any chemical modification.
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Table 13-1. The calculated orbital energy gap $\varepsilon_j - \varepsilon_i$, orbital vibronic coupling constants (OVCCs) of the e" mode $f_{e^{-}}^{(i,j)}$, and OVCC over orbital energy gap $k_{e^{-}}^{(i,j)}$ between occupied valence orbital $i$ and unoccupied orbital $j$. Only the orbital pairs with large $k_{e^{-}}^{(i,j)}$ are tabulated.

<table>
<thead>
<tr>
<th>$i$ (irrep.)</th>
<th>$j$ (irrep.)</th>
<th>$\varepsilon_j - \varepsilon_i$ (a.u.)</th>
<th>$f_{e^{-}}^{(i,j)}$ ($\times 10^{-3}$ a.u.)</th>
<th>$k_{e^{-}}^{(i,j)}$ ($\times 10^{-5}$ a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>55 ($\alpha_1'$)</td>
<td>74 (e'')</td>
<td>0.5046</td>
<td>-2.2131</td>
<td>0.9707</td>
</tr>
<tr>
<td>58 (e')</td>
<td>76 (a_2'')</td>
<td>0.4782</td>
<td>-2.1448</td>
<td>0.9620</td>
</tr>
<tr>
<td>72 (e')</td>
<td>81 (a_2'')</td>
<td>0.4906</td>
<td>1.9285</td>
<td>0.7581</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>71 (e')</td>
<td>73 ($\alpha_1'$)</td>
<td>0.2692</td>
<td>-0.1181</td>
<td>0.0052</td>
</tr>
</tbody>
</table>
Table 13-2. The energy difference (ΔE) between planar and corrugated structures, HOMO-LUMO gaps, largest frequency of buckling, and root-mean square displacement of atomic coordinates (R), necessary to achieve a planar configuration. All the values are given at M05-2X/6-31+G(d,p), B3PW91/6-31+G(d,p) (in brackets), and TD-B3PW91/6-31+G(d,p) (in curly brackets).

<table>
<thead>
<tr>
<th>Clusters</th>
<th>ΔE = E_planar - E_corrugated (kcal/mol)</th>
<th>HOMO-LUMO gap (eV)</th>
<th>Frequency of buckling (cm⁻¹)</th>
<th>R values (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3G (C₉N₁₂H₆)</td>
<td>7.41 [6.86]</td>
<td>7.83 [4.93] [3.95]</td>
<td>-148.38 [-147.65]</td>
<td>0.72 [0.69]</td>
</tr>
<tr>
<td>T6G (C₁₈N₂₅H₉)</td>
<td>34.53 [33.34]</td>
<td>7.42 [4.64] [3.86]</td>
<td>-256.36 [-253.79]</td>
<td>0.86 [0.82]</td>
</tr>
<tr>
<td>T10G (C₃₀N₄₂H₁₂)</td>
<td>67.73 [69.28]</td>
<td>7.27 [4.54] [3.74]</td>
<td>-213.76 [214.53]</td>
<td>0.85 [0.82]</td>
</tr>
<tr>
<td>T15G (C₅₃N₆₃H₁₅)</td>
<td>114.64 [111.22]</td>
<td>7.19 [4.47] [3.70]</td>
<td>-217.64 [-224.27]</td>
<td>0.91 [0.89]</td>
</tr>
</tbody>
</table>
Figure 13-1. (a) Vibrational vector for the PJT \( e_\varepsilon \) mode of planar T3G cluster, (b) 55\(^{th}\) MO, (c) next LUMO (74\(^{th}\)), (d) overlap between MO(55) and MO(74), (e) potential derivative for the PJT \( e_\varepsilon \) mode, and (f) orbital vibronic coupling density (OVCD). The isovalues are \( 3 \times 10^{-2} \) a.u. for (b) and (c), \( 1 \times 10^{-3} \) a.u. for (d), \( 1 \times 10^{-2} \) a.u. for (e), and \( 1 \times 10^{-5} \) a.u. for (f).

Figure 13-2. Structures of graphitic triazine-based clusters, their point group symmetries, and spectroscopic states. Here and elsewhere the gray, blue, and white spheres represent carbon, nitrogen, and hydrogen atoms, respectively.
Figure 13-3. (a) Structure and SSAAdNDP chemical bonding pattern for $TGCN$ sheet, (b) structure and AdNDP chemical bonding pattern for T3G cluster model. ON stands for occupation numbers. The isovalues are $8 \times 10^{-3}$ a.u.
Figure 13-4. (a) Top and side views of optimized T3G \cdots 2\text{Be}^{2+} complex, (b) top and side views of optimized \text{Be}^{2+} decorated $TGCN$ sheet, (c) its band structure.

Figure 13-5. (a) 67$^{\text{th}}$ MO, (b) next LUMO (76$^{\text{th}}$), (c) overlap between MO(67) and MO(76), (d) potential derivative for the $e_g''$ mode, and (e) orbital vibronic coupling density (OVCD). The isovalues are $3 \times 10^{-2}$ a.u. for (a) and (b), $1 \times 10^{-3}$ a.u. for (c), $1 \times 10^{-2}$ a.u. for (d), and $1 \times 10^{-5}$ a.u. for (e).
CHAPTER 14

SUMMARY

Design and prediction of novel unusual molecules and materials have always been a dream for chemists. Nowadays, this dream came true. The great progress in computer technology – together with the advancements of the quantum chemical theory and the corresponding software – provided for the first time in history an opportunity to predict new molecules, clusters, and solids before experimentalists can observe or synthesize them. For now reliable predictions can be made primarily for relatively small (up to 20–30 atoms) molecular systems. However, recent advances in the solid-state quantum chemistry opened the door into the design of new solid-state materials, showing the applicability of quantum chemical theory in modern nanotechnology.¹

Initially, experimentalists were rather skeptical about the usefulness of theoretical calculations in chemistry. For instance, theoretical predictions²⁻³ of famous buckyball molecules⁴ in the late 1960s went completely unnoticed and ignored by the scientific community. Another example is that there was a time when experimental spectroscopy chemists were dealing only with the development of methods for obtaining the spectra of molecular systems without any interpretation of their spectral features. But today the vast majority of papers report joint experimental and theoretical results. It is well established that using electronic structure calculations, one can obtain a full picture of the properties of a polyatomic system and even predict the existence and stability of yet unknown chemical systems. Therefore, theoretical chemistry is now firmly moving from being just an instrument for explaining experimental results towards being a reliable tool for exploring new, yet unknown molecules, clusters, nanostructures and materials.
This dissertation presented the results on the successfully predicted and already produced (in some cases) unusual molecules, clusters, nanoparticles, and solids. A common thread through all of the research projects included in the thesis has been an attempt to rationalize size- and composition-dependent properties of the species based on understanding of their electronic structure and chemical bonding. The detailed achievements from this dissertation are summarized as the followings.

As it was stated in the introduction, clusters are very exotic species being generated in a molecular beam for a short period of time. However, such systems possess unique electronic structure and chemical bonding. Additionally, they were found exceptionally promising catalysts due to many electronic and structural characteristics. The joint experimental and theoretical investigations of two anionic boron-carbon mixed $\text{C}_2\text{B}_6^-$ and $\text{C}_3\text{B}_5^-$ clusters has led to the conclusion that a novel type of structural transition occurs in the series of $\text{C}_x\text{B}_{8-x}^-$ ($x = 1$–$8$) species upon increase of the carbon content from $x = 2$ to $x = 3$. A thorough analysis of chemical bonding in this type of clusters identified that strong covalent 2e-σ bonds between C and B atoms play a crucial role in the carbon atoms’ preference for peripheral positions in the cyclic structures. The established wheel to ring structural transition can be explained by the fact that carbon atoms tend to increase stabilizing electrostatic field at the center of the cluster, which makes the presence of the central boron atom unnecessary.

Another joint experimental and theoretical study elucidated the growth of small tantalum doped boron clusters leading to the formation of the highest coordination $\text{Ta}_8\text{B}_{10}^-$ molecular wheel, which has attracted considerable public attention owing to its high symmetry and the record high coordination number in planar species. It was
shown that TaB$_3^-$, TaB$_4^-$, and TaB$_5^-$ clusters adopt peculiar fan-like global minimum structures. However, boron atoms do not nucleate smoothly around a Ta atom on the way to the decacoordinated Ta©B$_{10}^-$ molecular wheel, since TaB$_6^-$ global minimum represents a hexagonal structure with a boron atom in the center and the Ta atom being on the periphery. The chemical bonding analysis confirmed that the competition between B–B interactions and Ta–B interactions play an important role in determination of the most energetically stable isomers of the TaB$_n^-$ ($n = 3$–$8$) clusters.

Collaboration with photoelectron spectroscopy experimentalists requires a good theoretical description of their spectra. Although the calculations of vertical electron detachment energies (VDE) of clusters were performed in the Prof. Boldyrev group, there were no theoretical tools capable of assessing the intensities of peaks in photoelectron spectra. According to the results of our experimental collaborators,$^{10-12}$ the produced spectra usually contain vibrational progression with different intensities of spectral lines. The developed program is able to calculate the so-called Franck-Condon factors to make the appropriate assessment of intensities in the vibrational progression of the spectra. It is expected that this tool would aid in the spectral assignments and also can be used as a second test (after VDE) for the accuracy in establishing the global minimum structures of clusters produced in a molecular beam.

The rest of the research projects in this dissertation were purely theoretical. However, the results of such theoretical investigations can serve as a guide for further experimental studies of the predicted species.

The dichloride Cl$^-$–Cl$^-$ - water species were first molecular clusters studied in this dissertation. Despite the confirmation of Cl$^-$–Cl$^-$ association in aqueous solution and
crystalline state, the existence of stable dichloride anion pair in the gas phase was questioned. This dissertation described *ab initio* study of microsolvation of dichloride anion pair in the gas phase. It was shown that stabilization of the Cl\(^–\)–Cl\(^–\) pair by waters leads to the formation of cyclic H\(_2\)O structures that bridge the Cl\(^–\) ions. It has also been predicted that the complete stabilization of gaseous Cl\(^–\)–Cl\(^–\) may likely be achieved at 36 water molecules, and the large clusters of [Cl\(_2\)(H\(_2\)O)\(_{36}\)]\(^2–\) and [Cl\(_2\)(H\(_2\)O)\(_{40}\)]\(^2–\) are expected to exhibit properties analogous to bulk aqueous solutions. Overall, this work could help chemical engineers and geochemists to understand processes of Cl\(^–\)–Cl\(^–\) solvation in the bulk.

The “electronic transmutation principle” postulated in the Prof. Boldyrev group can be a powerful tool for predicting new clusters and molecules. This principle assumes that elements, by acquiring an extra electron, begin to have the chemical bonding and geometric structure properties of compounds composed of neighboring elements. In this dissertation the electronic transmutation was applied to find species analogous to ozone molecule. The predicted Li\(_3\)N\(_3\) cluster with a novel N\(_3^{3–}\) molecular motif, which is structurally similar to O\(_3\) molecule, represents a viable species and thus might be experimentally produced. However, any attempts to find crown-like Li\(_5\)P\(_5\), Li\(_6\)P\(_6\), Li\(_7\)P\(_7\), Li\(_8\)P\(_8\), and Li\(_9\)P\(_9\) species analogous to small sulfur clusters have failed. Instead, the double helix structures were surprisingly confirmed to be the global minima for Li\(_7\)P\(_7\)–Li\(_9\)P\(_9\) stoichiometries. A detailed analysis of chemical bonding in these clusters revealed that the more ionic the bond between lithium and phosphorous, the more likely are the helical structures to form. It was found that the double helical nanoparticles can exist as an infinite double helical chain composed of Li and P ions and also can be packed
together in two crystals, one having adjacent helices with the same orientation and another with helices in opposite orientation. Another interesting discovery is that LiP species may form Li$_{90}$P$_{90}$ nanotoroid with internal diameter of 2.56 nanometers. The findings of such simplest inorganic double helices can expand our knowledge of these compounds and have implications for future nanotechnology applications.

Thorough analysis of chemical bonding can be useful in the rational design of new compounds. Adaptive Natural Density Partitioning (AdNDP) method was applied to porphyrinoids to describe their aromaticity. The analysis revealed that the appended 6\pi aromatic sextets together with the 6\pi aromatic core molecular fragment of porphyrin confer aromaticity much more efficiently than the well-known “bridged [18]annulene” model. It was also shown that annulene, dideazaporphyrin, porphyrin, and dihydrideazaporphyrin molecules can be represented using novel and unique compact graphic formulas, which comply with chemical intuition and provide a new look at the diverse chemistry of porphyrinoids. Another study was devoted to the analysis of chemical bonding in hypervalent iodine compounds. The AdNDP approach for the analyses of the molecular orbital wave functions of the compounds containing I–X (X = O,N,C) bonds revealed only single I\rightarrow X dative-bond character, as opposed to the widely used I=X double bond notion. This discovery may be useful when it comes to understanding reaction mechanisms, and suggests the textbooks may need correcting.

Jahn-Teller (JT) and pseudo Jahn-Teller (PJT) effects are the main sources of instability of highly symmetric and planar ring structures. A systematic computational study of Si$_6$–nC$_n$H$_6$ (n = 0–6) molecules showed the pseudo Jahn-Teller effect, which is responsible for the deformation of planar Si$_6$H$_6$, Si$_5$CH$_6$, and Si$_4$C$_2$H$_6$ structures, is
suppressed at \( n = 3 \) (the planar structure of 1,3,5-trisilabenzene).\(^{29}\) However, the planar cyclic global minimum structure can only be achieved at \( n = 5 \) owing to aromaticity and strong C–C \( \sigma \) bonds at the periphery of monosilabenzene \( \text{SiC}_5\text{H}_6 \) molecule. Occupied and unoccupied molecular orbitals responsible for the distortions from planarity were identified for each species according to their symmetry requirements. It was also found that the isolobal substitution of the Si atoms by the C atoms increases the energy gaps between the interacting orbitals leading to complete suppression of the PJT effect. The second way to quench the PJT effect was shown on an example of \( \{(\eta^5-\text{Me}_5\text{C}_5)\text{Mo}\}_2(\mu,\eta^6-\text{P}_6) \) triple-decker sandwich complex.\(^{30}\) The \( \text{P}_6 \) ring which is not planar in the gas phase due to the PJT effect becomes planar upon complexation. It was proposed that the PJT effect in \( \text{P}_6 \) is suppressed by filling the intervenient molecular orbitals with electron pairs of Mo atoms. The observation and subsequent manipulation of the PJT effect is not limited to isolated molecules and clusters. It was demonstrated that the PJT effect is also responsible for buckling distortions in the recently synthesized triazine-based graphitic carbon nitride (TGCN) material.\(^{31}\) Occupied and unoccupied molecular orbital pair, which has the largest impact on the instability of TGCN planar configuration, was determined based on the orbital vibronic coupling density analysis.\(^{32}\) The PJT effect can be completely suppressed by doping TGCN with \( \text{Be}^{2+} \) ions. It was found that the PJT effect in this case is essentially quenched by lowering orbital vibronic coupling constant values, though the energy gap between the interacting orbitals pair is small. Hence, lowering values of orbital vibronic coupling constant can be viewed as a novel mechanism for the vanishing of the PJT instability. In summary, this work demonstrated that understanding the PJT effect can be a general and powerful tool for
rationalizing the origin of molecular and solid state structures which is a first step to more specific prediction of new materials with tailored properties.
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