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ABSTRACT

Space exploration continues to inspire the development of advanced technologies to explore the universe. From moon landings and the Mars rovers to the recent successful deployment of the James Webb Telescope, space exploration continues to push the limits of what is possible in both science and technology and to pave new ways for the discovery of our galaxy. While we have seen great advancements and barriers broken, we remain limited in our ability to optimize science discovery without onboard intelligent capabilities to enable complex system missions. In this paper, we focus on AI technologies and cross-disciplinary directions for sparking research and development for space applications. This paper attempts to bridge two disparate fields of research, to enhance the development of intelligent space systems by providing a comprehensive survey of existing technologies and showcasing a strategic rubric for future advancements.

1 Introduction

Space exploration has inspired innovation in performing remote tasks effectively and consistently. Continued improvement of autonomous technology will advance our capabilities to collect data in Earth orbit, navigate interplanetary environments, and bring complex instruments further into the solar system than ever before. We are limited in our ability to optimize science discovery without onboard intelligent capabilities and distributed systems. Artificial intelligence (AI) provides rapid and adaptive problem-solving, although researchers do not yet fully understand the capabilities and applications for AI. The space industry has recognized this need for many years. In a 2006 article by Chien et al., AI was identified to be useful for detecting events of scientific interest, for automating planning, and for decision making and task execution. In a 2007 survey, Girimonte and Izzo identified AI as useful in space applications for distributed system computation, situational self-awareness, and for multidisciplinary design optimization. A 2010 survey by Frost focused on the necessary capabilities for widespread application of AI in space. Frost found that future systems must be able to operate for the long-term, operate reliably, guarantee success, and run concurrently with other systems.

Although we have made progress since these surveys, we remain limited in our application of AI for space in several key areas. Taking a multidisciplinary approach allows for non-AI engineers and scientists to better understand how these tools can be leveraged to improve their mission capabilities. In this work, we present a survey of AI usage in the space industry and a rubric for assessing future AI capabilities. We refer to the Johns Hopkins Applied Physics Lab’s (APL) AI Technology 2020 Roadmap which presents multi-term goals and key investment areas for their organization. Space research is broad, so we apply the following limitations in this work. First, we focus on successfully deployed or flight-ready missions, with some exceptions for novel research. Second, we do not cover AI applications for post-downlink processing. Third, we do not include robotics, rovers, or autonomy with humans in the loop. Lastly, we focus our survey on works published in 2017 or later.

Our paper begins by categorizing AI approaches that have been used on space missions, highlight-
ing key features of the aerospace problems which make the AI approaches viable solutions. We define critical for AI implementation: (1) mission operational planning (including activity planning, downlink prioritization, and navigation), (2) satellite data processing (including intelligent instruments, on board science missions, and distributed spacecraft mission (DSM) communications), and (3) spacecraft health management (including fault detection and smart data retrieval. For each category, we analyze example missions and novel research. We note where AI is not yet being used, and provide recommendations for tools and methods in AI which would be well-suited for these areas. We conclude by reviewing the implications of our findings by developing a rubric for assessing the need for AI in a particular system.

2 Early Applications of AI in Space

The first use of artificial intelligence for a space application was in 1990, when “Spike” was developed to serve as the scheduling system for the Hubble Space Telescope. Spike received desired observations from astronomers around the world. Based on the pointing, power, thermal, communications, and exposure constraints for each observation, Spike generated a schedule using rule-based constraint algorithms, including procedural search, rule-based heuristic search, and even an artificial neural network (ANN). This neural net was different than those used today, but still had the capabilities of parallel computing to quickly schedule and reschedule as new requests came in.

The first use of AI onboard a spacecraft was Deep Space 1 (DS-1), launched in 1998. DS-1 was a satellite test bed for novel technologies, including autonomous navigation and remote intelligent self-repair. The navigation software, AutoNav, later reused on the Deep Impact Spacecraft, was used to estimate the location of DS-1 with an optical navigation algorithm. It then slewed the spacecraft and remained locked on its target. DS-1 also performed the Remote Agent Experiment which was the first time a spacecraft’s flight software was AI-controlled.

In 2000, Earth Observing 1 (EO-1) spacecraft was launched with the Autonomous Sciencecraft Experiment (ASE) on board. ASE was designed to show capabilities of onboard science analysis and mission planning, using the Continuous Activity Scheduling Planning Execution and Replanning (CASPER) system. EO-1 analyzed images for features of scientific interest, such as thermal anomalies, clouds, and floods, by using support vector machines with offline supervised learning.

These missions demonstrate three capabilities for AI in space: planning missions and activities, navigation, and image processing.

3 Artificial Intelligence Categorization

Artificial intelligence is a discipline containing a multitude of models, applications, and paradigms. The relationship between many of them can be seen in Figure 1. Not all of these disciplines will be discussed in this survey; we focus applications of machine learning, constraint satisfaction, and evolutionary algorithms. Each of these types are defined and compared in detail in Figure 2. In this section, we review the sub-areas of AI research which underpin the surveyed works discussed in Section 2.

3.1 Machine Learning

Machine learning (ML) refers to any type of AI that focuses on the development of algorithms that function autonomously by learning from existing data. ML models discover inherent patterns in the data which is used to train the model. There are four main methods for training: supervised learning, unsupervised learning, semi-supervised learning, and reinforcement learning. Additionally, it should be noted that deep learning is a distinct subcategory of machine learning which can employ any of the mentioned forms of training shown in Figure 1.

3.1.1 Supervised Learning

Supervised learning is a form of ML where the model is trained on labeled datasets. The label provides the correct output for each input. For instance,
Figure 2: A summary of the types of AI discussed in this paper. This tree diagram shows the types of data and strategies that would be employed for utilizing each method, as well as examples for the applications that are useful for each.

an input could be an image of the handwritten letter "A" and the corresponding desired output would be the selection of the letter “A”. During training, the model learns the relationship between the features of the input (ex. handwritten text) and the corresponding output (ex. typed text) in order to predict outputs for unseen input data (ex. handwriting samples). The supervised learning algorithm works best when there is a clear cause-effect relationship between the input features and their outputs, when the relationship does not change significantly over time, and when there is sufficient labeled data to capture the underlying patterns in the data. Common drawbacks to supervised learning techniques include needing a large quantity of labeled data, which can be time-consuming to generate, as well as needing a long time to train. One example of supervised learning for space applications is classifying unknown astronomical objects by training on preexisting labeled data from observational surveys.

3.1.2 Unsupervised Learning

Unsupervised learning, meanwhile, uses unlabeled training data. These algorithms find inherent patterns, relationships, or structures within the data itself. For instance, if an algorithm is given pictures of dogs and cats, the AI can begin to distinguish differences in their features in order to group them. It is best suited to learn from the patterns or overall structure of the data itself, rather than focusing on target outcomes. Unsupervised learning can be used for grouping similar instances together (clustering), simplifying input data while preserving its structure (dimensionality reduction), and identifying unusual information (anomaly detection). Drawbacks to unsupervised learning include unpredictable outputs, as the model may find patterns unintended by the user, leading to inaccurate conclusions. It can also be difficult or impossible to understand the way that the model has grouped things together to correct this. An example space application is taking large amounts of unlabeled planetary surface images and processing them to categorize features such as craters by the pattern of their size, shape, and shading.

3.1.3 Semi-supervised Learning

Semi-supervised learning is, as the name implies, a combination of supervised and unsupervised learning techniques. It labels only a portion of the training data to get the model “on the right track” similar to a supervised learning model, while also not needing a large, labeled dataset like in unsupervised learning. In space, this can be used for spacecraft health monitoring and anomaly detection.

3.1.4 Reinforcement Learning

Reinforcement learning is used for determining the optimal way to perform in an environment (or, policy for behavior in an environment). An agent is set up with potential states it can be in, actions
it can take, and rewards it can receive for performing certain actions or reaching certain states. The agent is trained to maximize the total reward it can receive over time. Reinforcement learning is used where decision-making is sequential or a mission is long-term, such as navigating a rover on the surface of Mars or optimizing the target pointing and tracking strategy of a space telescope.

### 3.1.5 Deep Learning

Deep learning utilizes an artificial neural network (ANN) and can be applied to supervised learning, unsupervised learning, or reinforcement learning. ANNs are computation techniques designed to mimic the brain by using layers of nodes (or neurons) that transmit signals. These neurons each have their own weights that they assign to data being passed through them, and the training process involves optimizing the values of these weights. Deep learning is able to learn from large amounts of data and can automatically identify features from raw data for ML tasks such as image recognition. For example, it can be used for celestial object identification, satellite image analysis, and onboard data processing.

### 3.2 Constraint Satisfaction

Constraint satisfaction is an AI technique to find valid assignments for variables to satisfy a set of constraints. Each variable is given a domain, or a set of assignments it can take, and the problem is given in a form of constraints for those variable assignments. It creates plans by exploring this model and finding a route to bring the system into a valid configuration. This type of AI does not require the planner to have knowledge of the underlying system, as it has entirely been abstracted. The most commonly used constraint-based tool is the Planning Domain Definition Language (PDDL) although many variants on this have been created. This type of AI is best suited for scheduling and planning operations for a spacecraft or rover, or optimizing possible configurations of space exploration missions.

### 3.3 Evolutionary Algorithms

Evolutionary algorithms (EAs) are optimization algorithms that mimic natural selection and evolution in order to iteratively optimize a design space. They take a population of potential solutions, such as values for a control algorithm, and perform bio-inspired operators such as mutation, crossover (recombination), and selection to evolve the assignments towards better solutions. Evolutionary algorithms are robust and highly adaptable, capable of solving complex problems. They are particularly useful when the search space is large, complex, or poorly understood, such as determining optimal configurations for satellite constellations or scheduling the actions of these satellites to maximize coverage and minimize cost.

### 4 Survey of Intelligent Space Systems

In the following section, we provide a comprehensive background of surveyed works which employ AI for space missions.

#### 4.1 Mission Operations Planning

We define mission operations planning as any AI that is developed to manage the operations of a spacecraft, including planning the day-to-day activities, determining the order information will be transmitted to the ground or to other satellites, and navigating the spacecraft from one location to another. Mission operations is one of the most active areas of AI research for several reasons. For one, automation at a certain level for these tasks is necessary. Beyond communication with spacecraft not being instantaneous, the geometry of orbits and space travel also means that communication blackouts are inevitable. Instantaneous and persistent communication with a spacecraft is impossible, so certain activities must be automated. That level of automation can be increased to optimize the quantity and quality of tasks being performed by the spacecraft on its own. Through this section, we examine how each of these actions have been performed historically and currently, and identify areas for improvement.

#### 4.1.1 Activity Planning

Activity planning, also called scheduling, is the process by which the actions of a spacecraft are decided. These actions can include taking scientific measurements, performing maneuvers, transmitting data, and charging batteries. It will usually correspond to a mode change for the on board computer. Key to activity planning is knowledge of the constraints on the spacecraft. These constraints can be geographical or temporal (measuring the correct target), mechanical (power management, pointing, keep out windows), electrical (data storage), thermal (hardware overheating), and others. One of the earliest examples of AI mission design and planning is the activity planner on EO-1 CASPER. CASPER used a constraint-based planning algorithm with a
This was used for finding satellite-to-satellite communication windows. Evolutionary algorithms can be used for similar effect. Genetic algorithms have been used for the motion design of a space tether for a payload orbital transfer to increase efficiency, and reliability, and reduce uncertainty related to human-interference.

4.1.2 Downlink Prioritization

A subset of activity planning is downlink prioritization. Spacecrafts generate enormous quantities of data and only a portion can be sent back to Earth. All spacecraft need to deal with communication window limitations, and solar system missions need to contend with constraints on use of the Deep Space Network. There can also be constraints on the power of the hardware (radio or optical).

AI can be used to decide which data to send down. Some data can be quickly determined to not contain scientific information, such as images that are covered in clouds. AI can be used to immediately discard these measurements. This is discussed in more detail in Section 4.2.2.

Another problem that faces missions with infrequent downlink periods and long data collecting periods is onboard data storage. Data is stored in on-board buffers, and data is lost if the spacecraft attempts to put more data onto a full buffer. Assigning priority to data transfers can be done to maximize the buffer space for additional data collection. An algorithmic approach to this problem can apply a heuristic that manages priority assignments.

4.1.3 Navigation

Autonomous navigation capabilities allow for more complex mission architectures in more distant or remote locations. The current standard for AI enabled spacecraft navigation on spacecraft is AutoNav, the navigation software used on DS-1. The optical navigation system estimates the spacecraft’s current position with images taken of asteroids, a triangulation algorithm, and a least-squares regression. It then autonomously maneuvers with a linear controller and keeps visual lock on the target with an estimation algorithm. This type of AI is affected by how well the current position estimate is made, limiting the performance based on how well triangulation is performed.

Improvement on AutoNav can be found in multiple references. In a survey by Izzo et al., different algorithms are described with their capabilities for navigation. Evolutionary algorithms are used to develop the Global Trajectory Optimisation Problem.
(GTOP) database\textsuperscript{[20]} a database of pre-solved navigation problems. Tree searches are used for navigation problems with small domains, as they can converge to an optimal solution. Machine learning, specifically deep learning, is potentially powerful for this application, but a lack of training databases makes it difficult to implement on a wide scale.

An interesting case of applying AI techniques to missions comes from the Mars Express (MEX) spacecraft\textsuperscript{[21]}. Arriving at Mars in December 2003, its gyroscopes approached their end of life in 2017, normally indicating the end of the mission. Instead, however, new software was sent to the spacecraft to perform gyroless flight by utilizing a supervised learning random forest algorithm, trained on previous flight data. The algorithm both learned the differences between the flight with and without gyroscopes and was able to generate commands to operate MEX. However, this solution encountered a similar issue to the one that Izzo predicted: insufficient training data for long time horizon prediction.

A method for accessing more training data for supervised learning algorithms is by algorithmically generating it. By utilizing optimal control theory, samples of realistic trajectories that include past, current, and future states can be generated arbitrarily. This has been done for moon landing by modeling the dynamic environment between the moon and a lander while adding a factor of randomness to avoid overfitting the ML model\textsuperscript{[22]}. It has also been done for electric propulsion systems for low thrust target trajectory design\textsuperscript{[23]}. For the latter, a simple feedforward neural net was trained on the generated data and resulted in a controller that is comparable to one designed by humans.

A more advanced version of the visual navigation system on AutoNav can be found on HERA, an ESA mission to investigate the aftermath of the asteroid system impacted by DART. Because HERA needs to get into close proximity with the asteroid, precise autonomous navigation is needed. Rather than triangulating its location, HERA uses centroiding-based navigation to track the asteroid target. When doing low altitude flybys, HERA uses feature tracking, either only with its visual camera, or by utilizing sensor fusion with its visual camera, thermal images, and an altimeter, during lower flybys\textsuperscript{[24]}. HERA shows the progress made since AutoNav, utilizing more sensors and allowing for more precise and complex maneuvers.

The most important lesson from navigation is that, even if a system is well suited for AI implementation, limitations may prevent its inclusion. Supervised techniques need training data. Unsupervised techniques bring a level of uncertainty that may be considered too risky for certain missions. Solutions for these problems can commonly be seen in robotics research, with control barrier functions, or Lyapunov functions which show mathematical proof of safety and stability\textsuperscript{[25]}. Increased application of safe boundary functions can improve confidence in AI systems.

4.2 Satellite Data Processing

For science based missions, optimizing payload performance is integral to success. Traditionally, data collection is simple: the instrument is programmed to turn on at a certain time and make measurements. When the spacecraft comes into range of a terminal for the communications system it is utilizing, either a ground station or the Deep Space Network, the satellite either automatically or is commanded to send data down. This flow is shown in Figure\textsuperscript{[26]} along with potential AI options to improve it.

These AI improvements need to be made as new instruments (hyperspectral imagery, synthetic aperture radar, etc) generate more data. A recent survey\textsuperscript{[27]} identified the most important applications for satellite data processing as image recognition, object detection, and change detection. Deep learning and neural nets are among the most promising methods for performing these tasks. We categorize these capabilities broadly as “on board data processing,” focusing on collecting better data, sending less data down, and prioritizing data downlink. Each of these has different ways that AI can be used.

4.2.1 Intelligent Instruments

To collect better data, we can improve how we choose data to collect. Intelligent pointing is a strategy where a spacecraft autonomously determines where it should point its scientific instruments to collect the highest quantity or the most salient data. Most research thus far has been done for the mobile phone industry. One example is using a self-learning framework to track mobile stations and terminals\textsuperscript{[28]}. First, sensor fusion is used to estimate the location of the antenna on the ground station, then, a support vector machine is used to point, and, finally, tracking is done with deep reinforcement learning to maximize the signal strength. Similar pointing work can be done with a recurrent neural net and deep Q learning, taking advantage of the fact there is only one factor to optimize (the mobile signal), which is independent of the control factors (the antenna pointing)\textsuperscript{[29]}.
Figure 3: The flow of utilizing artificial intelligence to improve data processing on satellites. Three examples paths that can lead to potential improvement: better data collection, better data processing, and downlink prioritization.

This type of work of maximizing the desired signal is not limited to mobile phones. For example, on GOSAT-2, a satellite designed for greenhouse gas monitoring, the TANSO instrument has intelligent pointing capabilities to identify cloud-free locations by applying a mask to its field of view. It then shifts where it is pointing to focus on those spots.29

Because many points of interest to satellites are independent of the pointing commands, deep learning may be a powerful tool to continue to improve this work. A monitoring algorithm can search for objects of scientific interest in the field of view of the instrument. When one is found, the quaternion that corresponds to that pointing vector can be stored and commanded to the ADCS system. Alternatively, multiple fields of view on instruments could be utilized. An imaging system that has a wide field of view camera can be used to scan an area for objects of interest. When one is identified, a camera with a narrow field of view can examine it in detail. Systems like this would allow for the search and discovery of unknown phenomena, like natural disasters.

4.2.2 On Board Data Processing

There are two forms of on board data processing to consider: analyzing data for scientific viability and performing scientific calculations on board. Both of these decrease the amount of information needing to be downlinked. Both strategies have merit, and different science mission examples will be analyzed. In particular, OPS-SAT provides a compelling case study for the types of on board processing of interest to the aerospace engineering community.

OPS-SAT is a 3U CubeSat platform developed by the European Space Agency (ESA) to allow individuals to run AI experiments on an orbital platform with on board hardware. OPS-SAT provides access to TensorFlow Lite, and is the first platform to deploy and use it on orbit. It also provides open source machine learning algorithms, where users can upload training data to create their own model. OPS-SAT has several apps users can utilize, including an app with a CNN called SmartCam that classifies data from an onboard optical sensor as “Earth,” “Edge of Space,” or “Bad,” and an app called Software as a Service for Machine Learning (SaaSyML) that makes it easier for users to access training data and a wide variety of pre-implemented supervised algorithms, including classifiers, clusters, outliers, and regression.

In 2022, the ESA reported that there were twenty-one publications generated out of OPS-SAT experiments, with six of them involving on board AI experiments: implementation of a Spiking Neural Net algorithm comparison for cloud detection, augmenting digital signal processing with a CNN, comparing an ANN on different hardware for cloud detection, fault detection with a RNN and long short-term memory, and comparing CNNs on FPGAs and CPUs. There are additionally twelve more experiments that do not have publications yet, but have been approved for deployment or have already been deployed. Four of them are new AI-based experiments: a machine learning based super-resolution algorithm, a deep neural net for image processing, a deep Q network for intelligent pointing, and a RNN for intelligent pointing.

Examining these provides a compelling case study for the types of on board data processing missions that are of interest to the aerospace community. Of these AI-enabled missions, six are primarily for image processing and/or algorithm comparison, one is signal processing, one is fault detection, and three are attitude determination and control and/or intelligent pointing.
There are other orbital applications for which AI is relevant. These include fast ocean front detection utilizing deep learning models\cite{44} weather analysis utilizing supervised ML techniques including SVM, long short-term memory, and decision trees\cite{42} rain-fall estimation using microwave radiometer data utilizing an ANN\cite{45} and estimating wind speed utilizing an ANN\cite{42} One application that showed up multiple times is cloud detection. Cloud detection is a highly desirable capability for on-orbit applications, as, if you can determine that an image you took is mostly clouds, it does not need to be downlinked. In a survey on cloud detection, utilizing papers from 2004-2018, 28 different machine learning techniques in 6 categories (SVM, fusing convolutional features, deep learning, decision trees, ANN, and probabilistic semantic analysis) were identified from the literature, and their performance was compared to traditional techniques\cite{46}

There were several important conclusions from this survey. Performance was not necessarily correlated with the complexity of the algorithm, as the average performance of the traditional algorithms was 91.5% and the AI algorithms was 91% – an insignificant different, suggesting they are both valuable. AI algorithms have an advantage in certain difficult cases, such as identifying thin clouds and differentiating clouds for snow. This study did not consider runtime in their assessment, which can make a significant difference. A comparison between RF and U-Net, a type of CNN, on OPS-SAT\cite{55} found that, while U-Net performed better (92% accuracy vs. 90%, improvement in snow cases, as well as being translationally equivariant), it also took much longer. Performance was comparable on other hardware\cite{55} but it introduces a key consideration in AI development for spacecraft: hardware requirements. Similar results were found in earlier implementations of cloud segmentation on OPS-SAT\cite{47} where multiple neural nets were tested, and the best results were found on a FCN, which was able to utilize the FPGA to full effect.

Although not a focus of this paper, small satellites have increasingly taken advantage of different System-on-a-Chip (SoC) devices, including CPUs, GPUs, FPGAs, DSPs, and combinations of these\cite{53} There are strategies that are worth considering when designing for small satellites, such as size weight and power (SWaP) and a reduction of system latency by reducing dependency on ground systems\cite{55} To this end, there have been custom computers made for small satellites\cite{56}\cite{57} An alternative to traditional SoCs is neuromorphic computing\cite{58} where elements of the computer system are modeled after the nervous system. Neuromorphic computing mimics the continuous variable weights in a neural network, so it’s specifically designed for AI computing tasks and can be deployed on the edge. This technology has been developed by Intel and other companies\cite{59} and has been flown on TechEdSat-13\cite{60} showing successful operation of an AI/ML experiment for 225, or 2.5 orbits.

When developing onboard AI enabled processing, it is important to consider hardware at all stages of development; it is of little use to design a complex algorithm to save time on orbit when it takes longer to run than it would take to downlink the data. Second, all these applications focus on curating collected data for downlink rather than performing full science missions onboard. There is potential for continued improvements through examining this capability.

4.2.3 Distributed Spacecraft Mission Communications

Small satellite constellations have been proposed and, in some cases, deployed. Multiple, co-working satellites allow for more data to be collected and for distributed calculations to increase on orbit processing. In a 2020 survey, Curzi et al\cite{55} identified three problematic areas mega constellations contribute to: complex management, excessive communication, and space traffic. Traditional RF communications is infeasible to manage tens or hundreds of satellites, as their high frequency of ground station communication would crowd RF bands and make it difficult for new missions to be deployed. On board AI, in conjunction with crosslink communications, provides a method to consolidate this.

Two strategies for constellation data routing are opportunistic and scheduled. In opportunistic data routing, data is transmitted whenever pre-set conditions are met and a connection to a ground station or another satellite is available. This allows for dynamic adaptation to changing conditions in the constellation, but also tends to have data congestion during peak times and delayed or lost data if not coordinated properly. Scheduled data routing sets pre-determined transmission times to optimize the data routing throughout the constellation. This approach helps to manage network resources, providing a predictable data transmission pattern while also mitigating the risk of data congestion. However, this strategy is less flexible and may not fully utilize the network’s capacity if the scheduled transmission times do not coincide with periods of optimal satellite connectivity.
Early concepts for automizing multi-agent communications simulated distributed systems to infer states of the satellite formation for task allocation. Combinations of opportunistic and scheduled methods — scheduling with on board, rapid rescheduling when opportunities require them — are one of the more promising routes of research. A basis for this research can be found in non-AI solutions, such as a multi-integer linear programming solver, the Scheduling Planning Routing Inter-satellite Network Tool (SPRINT). It combines a ground based planner with individual satellite planners to schedule, plan, and re-plan the constellation’s activity under dynamic conditions. When a satellite is commanded to make an unplanned observation, it breaks down scheduled data routes, solves its own data volume allocation problem, and passes a new plan along the network. It increases data volume, decreases latency, and can be deployed onto the hardware of small satellites. Scaling is an issue for MILP based solutions, and estimation methods based on AI may be necessary for continued improvements.

Evolutionary algorithms such as genetic algorithms, simulated annealing, and particle swarm optimization have been used effectively in distributed planning, as well as machine learning methods including deep reinforcement learning. A comparison of these based on data from a satellite operator found that deep reinforcement learning performed fastest with strong performance, while a particle swarm-genetic algorithm hybrid had lower power consumption and good robustness (while maintaining performance).

Dynamic rescheduling is also well-suited to AI applications. Small spacecraft swarms could use a deep learning cognitive cooperative data scheduling protocol, powered by an RNN, to improve the efficiency of data collection and transmission. The proposed protocol uses deep learning techniques to adapt to the dynamic conditions of the swarm and improve the overall performance of the system.

A crucial part in deploying AI in space applications is ensuring that the method is well-matched to the problem it is attempting to solve, as well as lightweight and modular enough to be deployed on hardware. Conventional CNNs can struggle with satellite scheduling problems, while graph neural nets, a specific type of neural net for working with graph data, provide a topography that matches the problem it is solving, seeing increased performance over traditional path-planning algorithms.

### 4.3 Spacecraft Health Management

Spacecraft health management refers to any tools that are used to keep a space mission operating at its intended performance level. Autonomous systems should recognize anomalies, predict potential failures, and if necessary, perform corrective measures. The unique and often harsh environments on spacecraft need resilient solutions for ensuring their health. Fault detection systems are designed to identify the existence, the location, and the type of a fault. It is important to have high detection rates with low false alarm rates.

AI can enhance spacecraft health management by offering data-driven techniques for constant monitoring, fault prediction, fault detection, fault attribution, and system correction. Traditional methods of fault detection often rely on predetermined rules, models, and thresholds. These methods can be time-consuming, susceptible to errors, and don’t adapt to changing conditions. They also struggle when the spacecraft encounters an unknown anomaly, requiring human intervention to resolve the conflict.

Models that combine AI with probabilistic models provide solutions for these problems. Dynamic bayesian methods are able to reason about anomalies by modeling uncertain dynamic systems without heavy-duty simulations in scenarios with noisy data and partial observability. As with all things, however, as the system becomes more complex and data volume increases, new methods are necessary. AI proves valuable for processing the amount of telemetry data that a satellite generates. This data can be used for a range of applications such as error detection, prediction, data summarizing, and visualization, all contributing to the efficient management of the spacecraft’s health. Neural nets can be utilized to manage a spacecraft’s health status, both detecting and classifying anomalous behavior based on training data.

Anomalous faults, or those that are not known to exist, and thus cannot be part of a supervised learning training set, can be managed in a few ways. With semi-supervised learning, the system can be trained on a small labeled dataset (normal and anomalous behavior) and a large unlabeled dataset. This training enables the system to detect anomalies even when the specific fault conditions were not part of the initial training set. Alternatively, a combination of predictive and AI modeling can perform a system-level, application agnostic methods for fault diagnosis.

On a longer mission scale, AI-enabled systems that use a neural network such as long short-term
memory could continuously monitor the health status of various subsystems and automatically alert operators about potential issues, adjusting to new circumstances and recognizing patterns over time. They may also be able to handle complex time-series data.

5 Artificial Intelligence Assessment, Needed Capabilities & Research Recommendations

From this research, we have created an AI Capability rubric that emphasizes the capabilities effective AI systems have or should have. This rubric, shown in 1 contains 13 criteria we have identified to consider for AI adoption in space systems. Basis for this rubric takes inspiration from the AIAA Intelligent Systems Technical Committee Roadmap for Intelligent Systems in Aerospace and from the EASA Artificial Intelligence Roadmap. By looking at and grading potential systems on this rubric, we can find new capabilities and research areas in intelligent space systems that show promise.

5.1 Analysis of the Rubric

In this section, we will discuss what each of the 13 criteria are and why they were chosen.

Improvement Over Current State-of-the-Art: Perhaps the most obvious criterion, but using AI systems to replace non-AI systems is almost always done to achieve technical improvement or to supply a capability that does not yet exist. Showing this improvement is a key aspect to any integration of AI, which requires experiments that put both systems in equivalent scenarios and compare them. Criteria for assessing AI systems are plentiful in the field and will not be covered in detail here, but three examples are accuracy, or the results being nearest to the optimal value, quality, or the lack of defect, and completeness, or providing a full solution to the problem.

Consistency of Output: Volatility is a common concern with AI systems, or the potential to supply different results when given similar inputs. This can happen when models are overfit to their training data, meaning they only know how to handle the specific examples they are initially taught and vary wildly when different from that. In space especially, it is important to know what a system may do, as systems are expensive and difficult to recover if they enter fault states or are damaged.

Availability of Training Data: For many systems, using AI may initially seem like a powerful tool, but it is limited in efficacy by a lack of pre-existing training data. Even if training data exists for certain problems, it may be overly specific for individual scenarios or may not have enough variety. There are techniques that can be used to generate additional data or modify what exists to cover additional cases.

Risk Benefit: Risk benefit is not simply “how bad could it be if this system fails,” as different mission parameters have different risks. A mission that is designed to test and utilize AI would be reliant on the system, but it is well worth the risk of performing it, as it is the primary goal. For others missions, if AI is only being used to augment performing another task, it failing and putting that task at risk is a much greater cost.

Explainability: AI systems are often subject to volatile trust from users; the moment a poor decision is made, the less likely subsequent information will be believed. For informative systems, such as disaster prediction, it is important for the users working with the returned data to understand why the AI reached its final conclusion. With additional explanation, incorrect conclusions may be better understood and able to be corrected for.

Robustness Under Space Environment: While this often refers specifically to hardware, the radiation-hardness of the equipment and its ability to function under hazards, there is important consideration to the ability of the software to remain robust. While training, the AI needs to be able to set checkpoints it can retrieve progress from when facing radiation interrupts.

Robustness Under Resource Constraints: The AI needs to remain functional when in the “worst case” scenario for space status. The AI needs to be able to resume the work it was doing if the spacecraft needs to move to a lower power mode or a low communication mode.

Necessity for Human Intervention: Spacecraft naturally will not have instantaneous communication available with human operators, due to communication black out windows because of orbital geometry, limited power for communications systems, or for scheduled time with the Deep Space Network for deep space missions. If a system needs to be reset or manually commanded whenever an unknown is encountered, it may not be well suited for space
Table 1: The rubric by which any considered AI system can be rated. When considering adding an AI system, each of these categories shall be given a score from 0 to 3, where 0 is the system is incapable of fulfilling that criteria, 1 is it fills it poorly, 2 is it fills it on par with state of the art, and 3 is it improves upon state of the art.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Improvement Over Current State-of-the-Art</td>
<td>When given the same inputs, the solution returned by the system is an improvement on the results from the non-AI counterparts. This improvement includes accuracy, quality, and completeness.</td>
</tr>
<tr>
<td>2 Consistency of Output</td>
<td>When given the same inputs, the system gives a consistent, correct output. In similar scenarios to a known output, the system gives similar outputs. It does not produce a solution that is drastic or unexpected. Its outputs follow the required rules and requirements at all times.</td>
</tr>
<tr>
<td>3 Availability of Training Data</td>
<td>The data to train the agent is high quality, easy to access, plentiful, and represents a multiple of potential situations. If it is not currently available, it can easily be generated. It is free from bias that will skew the result.</td>
</tr>
<tr>
<td>4 Risk Benefit</td>
<td>If the system fails to produce an output or produces an off-nominal output, the mission will not be at risk of ending. This includes not causing mechanical or electronic damage to the spacecraft or the environment around it.</td>
</tr>
<tr>
<td>5 Explainability</td>
<td>The system is able to supply explanations to users as to how it reached its final conclusion. It does not need to explain the technical details, but rather the individual physical aspects that lead to its final decision. The explanation can easily be understood and is complete and logical.</td>
</tr>
<tr>
<td>6 Robustness Under Space Environment</td>
<td>The system can act as intended under abnormal or unknown inputs. For space scenarios, this may include radiation effects, equipment malfunction, and unexpected hazards. The system maintains its ability to function, even if it enters a “safe” mode.</td>
</tr>
<tr>
<td>7 Robustness Under Resource Constraints</td>
<td>The system can act as intended under expected space conditions. This includes limited power, communications black outs, low gravity, and radiation.</td>
</tr>
<tr>
<td>8 Necessity for Human Intervention</td>
<td>The system can act as intended under expected space conditions, where human interaction is limited. The system can act independently from human intervention. The system does not need to be constantly commanded to reset.</td>
</tr>
<tr>
<td>9 Computational Cost</td>
<td>The system does not incur significant power, time, or data requirement when compared to a non-AI counterpart. It is able to complete its tasks in the time required to perform the mission.</td>
</tr>
<tr>
<td>10 Operation and Integration Complexity</td>
<td>The system is well-explained and understood by those using it. It can be integrated onto spacecraft hardware without requiring expensive, custom hardware.</td>
</tr>
<tr>
<td>11 Maintainability</td>
<td>The system is able to be updated and maintained easily. The system does not require a complete overhaul in order to improve and alter features. The system can be easily restarted.</td>
</tr>
<tr>
<td>12 Provability</td>
<td>The system can mathematically be proven to not enter any unsafe conditions. This can be because of barrier functions or other security features.</td>
</tr>
<tr>
<td>13 Legality and Morality</td>
<td>The system does not break any laws, including those about AI implementation and outer space treaties. The system has been assessed regarding its ethical implications.</td>
</tr>
</tbody>
</table>
Computational Cost: Because spacecraft are often limited on power, space, and computation, the amount of strain adding an AI system must be considered carefully. An AI system could show a small increase in accuracy but require so much more power that it cannot operate frequently enough to match performance of a less accurate system. This is especially important for CubeSat missions.

Operation and Integration Complexity: For AI systems that are designed to be generically compatible with multiple spacecraft missions, it is important that they can easily be operated and integrated by multiple users. If specific, complicated hardware is necessary, it may be difficult for integration on multiple missions.

Maintainability: Upgrading and updating software with new information is crucial to ensuring longevity of a mission. For segmentation algorithms, for instance, if it is being trained on the ground, uploading new weights based on collected data is important to see consistent improvement of the system.

Provability: The most effective way to ensure the safety of an AI system is to ensure that it cannot enter an unsafe state to begin with. Being able to prove that a system has boundaries that prevent unsafe states is not always possible, but it provides an extra layer of security.

Legality and Morality: Like all technology, the use of AI should not perpetuate harm. While less obvious for space applications, it still remains important to assess AI systems for their inherent biases and flaws.

5.2 Use of the Rubric

The intent of this rubric is to capture the qualities that a successful AI system should have. When assessing the development and integration of a new AI system, each of the 13 criteria should be considered. If the system is incapable of filling that criteria, it gets a score of 0. If it does it poorly, it gets 1, if it does it equally as well as a non-AI counterpart, it gets 2, and if it does it better, it gets a 3.

An optional rule for using the rubric is weights. After scoring each criteria, weights, decimal values ranging from 0-1, can be applied to emphasize certain capabilities more than others. For instance, if the AI does not require training data, criteria 3, “Availability of Training Data,” can be given a weight of 0. If a system is very sensitive to any risk to the mission life, criteria 4, “Risk Benefit,” can be given a weight of 1. Weights should only be applied with significant consideration, as they could be used to bias or manipulate results. The purpose of using a rubric is not to create a scenario where a proposed system gets a high score: it is to critically and honestly assess the potential of that system. A system scoring low on one aspect of the rubric is not necessarily a no-go sign for that system: it, instead, points to an area for research improvement to support the development of that system.

5.3 Example Rubric Usage

One application identified in this survey was intelligent instrumentation. Traditional sweeps of sensors to gather data rely either on pre-existing knowledge of target locations or on sufficient ground coverage to ensure the target is captured. A spacecraft could instead analyze samples it measures, identify objects of interest based on prior training or anomaly detection, and command the instrument to point at that target. One example of this technology would be for a camera on a disaster-monitoring satellite. The satellite could identify forming storms, wild-fires, or other natural disasters and track them immediately, rather than waiting for human operators to identify the images on the ground. This system would be trained on a dataset of natural disasters in different locations, states of formation, and orientations. We now apply the rubric to this technology.

1. Improvement Over Current State-of-the-Art: Comparing the capabilities of this satellite to a single satellite without this pointing technology, this technology is an improvement. It allows for disasters to be tracked immediately, providing key, early information. Score: 3

2. Consistency of Output: This criteria depends on the implementation, however, providing it with a complete training set should provide consistent identification of targets. The pointing algorithm’s track-to-target is the larger concern with consistency, ensuring that it always takes the most efficient route. Score: 3

3. Availability of Training Data: Environmental disasters are commonly studied with remote sensing, so there is a large quantity of data available to identify anomalies. Score: 3

4. Risk Benefit: If this system did not function properly, the satellite would revert to the comparison case, where it cannot directly identify
natural disasters and take more specific images, but can still take images on a schedule. **Score: 2**

5. Explainability: By utilizing a supervised learning algorithm to identify targets, understanding the agent’s reasoning in picking targets should be possible. **Score: 3**

6. Robustness Under Space Environment: This system suffers no additional constraints than the state-of-the-art. **Score: 2**

7. Robustness Under Resource Constraints: Because this system focuses on target prioritization, once it identifies a target to track, it doesn’t need to constantly be taking pictures of locations that are not of interest. This suggests a better resource usage than state-of-the-art. **Score: 3**

8. Necessity for Human Intervention: Nothing on this system would require humans to reset the functionality. The system is not being re-trained on orbit, so there is no chance for faulty data to enter the training set. The pointing system malfunctioning would be on par with state-of-the-art. Because the system removes the need for operator commands, it overall performs better. **Score: 3**

9. Computational Cost: This technology requires two separate algorithms to be run on images with a set sampling frequency. Depending on how fine that frequency is, this could have large computational strain on the system to achieve desired performance. **Score: 1**

10. Operation and Integration Complexity: The satellite would already need pointing capabilities for the communications and power systems, so there would be no additional complexity from the state-of-the-art to integrate this system. **Score: 2**

11. Maintainability: As a satellite, it is difficult to maintain the systems other than commanding for bus resets. This is no worse than state-of-the-art, however. **Score: 2**

12. Provability: The pointing system can be proven to be safe by employing barrier functions. **Score: 3**

13. Legality and Morality: There is potential for this technology to be utilized for espionage and tracking, however, being on a satellite, the pointing slew rate and camera ground sample distance required would be greater than the satellite could likely provide. **Score: 3**

**Total Score: 31/39 = 80%**

This system scores highly on the rubric, suggesting it is a strong candidate for further research. As it is only in the preliminary phases, it is expected that certain scores will go up and down as the technology matures. It is important to continue to assess this score as development continues, and, should it ever become unacceptably low, to reassess the development of the technology.

### 6 Conclusion

We have analyzed the use of AI in the space sector and elucidated its benefits and detriments for different mission types. While surveying the current state-of-the-art, we have found places where AI should be continued to be implemented but, perhaps more importantly, we have found limitations and considerations necessary before using AI on any system. This paper has proved that intelligent systems can improve spacecraft performance only when carefully designed to match the system needs that they are trying to fill.

Too often, the pace of research and development in the field of AI often exceeds our ability to keep up. When the large language model ChatGPT and its visual language model companion Visual GPT released, there was a massive influx in research interest. Already, it is garnering interest in how it can be utilized for space applications. Currently, Visual GPT appears promising for image analysis. It can perform edge and line detection, scene classification, and image segmentation in an intuitive way for unskilled users to make achieving segmentation more easily. However, due to a lack of satellite remote sensing training data, Visual ChatGPT currently under-performs, achieving only 38.1% accuracy for classifying images. This emphasizes an important fact discussed in this paper: using the right tool for the job.

The field of AI will continue to advance, and catch the public and researchers alike off guard with innovations. The temptation to immediately adopt the latest tool can be strong, but a well-planned strategy that takes into account the specific use case is crucial for mission success. AI models come with their strengths and limitations as outlined in this paper, and being able to understand which fits best for any given scenario is the key to incorporating AI in the future of space technologies.
The survey and rubric provided in this paper create a guide to allowing for AI models to be used safely and effectively in spacecraft research. The pairing of AI to a problem must be done thoughtfully and completely. Supervised learning problems need to have sufficient, complete training data. Unsupervised learning problems need clear limitations for unsafe areas so users can predict its actions. AI should not be used without careful consideration, analysis, and a full, technical understanding of the system and the problem it solves.
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