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Objectives

Recover from radiation and wear induced faults
on a spacecraft’s non-volatile memory:

e Regain communication with the processing

latform.
P .rm . cation path.
e Identify the root cause of the issues.

e Develop mitigation strategies against further
corruption.

e Return to nominal state.

OPS-SAT-1 Mission

Regain Communication

After the problem occurred, the SEPP was non-
responsive via the standard means of communica-
tion. The first step to regain access to the SEPP
consisted in establishing an alternative communi-

As depicted in Figure 2, it could

)

be re-established by activating the Universal Asyn-
chronous Receiver / Transmitter (UART) connec-
tion on the On-board Computer (OBC). Thereby;,
a direct interaction with the bootloader is possible,
allowing to boot into a read-only configuration.

() (i )
Satellites experience degradation over time due to . . . )
radiation and thermal changes. This study fo- | ol e
cuses on a defect with the on-board non-volatile —s ) | pa::yltgad
memory (eMMC), observed in the experimental experimentation
on-board computer payload (SEPP) of the Euro- . %o s UsB |
pean Space Agency (ESA) OPS-SAT-1 Space Lab. ( AL ) | SEPP _ Jo (_HD camera )
Launched in December 2019, OPS-SAT-1 is an in- (_Star Tracker )  SPI o LVN
orbit laboratory for European industry, academia, 5 5 oW S
and research, facilitating over 250 experiments. The [ optical ] 4 | (__sbr )
SEPP—shown in Figure 1—with its 800 MHz pro- (0CSDS Engine )
cessor and reconfigurable Field Programmable Gate p wesy” (&S‘m I

Array (FPGA), uses a non-radiation-hardened com-
mercial off-the-shelf (COTS) Flash Chip (eMMC
memory) with 128 Gbit capacity. However, file cor-
ruption events have been encountered, requiring ex-
tensive investigations and recovery attempts. This
poster highlights the timeline of these events and
the successful execution of experiments by adopting
a new operational approach.
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2: OPS-SAT architecture [1].
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Mitigation Strategies

e Keep the entire system as read-only as

possible

i.e. reduce program/erase cycles on eMMC.

e Activate file system flag to remount to read-only

OIl error.

o Write primarily to volatile memory (overlayfs).

*European Space Agency (ESA)/ESOC
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Overlayts provides a transparent virtual file system
layer, combining the read-only file system in eMMC
with a light-weight volatile file system (ramfs), as
depicted in Figure 3. This results in a writable file
system while preventing wear on the eMMC.

read / write
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Figure 3: Overlay file system [1].

Guideline for Future Missions

Results

@ 2022-03-28: file system failed.

Credit: Reinhard Zeif !
Figure 1: SEPP mainboard top view.

— 2022-04:

rebuilt the file system.

®» 2022-06-01: communication with SEPP lost.

— 2022-09:
Problem Statement

implemented UART

communication and a partial

satellite missions carrying similar equipment.

Conclusion

The experience in recovering OPS-SAT-1 from radiation and wear induced mem-

ory faults in space-bound computers can serve as a guideline for future small

The eMMC memory corruptions and the recovery
techniques used to restore operations and improve
resilience, can be generalised to many small satel-
lite missions using non-radiation hard memory. The
comparative analysis of innovative concepts offers
ideas for improving durability and reliability, con-

tributing to more robust future designs.

read-write /read-only approach.

© 2022-12-02: boot from eMMC failed.
— 2023-01: new, fully volatile concept.
— Return to nominal payload operations.
— Successtully executed 1520 different
external experiments, including FPGA.

Since the beginning of 2022, several events corre-
sponding to file corruption on the SEPP eMMC
memory occurred. The early ones could be solved
by rebuilding the file system, but the events in June
2022 led to a corruption of all software processes re-
sponsible for the SEPP on-board communications.

o Web: https://opssatl.esoc.esa.int
e Email: ops-sat-experimenter-support@esa.int
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e Systematic exclusion of involved components.

e Run eMMC diagnostics, see Figure 4.
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Root Cause Analysis

e Complete download of affected partitions (4 GB).

e Conduct file system investigations.

e Test direct write reliability with different loads

at all possible locations.

e Monitor for unexpected changes during no, low

and high activity.
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Figure 4: eMMC block erase counters [1].

Software Tools

Open Source tools used for investigation and recov-

eIy purposes:

e2fs-tools (e2fsck, ... ) for file system analysis.
ramtsis a Linux kernel in-memory file system.
overlayts combines two underlying file systems.

dd & taris used to write/read into eMMC

bypassing the file system layer. In-house

developments were based on these utilities.
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