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ABSTRACT

The Use of Symbolic Modeling On
Generalized Imitation In Children
by
Emmett G. Anderson
Utah State University, 1979

Majoxr Professor: .. Dr. J. Grayson Osborne
Department: Psychology

Ten experimentally naive children between the ages of
six and eight served in three generalized imitation exper-
iments using symbolic models. Subjects were presented video-
taped behaviors to imitate via closed circuit television,
and their responses were mechanically defined, recorded,
and reinforced in an effort to control social influences
from the presence of the experimenter. In Experiment 1,
imitation of three behaviors was reinforced and imitation
of a fourth behavior was never reinforced for four subjects.
Two other subjects received noncontingent reinforcement,

The following independent variables were tested: (1) the
presence and absence of an experimenter, (2) instructions
to "Do that," and (3) contingent and noncontingent
reinforcement.

Results of Experiment 1 demonstrated the apparatus

could be used to produce and maintain generalized imitation,

even in the absence of the experimenter, so long as
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differential reinforcement was available. o thaty inc
structions were not necessary, and the presence of the ex-
perimenter served to maintain imitation when contingent

reinforcement was not available.

In Experiment 2, four subjects produced generalized
imitation in the absence of both an experimenter and any
instructions with two reinforced and two nonreinforced
imitations.

Using the same four subjects in Experiment 3, congru-
ent, incongruent, and '"Do what you want'" instructions given
before sessions demonstrated that instructions could over-
ride the effect of reinforcers or produce differential
responding in most subjects. When given a choice to imi-

tate or not imitate, subjects continued generalized imitation.

wn

The data tend to support the theory that imitation 1
itself a response class, and the effect of instructions is
to divide that response class into a class of imitated re-
sponses and a class of instruction-following responses.

The influence of instructions, even in the absence of an

adult experimenter, was obvious.

(1.33)




INTRODUCTION

Generally, the more frequently any particular stimulus
component of the environment is present when a specific be-
havior is emitted, and not present when a specific behavior
is not being emitted, the stronger the functional rela-
tionship between the behavior and the environmental stimulus.
Among the more complex of the functional relationships are
those which involve the social behavior of humans as stimuli.
This study is concerned with those stimuli which influence
imitation in children.

The conditions under which a child will imitate observed
behavior have long been the focus of research in child psy-
chology (Humphrey, 1921). Miller and Dollard (1941), who
were largely responsible for placing imitation within a
behavioral framework, influenced much of the later research

in imitation and observational learning. Acquiring a be-
havior through observation is characterized by the observer's
ability to reproduce a behavior that is behaviorally similar
to the behavior produced by a model (Bandura, 1969). When
the observed behavior is produced by the observer without
prior training in making the response, imitation is said to
exist, (Gewirtz § Stingle, 1968).

Research has found that reinforcement, contingent upon

imitative behavior, can develop and maintain imitative
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responses. Baer and Sherman (1964) using differential re-

ement found nonreinforced imitative behaviors will

]

infor
increase and decrease as a function of whether or not other
imitative responses are reinforced, a phenomenon they called
"generalized imitation," to indicate imitation ''generalized"
to an unreinforced response. However, according to rein-
forcement theory, responses that have never been reinforced
should extinguish.

Typically, generalized imitation studies provide an
yerimenter/model who instructs "Do this'" or "Say,'" then
berforms a behavior and records whether or not the child

s One class of

¢

reproduces a behaviorally similar respons
exceptions are studies which used symbolic models (Baer §&
Sherman, 1964; Parton, 1970) in the form of a puppet cowboy.
Following the correct imitation of the modeled behavior,

the child may nor may not receive social and/or tangible
reinforecement, In most studies a majority of the imitative
behaviors are reinforced while a small number are never
reinforced. The number of different behaviors modeled and
the number which are reinforced vary from study to study

and condition to condition within studies. With the ex-
ception of Baer and Sherman (1964), these studies of gen-
eralized imitation have used discrete trials by providing

an interval following the modeled response during which the

subject can aAmitate .and.recelve, reinforcement. The
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intervals, usually between 3 and 25 seconds, vary in length

from study to study, but remain constant within the same

The environmental stimuli which control imitation can,

therefore, be found at many points in the chain of stimulus
response events from the time the subject first observed
the model until reinforcement is complete. Major investi-
gators suggest several points as the focus of control over
imitation.

One explanation posited to account for generalized
imitation is that imitation is reinforced often enough for
the similarity between the subject's behavior and the model's
behavior to acquire conditioned reinforcing properties and,

therefore, '"nonreinforced' responses are actually receiving

[
o~
~

conditioned reinforcement (Baer, Peterson, § Sherman, 673

N

Baer § Sherman, 1964; Brigham § Sherman, 1968; Lovaas,
Berberich, Perloff, § Schaeffer, 1966). In this explanation
"similarity'" reinforces any behaviors which produce it and
the extrinsic reinforcers are only functional in maintailning
similarity as a conditioned reinforcer.

Another explanation is that generalized imitation occurs

because the subject fails to diseriminate reinfoxrced from

F o o)

nonreinforced responses (Bandura, 1968, 1969; Bandura
Barab, 1971; Steinman, 1970a, 1970b; Steinman & Boyce, 1971).

[f subjects were able to make that discrimination, then they

should not imitate nonreinforced behaviors. Accordaing to




this explanation, the behaviors to be imitated are too com-
plex and/or too similar in topography to be discriminated.
Thus, an observer emits unreinforced imitations because he
does not discriminate them from reinforced imitations.

A third explanation assumes that imitative behavior is
an operant, i.e., a response class amenable to reinforcement
(Gewirtz, 1969, 1971; Gewirtz § Stingle, 1968). This ex-
planation places imitation within a conditional discrimi-
nation framework in which the subject responds to a com-
parison stimulus (the modeled behavior) or sample by matching
that sample from the array of responses available to him.
When the subject's matching (imitation) 1is accurate, he may

receiving inter-

wn

receive reinforcement. Since the child 1

mittent reinforcement for imitating, there is no need for

the child to discriminate which actual individual behaviors
are being reinforced. Thus, imitation functions as any
other behavior on an intermittent schedule of reinforcement.

Steinman (1970a, 1970p) and Steinman and Boyce (L9971
presented to subjects both a previously reinforced and a
nreviously nonreinforced behavior within each trial. Sub-
jects were then allowed to choose which behavior they wanted
to imitate. While the subjects selected the previously

reinforced response over the nonreinforced response during

choice trials, they continued to perform both the reinforced




and nonreinforced responses when these behaviors were pre-

v on consecutive trials. These studies demon-

v
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et

strated that subjects may be able to discriminate reinforced
from nonreinforced imitative responses, even when their
behavior does not suggest such a discrimination is being

made. These studies seriously challenge Bandura's '"failure

iminate'" explanation. Gewirtz (1971) on the other

ct
(@)
.
(@]
=
)

hand, suggests that the subjects begin to discriminate on

-

choice trials because they are forced to select between

b=t

incompatible responses. n addition, the other conditions

or not producing generalized imitation would be those 1n

gyl

which punishment was made contingent upon the performance
of nonreinforced imitations. Steinman's subjects may have
selected the previously reinforced response because se-
lecting the nonreinforced response in a choice situation
would have meant losing a reinforcer.

Other investigators have suggested that social factors
may be responsible for generalized imitation. Some of these
studies have investigated the effect of instructions to the
subject to imitate. According to this explanation, sub-
jects may imitate because they are instructed to imitate by
an adult, and they have a long past history of following

an adult's instruction. Reinforcement of some imitative

behaviors may serve to reinforce instruction-following

(Martin, 1971) rather than imitation of specific behaviors.




This instruction following likely happens because the model
in most experiments verbally instructs the observer and then
intermittently reinforces the latter for having carried out
the instructions. Steinman and Boyce (1971) suggested the

ociation of the experimenter with the delivery of rein-

o8}
v
w

forcers may contribute to the experimenter's control over

&)

imitation.
Peterson and his associates indicated the presence of

the experimenter is a setting event for the subject who

imitates all behaviors modeled simply because the experi-

menter 1s in the same room. Effects of differential rein-

forcement are overridden by the presence of the experimenter

(Peterson, Merwin, Moyer, § Whitehurst, 1971). Peterson

and Whitehurst (1971) and Peterson et al. (1971) found that
when the experimenter left the room after modeling the be-
havior, the subjects failed to imitate. If GewirtztVs (1971)

suggestion that choice trials force the subject to discrim-
inate between incompatible responses 1s correct, then the
subject's imitation should not be affected by whether or
The problem at

not the experimenter remains in the room.

present is the difficulty of isolating the social variables
considered to be relevant in the control of generalized
imitation. For example, having an experimenter model a

behavior for a subject, yet not be present to potentially

influence the subject's responding, isdifficult.




The purpose of the present study was to isolate and
manipulate some of the social variables deemed relevant in
the control of imitative behavior. This isolation was
accomplished by using videotaped presentations of the be-
haviors to be imitated. Methodologically, the presence or
absence of the experimenter could be controlled, since no
experimenter was necessary in the room. In addition, the
effect of instructions on imitation during the absence of

the experimenter and the association of the experimenter

with the delivery of reinforcement could be studied.

~




REVIEW OF THE LITERATURE

This review of the literature will consider six diff-

erent explanations for generalized imitatioen.  The fimst

oy

three explanations involve learning or discrimination
approaches. In these explanations generalized imitation 145
treated much like any other behavioral phenomenon. The last
three explanations emphasize social influence, such as the
nresence of an adult and the instructions the adult gives
the subject in the experimental situation. For each of the
six explanations, this review presents the basic components
of the explanation, a review of the relevant literature
which supports the explanation, literature whieh conflicts
and a brief critique of each.

with 1t

3

At the end of the review is a segment dealing with

ree techniques that have been enployed to control gen-

ct

eralized imitation. These include the use of Time Out,
differential reinforcement of other behaviors (DRO), and
extinction. This section also contains a critique of these
three techniques. The review ends with a brief summary of
the literature presented. Some general conclusions are
drawn regarding the generalized imitation paradigm and sub-
sequent research,.

The first study in which '"generalized imitation' was

produced was conducted by Baer and Sherman (1964). They




used a puppet cowboy which nodded, mouthed, and vocalized

to a child who was given verbal reinforcement contingent
upon imitation of the puppet. A fourth modeled behavior,

a bar, was never reinforced. In a free-operant
paradigm the investigators found the nonreinforced response
increased in frequency along with the reinforced imitations.
The nonreinforced response was maintained at a rate compar-
able to that modeled by the puppet, and when the other three
behaviors were placed on extinction bar pressing decreased.
After reinforcement was reintroduced for the other three
behaviors, the rate of bar pressing, still unreinforced,
also recovered. This phenomenon was called Generalized
Imitation and, as used in this study, refers to the con-
tinued imitation of a modeled behavior that has never been
reinforced.

A number of explanations have been posited to account
for generalized imitation, many of which overlap consider-
ably. When imitative behavior occurs, it is in the form
of a chain of behaviors which reproduces the modeled be-
havior. 1In the generalized imitation paradigm this imita-
tive behavior has been preceded by instructions to 'Do this"
followed by a demonstration of the behavior to be performed.

When the subject produces the same or a very similar be-

havior, he is reinforced, usually by social and/or tangible

reinforcers. Explanations of generalized imitation have
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emphasized various parts of this generalization paradigm.

o

Accounts of Generalized Imitation

Conditioned Reinforcement

1

The first explanation to account for generalized imi-

ct

ion suggested that subjects are reinforced for producing

¢
ct
F

behavior that is similar to the behavior produced by the

explanation was presented by Baer and Sherman

]
s
%]

model.
(1964) who concluded that the children in their study be-
came responsive to the stimulus of similarity independent
of the physical stimuli involved in producing the similarity.
Since the similarity between the subject's behavior and the
model's behavior cannot be determined until the modeled
behavior is completed by the subject, the behavioral chain
must be complete in order to produce similarity. Simi-
larity, therefore, is at the end of the chain, becomes assoc-
iated with the reinforcer, and may acquire reinforcing
properties. This association makes similarity a conditioned
reinforcer which will reinforce any behaviors that produce 1it.
The conditioned reinforcement explanation, also called
the similarity explanation in the literature, would hold

that new imitative behaviors could be acquired without ex-

trinsic reinforcement, since the conditioned reinforcer,

similarity, would be present. This account of new behaviors
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has been supported by a number of studies. To control for
the influence of past history, Baer, Peterson, and Sherman
(1967) selected three retarded subjects who failed to imi-
tate behaviors modeled for them. These subjects were trained
to imitate ten behaviors. When the ten behaviors were
learned, ten more were added. The process was continued
until 13 groups of ten behaviors were imitated successfully.
During the training sessions, some of the imitative be-
haviors were never reinforced. The investigators found that
as training progressed, the subjects learned to imitate

all behaviors more rapidly, and both reinforced and non-
reinforced behaviors were maintained as long as some of

the imitative behavior was reinforced. Baer et al. con-

cluded that the similarity between the behavior produced
by the model and that produced by the subject became a
conditioned reinforcer, and remained so as long as it was
occasionally strengthened by other reinforcers. This con-
clusion may have been premature, however, since similarity
was not manipulated, e.g., using some nonimitative behaviors
as a test of the similarity.

Brigham and Sherman (1968) supported the conditioned

reinforcement explanation. They reinforced imitation of

English words in three preschool children. Imitation of

modeled Russian words was never reinforced, but Brigham




and Sherman found both English and Russian words were imi-
tated. In addition, the authors felt the imitations im-
proved, for both English and Russian words, over trials.
Additional support for the conditioned reinforcement
explanation was provided by Metz (1965) and Lovaas, Berberich,
Perloff, and Schaeffer (1966) in which imitative speech
was developed in autistic and schizophrenic children
respectively. Although all these studies have demonstrated
the phenomenon called generalized imitation, none attempted
to test the similarity explanation given to account for it.
The explanation that generalized imitation is a func-
tion of "similarity" (Baer & Sherman, 1964) was challenged
by studies in which nonreinforced nonimitating behavior
such as following instructions to 'touch your toe' was main-
tained when interspersed with reinforced imitative behavior
such as imitating a model touching his toe (Peterson, 1968;
Wilcox, Meddock, § Steinman, 1973). Similarity would not
act as a conditioned reinforcer for nonimitative behavior
because similarity was not present on the nonreinforced
trials. Baer and Sherman's explanation might predict that
dissimilarity on the nonimitation trials also acquired con-
ditioned reinforcement properties. However, since rein-

forcement was not given contingent upon nonimitative re-

sponses, dissimilarity could not acquire reinforcing properties.
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Intermittent Reinforcement

According to Gewirtz (1969, 1971) and Gewirtz and
Stingle (1968) the topographical differences between re-
sponses play a minimal role in generalized imitation as long
as the responses are menmbers of a response class function-
ally defined by the reinforcer. Here, topography refers to
the overt characteristics of a response which allows the ob-
server to discriminate and/or reproduce that response. For
Gewirtz this response class 1is imitation. Gewirtz (1971)
assumes that imitative behavior is itself an operant which
receives reinforcement. e places imitation within a con-
ditional discrimination framework. In this explanation the
behavior demonstrated by the model is a comparison stimulus
or sample. The subject attempts to match that sample from
the array of responses in his repertoire. When the subject
is successful in matching the sample behavior provided by
the model, reinforcement may result. If all imitative be-
haviors are not reinforced, the subject operates as if he
{s on an intermittent schedule of reinforcement. The sub-
ject will not discriminate the actual physical behaviors
being reinforced until the nonreinforced behaviors are
specifically punished or are incompatible with stronger

responses in the subject's repertoire (Gewirtz, 19571 )

The terminal reinforcer at the end of the behavioral chain
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maintains the chain on an intermittent schedule of rein-
forcement. New responses may be acquired without rein-
forcement because the specific operants of the imitation
response class can vary and/or reinforcement is inter-
mittent. In addition, other environmental stimuli, such
as the use of different models, can influence them.

As a causal factor for intermittent reinforcement lead-
ing to the development of generalized imitation, Gewirtz
stresses the subject's past history. Subjects are rein-

for imitating from the time they are very young to

the time they participate in studies on generalized imi-
tation. Not all imitative behaviors are reinforced. There-
fore, the child operates on intermittent reinforcement for
imitating, first receiving social reinforcement from parents

and later more diversified reinforcers from many sources.

i 4

Gewirtz's explanation differs from the "similarity"
explanation in that no intrinsic component, such as a con-
ditioned reinforcer, is necessary and the explanation can
still account for generalized imitation (Gewirtz & Stingle,
1968) . The importance of Gewirtz's explanation may be the
emphasis on the importance of the subject's past history
to account for his imitating. Support for the effects of

past history is suggested by Wilcox, Meddock, and Steinman

(1973). They found that after a subject had a history of
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nondifferential responding, observing a model respond diff-
erentially did not change their performance. llowever, when
subjects without such a history observed the model respond
differentially, these subjects began to respond differ-
entially. Since the study by Wilcox et al. employed a
visual discrimination task rather than a model-imitation

task and obtained results comparable to the generalized

imitation studies, it would appear that the functional re-

o
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sponse class suggested by Gewirtz (1969, 1971) may

broader rather than limited to imitation alone.

Stimulus Complexity

A third explanation of generalized imitation was offered
by Bandura (1968, 1969). Bandura suggests that children
produce generalized imitation simply because the behaviors
modeled are too complex for them to discriminate those
that will be reinforced from those that will not be rein-
forced. As evidence to support this position, Bandura and
Barab (1971) presented behavior varying in complexity to
subjects. They found that subjects failed to respond diff-
erentially to‘very similar behaviors that were differen-
tially reinforced. However, when the nonreinforced behaviors
were dissimilar in topography from the reinforced behaviors,

differential responding occurred. In addition, similar

reinforced and nonreinforced behaviors were discriminated
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when nonreinforced behaviors were modeled by a second
experimenter.

Bandura and Barab (1971) question the conditioned re-
inforcement explanation. When subjects discriminate dis-
similar reinforced from nonreinforced behaviors, they re-
spond differentially. If the similarity between the sub-
ject's and the model's behavior is a conditioned reinforcer,
then the ability to discriminate should be irrelevant and
both behaviors should be maintained. Since Baer and
Sherman's (1964) nonreinforced behavior was dissimilar,
i.e., bar pressing differs from nodding, mouthing, and
vocalizing, the question is reduced to whether the subjects
discriminate this difference, Four of Baer and Sherman's

subjects did not produce neralized imitation, and it 1is

oQ
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possible that these four discriminated the difference.
Gewirtz, on the other hand, would simply submit that the
nonimitated behaviors belonged to a different response class.
Bandura's argument for complexity being responsible for
generalized imitation was in turn challenged by Steinman
(1970a, 1970b) and Steinman and Boyce (1971). Steinman
produced neralized imitation in a group of children, then
presented them with trials in which they could choose to

imitate either a previously reinforced or a previously non-

reinforced behavior. Bandura's explanation of generalized
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imitation would predict the behaviors were too similar or
too complex for the subjects and therefore selection in
choice trials should be equal. Steinman and his associates
found that the subjects selected the previously reinforced
response nearly 100 percent of the time, and therefore the
subjects had been able to discriminate which responses
would be reinforced all along. However, when the subjects
were again given the previously reinforced and nonreinforced
behaviors randomly alternated on single trial presentations
(i.e., no choice was possible), the subjects began to imi-
tate both reinforced and nonreinforced behaviors again.
Steinman (1970a) suggested social variables such as in-
structions might account for generalized imitation.

Bufford (1971) reinforced imitation of 50 English nouns
and did not reinforce imitation of 20 German nouns. His
subjects were presented with all 70 words initially, but

Bufford then began to systematically reduce the number of

I=}

words until only one English word was modeled ten times,
randomly alternated with ten different German nouns modeled
one time each. The subjects continued to imitate all the
words used even when imitation of the English word alone

produced reinforcement. Bufford suggested discrimination

is clearly reduced in importance in generalized imitation

since the discrimination between the one English word and
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the ten German words would have been possible. However,

since the number of reinforced words was progressjively re-

e

duced for all subjects, perhaps the subjects were simply

vely leaner schedule of rein-

fd o

being placed on a progress
forcement and only the initial lack of discriminating which
imitations would be reinforced was important. Later, when
discrimination would have been easier, the subjects were

not under the control of differential reinforcement.

Martin (1971) compared imitation and nonimitation by
presenting behaviors that could be imitated and instructions
that could be followed (nonimitation) to four subjects.

Two subjects were reinforced for following instructions and
not reinforced for imitation, while the other two subjects
were reinforced for imitating and not reinforced for fol-
lowing instructions. Martin found that all four subjects
both imitated and followed instructions on almost all trials.
An explanation of generalized imitation based on stimulus
complexity would have difficulty explaining these results,
since the stimuli were so apparently divergent.

Peterson (1968) also found that nonimitative behavior
could be maintained as long as imitative behaviors were
reinforced. In addition, both Peterson (1968) and Martin

(1971) found that reinforcing nonimitative behavior main-

tained imitation of interspersed nonreinforced behaviors.




These findings challenge the similarity explanations of
conditioned reinforcement. Peterson and Whitehurst (1971)
showed that imitative behaviors could be maintained when no
extrinsic reinforcement was given. It seems then that all
three explanations are unable to account adequately for
some aspects of generalized imitation without further

!

elaboration.

Social Controls

The investigation of social factors that influence
generalized imitation has been primarily directed at the
kinds of instructions given to subjects and the actual
presence of the cxpcrimenter/model. Instructions have Te=
ceived the majority of attention and may be roughly divided
into two categories. The first to be considered in this
review concerns the instructions given to the subject at
the start of each session or group of sessions within which
no variables are manipulated. These '"'session instructions"
typically involve telling the subjects something about what
responses are required of them. When used in studies not
directly teStiAg the effects of instructions, these in-
structions may be presented as: '"All you have to do to win

beads is listen to what I say and look at what I do

(Peterson & Whitehurst, 1971, p. 2)." These instructions




are then followed by "Trial instructions.'" Trial instruc-

tions are almost always used, even when session instruc-

tions are not, and take the form '"Do this'" or "Say" given
1

prior to the modeling of the behavior to be imitated. The

manipulation of trial instructions will be considered in

[
T

the second part of this discussion. "inally, the last part

of this discussion will review studies which have manipu-

lated the presence and absence of the experimenter.

Session instructions. Steinman (1970a) first reported

the manipulation of instructions given before different
conditions. Subjects were instructed at the beginning of
the first session, "Today, don't do the ones you aren't
going to get a bead for doing (p. 93)." These were sub -
jects that had just completed one experiment in which gen-
eralized imitation was investigated. Before each trial the
subjects still were asked to '"Do this." The results showed
a reduction in the number of imitations as compared to con-
ditions in which the subjects were instructed, "Today, it
doesn't make any difference whether you do the one you don't
get beads for or not. I don't care (p. 92)." In addition,
the reduction was more pronounced for behaviors that were

dissimilar to the reinforced behaviors than for behaviors

that were similar. Reinforced imitations were still per-

formed on nearly 100 percent of the trials.
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In a replication of the study of instructions, Steinman
(1970b) told subjects, '"Today, don't do the ones you aren't

going to get a bead for doing (p. 162)," and responding de-

creased almost to zero for nonreinforced responses. As 1in

~

the earlier study (Steinman, 1970a), when subjects were
told it didn't matter and they could do what they wanted,
nonreinforced responding increased. Steinman's studies
then suggest that subjects will continue to perform nonre-
inforced behaviors unless specifically told not to.

In a replication of Steinman's studies (1970a, 1970b),
Bufford (1971) manipulated instructions when the imitative
response was verbal. Subjects were told to '"Say only the
words you get marbles for saying (p. 43)." Bufford found a

ecrease in nonreinforced responding by some subjects.

¢
When instructions before each trial were more emphatic
(e.g., "Don't say this word unless you get a marble when
you say it (p. 43)"), subjects decreased nonreinforced imi-
tation. Later, when other subjects were told they could

do "anything," all resumed nonreinforced responding.
Bufford's data were comparable to Steinman's, even though
Bufford's "Say" instructions were given only during the
first three trials of the first session. Bufford suggests
Steinman's instructions were redundant, since Bufford's

instructions apparently developed their controlling prop-

erties rather quickly. If so, these "Say" instructions
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would have retained their power through as many as 70

traals.

Trial instructions. The other group of studies 1in-

vestigating the influence of instructions had manipulated
the instructions prior to each trial, e, g@., "“Do &his. "

One of the first (Parton, 1970), a replication of Baer and
Sherman (1964), manipulated requests to imitate (e.g., '"Can
you tap your foot?'" or '"Can you press your lever?'"), A
third behavior, arm raising, was never requested or rein-
forced. One group of subjects received requests before
each foot tap and lever press trial. Another group of sub-
jects received a request before half the foot tap and lever
press trials. Parton suggested that if the requests (or
instructions) increased the probability of making an imi-
tative response, then the group which received requests on
half the foot and lever trials should increase in their
probability of imitating on trials in which no request

was given.,

Parton found no subject showed an increase in imita-
tion on the '"mo request'" trials as the session progressed
for either the foot or lever responses. Imitation on the
no request trials remained at about 30 percent, compared

te 90 percent on the request trials for the lever press

response. Parton concluded from these requests that Baer

and Sherman's (1964) results were not due to the puppet's




motor responses acquiring a request or cue function as a
result of pairing requests with motor responses, since Baer
and Sherman's study involved fewer pairings. On the other

hand, perhaps Parton's difference, i.e., verbal requests

on half the trials, was not sufficient to produce a change.

)

This is especially important when one considers there were
only seven lever-request trials and subjects participated
one session with a total of 42 trials.

in only

Martin (1971) attempted a study to see if nonreinforced
imitation could be maintained while interspersed among re-
inforced nonimitative behaviors, a replication of Peterson
(1968). Using four severely retarded boys, Martin compared
conditions in which the subjects were given instructions
to "Touch your feet" as a nonimitative behavior with con-
ditions in which a motor response was modeled. In each
session the modeled behaviors were first presented without
the instruction "Do this." If the subject failed to imi-
tate, the verbal prompt "Do this" was then presented before
each imitation trial for the rest of the session. Two
subjects received no reinforcers for imitative behavior,
but were reinforced for following the instructions in the

nonimitative conditions. The other two subjects were re-

inforced for imitation, but were not reinforced for fol-

lowing the instructions, i.e., nonimitative behavior.
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Martin found that reinforcing nonimitative behaviors, de-
fined as instruction following, would maintain interspersed
imitative behaviors, and vice versa.

Martin (1972) modeled behaviors whose imitation was
reinforced (Set A) under some conditions and behaviors
whose imitation was never reinforced (Set B). He then
compared instructions to '"Do this'" before both sets of be-
haviors with instructions to "Don't do this'" presented
before both sets. The results showed no differential re-
sponding within any of the conditions. Subjects always
imitated when told to "Do this" regardless of whether re-
inforcement was applied to any behaviors or not. However,

when told "Don't do this' imitation occurred as a function

of whether or not Set A behaviors were reinforced. Martin

H

concluded incongruent instructions were over den by rein-
forcement consequences. However, Martin did not test the
effect of presenting "Don't do this" to Set B behaviors
while presenting "Do this" instructions to Set A behaviors
within the same session. An important question is whether
or not this manipulation would produce differential re-
sponding and further test the strength of instructions.

Perhaps instructions could serve to divide the response class,

Parton (1970), in addition to his other manipulations,

did not give instructions to "Do this" prior to presenting
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nonreinforced behaviors. Parton reported that few nonre-
inforced responses occurred and those decreased over trials,
Waxler and Yarrow (1970) did not give "Do this" instructions
for nonreinforced responses, yet generalized imitation
occurred. In their study only one of nine responses was

not reinforced, and it was introduced along with five new
reinforced responses in a storytelling context. Perhaps

the subjects in their study failed to discriminate, since
they were also given a past history of all responses being
reinforced.

Peterson and Whitehurst (1971) found withdrawing trial
instructions to "Do this" for both reinferced and nonrein-
forced responses had no effect on their one subject who
received this condition. At the same time they found sub-
jects stopped imitating when the experimenter left the
room after modeling the behavior, even though "Do this"
instructions were still presented at the start of each trial.

Bandura and Barab (1971) used neither session in-
structions nor trial instructions. When subjects failed
to imitate initially, they observed a peer modeling session
in which the peer performed imitative behaviors. Gener-
alized imitation resulted. When the similarity of the

modeled behaviors was manipulated, some differential re-

sponding occurred, even though instructions were still not used.




lhe effects of instructions on responding, at least
as far as the studies reported are concerned, are.,not clear

t present. Instructions have been effective in reducing
nonreinforced responding when subjects were specifically
instructed to not perform the nonreinforced response
(Steinman, 1970a, 1970b; Martin, 1972): However, when
instructions were more ambiguous or at least less directive,

such as telling the subjects "It doesn't matter what you

do," the subjects began to perform nonreinforced responses

V—
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once more. It appears that instructions may have a su
pressive effect, but just how and to what degree instruc-
tions exert control over generalized imitation is not clear.
Past studies have not investigated the influence of in-
structions in the absence of the experimenter, nor have

the effects of differential instructions within the same
session been tested. Perhaps another variable interacting
with instructions accounts for some of the conflicting re-
sults. For example, Bandura and Barab (1971) may not have
obtained differential responding had instructions been used.
On the other hand, Peterson and Whitehurst's results may
have been influenced by the subjects' past history or by

the difference in reinforcement conditions. A parametric

analysis is needed to determine the role of instructions.

Perhaps when instructions are present the subject is
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reinforced for following instructions. When instructions

are not present, some other variable controls responding.

pedo

Experimenter presence. Another social variable in-

vestigated as a source of influence in generalized imitation
has been the presence or absence of the experimcnter/model.
In past studies a model has always been present to give
instructions to "Do this" and model the behavior to be imi-
tated. When imitation occurs, the model is often the one

to deliver the reinforcer. The subject, therefore, always
imitates in the presence of the experimenter who may also
become associated with the delivery of reinforcement. [t

is possible that the mere presence of the experimenter may
event for imitative behavior (Peterson §&

as a setting

ac J
5

ot

Whitehurst, 1971). The presence of the experimenter,

therefore, may have or develop certain "demand character-

istics" which serve to promote compliance to the experi-

menter's instructions, real or implied. The presence of

the experimenter may be strong enough to override reinforce-

ment contingencies, thus preventing differential responding.
The impo?tance of the experimenter's presence was

first tested by Peterson and Whitehurst (1971) . While

investigating a number of variables considered potential

sources of control in generalized imitation, Peterson and

Whitehurst manipulated the presence and absence of the
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experimenter. In an experimenter-absent phase the subject
was instructed as follows: "] don't want you to do anything
until I leave the room (p. 3)." The experimenter then said,
"Do this," modeled the behavior as before, and left the
Troom. If the subject started to perform the behavior be-
fore the experimenter was out of the room, he was reminded
"Remember, don't do anything until I leave the room (p. 3)."

This instruction was repeated several times for some sub-

—

jects. No instructions were given beyond the initia
session except, "Do this." The experimenter was out of

the room for ten seconds, then entered and modeled the next
behavior and again left the room. These trials lasted at
least 20 seconds. One other important point must be noted.
During the experimenter-absent conditions, the subjects

reinforced as they had been in earlier
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conditions.

The introduction of the experimenter-absent condition
resulted in a reduction in imitative behaviors for the
three subjects. Two subjects showed a gradual reduction
over 14 to 19 sessions. The third subject showed a rather
rapid reduction during the second session of the experi-
menter-absent phase. This third subject was the only one

that had shown a reduction in the earlier conditions. This

reduction occurred during the differential reinforcement




When imitative performance was nearly zero for each

P

subject, the experimenter-present condition was reginstated.

In this condition the experimenter again remained in the

room after modeling the behaviors as in the typical pro-

h reinforcers still were not dispensed during
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cedure. A
this period, imitation returned to its original level and
remained between 80 and 100 percent for all subjects.
Peterson and Whitehurst then replicated the results
with new subjects in a second experiment of the same study.
Again, reinforcers were never presented. The first phase
of the study consisted of the experimenter-present and
"Do this" instructions. Imitation in all four subjects
was nearly 100 percent for all seven behaviors modeled.
Next, the experimenter-absent phase was introduced as in
the first experiment. The percent of imitation dropped
slowly in all four subjects and never reached zero for any.
In fact, for three subjects the percent of imitation never
fell below 70 percent. When the experimenter-present phase
was reintroduced, imitation increased to nearly 100 percent
for all four subjects. Peterson and Whitehurst (1971)
concluded that in order to control the performance of gen-

eralized imitative behaviors, the presence of the experi-

menter must be considered.




Peterson, Merwin, Moyer, and Whitehurst (1971) in-
vestigated the effects of the experimenter's absence, dis-
and the complexity of the stimulus
In this study four

crimination training,
situation on nonreinforced imitation.
subjects were exposed to a number of conditions which

and extinction, experimenter-

included experimenter-present
experimenter-absent and differential

absent and extinction,
and experimenter-absent and differential
(for two subjects in

reinforcement,
with response addition
For one subject

reinforcement
which 12 or 24 new responses were added).
the response-addition phase resulted in a decrease of imi-
20 percent. Then the new responses were
about the same. In the

tation to about

withdrawn and responding remained

of the study, this subject received differential

the experimenter present. - The result
60

last part
reinforcement with
was an unstable rate of imitation which varied between
and 100 percent.
continued with the response addi-

The second subject
reinforcement phase to the end of

tion and differential
During the last seven sessions the experi-
behaviors

and the subject imitated all
responded

subject

and differ-

the experiment.
menter was present
The first

nearly 100 percent of the time.
ter-absent

differentially during the experim
ent condition for about seven sessions.

forcem

ential rein
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The response addition phase resulted in a decrease in all
imitation with a low level of differential responding when
the response addition was withdrawn. When the experimenter
was again present, generalized imitation returned. For

the second subject a mild prompt was necessary to get the
subject responding again, but differential responding
occurred after seven sessions and continued during the first
part of the response addition phase. When the experimenter
was again present, generalized imitation again occurred.

The other two subjects never came under control sufficiently
to go beyond the experimenter-absent with differential
reinforcement phase.

Bandura and Barab (1971) and Wilcox et al. (1973
suggest that past history, i.e., the conditions presented,
could have a strong influence on how subjects respond. Or,
it could be that having the experimenter model a behavior
then leave the room produces a source of punishment for
the subjects and could account for the findings, particu-
larly in Peterson and Whitehurst (1971). Their subjects

acted as if they were in extinction when the experimenter

Hy

was absent. To say the least, the act of getting up and
leaving the room, then reentering, must have some disruptive

influence on the subjects. Also, the very act of sitting

alone in the room after the experimenter leaves could
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influence the subject's responding. Peterson and White-
hurst report that 60 percent of the nonimitation in their
study was incorrect responding, and 40 percent was failure
to respond. There is, therefore, another variable that could
account for at least part of the results obtained by Peter-
son and his associates. When the experimenter is leaving
the room during experimenter-absent phases, the subject
must wait before he can perform the behavior presented.
This delay in responding has potential for producing errors
in human subjects. The matching-to-sample literature indi-
cates accuracy is affected by the amount of delay between
the presentation of the sample stimulus and the presenta-
tion of the choice stimuli (Cumming & Berryman, 1965;
Davidson § Osborne, 1974; Sidman, 1969; Weinstein, L9,
Delaying the opportunity to respond during an experimenter-
absent condition could at least partially account for the
results of Peterson and Whitehurst (1971).

Smeets and Striefel (1973) tested this delay influence
using an 8-second delay before their subjects could respond.
As in the Peterson and Whitehurst study, there were no re-
inforcement conditions in this study. This 8-second delay
was compared to conditions with O-second delay with the

experimenter present and 8-second delay with the experi-

menter leaving the room after modeling the behavior to be
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imitated. Smeets and Striefel found the delay decreased

the percentage of correct responses, as did the absence of
the experimenter. The absence of the experimenter, however,
resulted in a slightly lower percentage of correct responses.
The authors concluded " . . . the decrease of nonreinforced
imitation was controlled less by the absence of the experi-
menter alone than might be inferred from the findings of
Peterson and Whitehurst (p. 126)." Some of their subjects
showed no decrease during the experimenter-absent phase.
There was no reported differentiation of failure to respond
and incorrect imitations. In addition, Smeets and Striefel
could not test experimenter-absent with O-second delay be-
cause the experimenter took 6.5 to 7.5 seconds to leave

the room.

It is not clear why these studies failed to use diff-
erential reinforcement in the experimenter-absent phases
without confounding variables such as in Peterson et al.
Such a condition might have provided more information about
whether the results were due to the delay or the absence
of the experimenter. For example, if accuracy decreases
as a function of the delay, then past studies would suggest
a reduction in accuracy during the absence of the experi-

menter. But if the subject is being punished in some way

there should be a failure to respond. Since Peterson and
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Whitehurst report both decrease in accuracy and failure to
respond, it is possible that an interaction between the
elay and punishment exists.

Other contradictory evidence is suggested by the prev-
iously noted study by Wilcox et al. (L973)..  Their study
used a visual discrimination task within a generalized imi-
tation paradigm. In the absence of an experimenter who
sat behind a screen in the same room, subjects responded
by pushing one of two windows containing either a circle
or triangle, one of which was reinforced. The subjects
responded indiscriminately, the analogue of generalized
imitation. Instruction to the subjects that they were not
required to make all the responses and should decide which
they wanted to make, did not produce differential responding.
Modeling differential responding was effective in producing
discrimination in only one of four subjects. Moving the
experimenter closer to the subject also failed to produce
nondifferential responding in the subject, a conflict with
the results obtained by Peterson and Whitehurst (1971).

In a second experiment of the same study, the modeling
of differential responding was effective in producing diff-

ponding in three of four subjects. This second

erential res

experiment differed from the first in that the modeling

occurred in the first session compared to the ninth or tenth




session in the first experiment. Wilcox et al. concluded
that the different conditions to which a subject is exposed

will influence imitative responding.

Techniques for Removing Nonreinforced Imitation

Generalized imitation is characterized by the occurrence
of nonreinforced responding as long as some imitative be-
haviors are reinforced. When reinforcement is discontinued
for all imitative behaviors, both reinforced and nonrein-

forced imitation decreases.

Extinction

The effect of extinction on nonreinforced imitation was
first demonstrated with two subjects in Baer and Sherman's
udy, and has been replicated in a number of other
studies (e.g., Baer et al., 1967; Lovaas et al., 1867;

Metz, 1965). In addition, Peterson (1968) found subjects
stopped performing nonimitative responses as SOoOn as rein-
forcement was discontinued for imitative behavior. After
about 40 trials the imitative behavior also extinguished.

Martin (1972) found extinction was effective 1in reducing

imitative responding unless contradictory instructions

were given.
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Other studies using extinction have produced conflicting
results. Peterson et al. (1971) and Peterson and Whitehurst

ound extinction was not effective while the experi-

,
<
¢
e
| —
(3]

menter remained in the room. When the experimenter left
the room after modeling the behaviors to be imitated, imi-
tation recovered, although imitative behavior had never

been reinforced during any of these conditions.

Time Out (TO)

Baer and Sherman (1964) used a form of TO for two of
their subjects. This TO, however, was not response con-
tingent. The puppet stopped modeling, nodding, mouthing,
and verbalizing, and began reinforcing the subjects' con-
versation. The results showed the TO produced a weakening
of the nonreinforced imitative behavior of bar-pressing.
When reinforcement was again presented contingent upon imi-
tation, the nonreinforced responses increased in frequency.
It is not clear how much effect extinction had on the sub-

cts' behavior, rather than TO, because all reinforcement

(47

J
contingent upon the subjects' imitation was withdrawn.

ts were not experiencing TO in the usual

(¢}

Perhaps the subje

sense but, rather, extinction. Time out implies punish-

ment, whereas extinction does not.
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Wilcox et al. used a TO of ten seconds contingent upon
the subjects' performing nonreinforced responses., The TO
had no effect on three subjects and only a slight effect
on the fourth subject, who recovered nonreinforced responding
in the third TO session and reached 100 percent in the
fourth session.

Some studies have used TO in conjunction with other
procedures. Bufford (1971) used TO contingent upon imi-
tation of nonreinforced German words and DRO following the
modeling of English words. The TO-20 seconds plus DRO
produced a reduction in all imitation. Epstein, Peterson,
Webster, Guarnieri, and Libby (1973) used a fading procedure
to introduce the nonreinforced response, while the rein-
forced imitative response was developed and maintained on

CRF. Fading was combined with DRO, TO, or both DRO and TO.
In other groups, fading was not used. Neither TO, nor DRO,

nor both combined had any effect on imitation or nonrein-

forced responses, although fading procedures did.

Differential Reinforcement of Other Behavior (DRO)

\

Technically, DRO refers to the delivery of a rein-
forcer contingent upon the occurrence of any behavior other

than the one being investigated. In practice, a reinforcer

is delivered after a specific period of time during which
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the response under investigation does not occur, f+€s, the

n

ubject is reinforced for not emitting the response. In

J

the generalized imitation paradigm, DRO is applied only to
previously reinforced trials and not to nonreinforced trials

J

which continue to meet with neutral consequences. Thus,

subjects never experience reinforcement following the mod-
eling, or performance, of nonreinforced behaviors.

In addition to the study by Epstein et al., cited above,
who found DRO to have no influence on the acquisition of
nonreinforced responses in generalized imitation, other
studies have found DRO ineffective in removing existing
nonreinforced responses. Steinman (1970a) and Steinman
and Boyce (1971) used DRO-0 sec, DRO-15 sec, DRO-30 sec,
and a condition in which subjects were given the reinforcers
at the beginning of the session. The DRO was applied to
reinforced trials and was not effective in reducing non-
reinforced responding.

Brigham and Sherman (1968) used DRO during reinforced
trials when reinforcement was delivered at least 5 seconds
after the last imitation of each English word. No rein-
forcement was given after the Russian words. The DRO inter-
val was then varied from five to 20 seconds. Brigham and
Sherman reported a 20 percent decrease in all imitation.

Peterson and Whitehurst (1971) found DRO-20 sec had no

effect on imitation.
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Other studies have shown a marked decrease inimitation
when DRO procedures are instituted. Baer et al. used DRO-30
sec with one subject and DRO-0, -20, -30, or -60 seconds
with the others. In this study imitation decreased signifi-
cantly. {owever, one subject required the use of DRO-0
sec before imitation decreased. Thereafter, DRO-30 and -60
seconds was effective.

Martin (1971) used DRO-0 sec to reduce imitation and
maintained the reduction with DRO-20 and -30 seconds.
Burgess, Burgess, and Esveldt (1970) found DRO-0 sec -5 to
-20 sec and -60 to -90 sec to be effective in reducing the
previously reinforced response. In one subject DRO-0 sec
was required to produce the initial reduction.

The results of the studies using DRO procedures to
reduce nonreinforced and reinforced responding clearly
suggest other variables may be operating, since the results
are inconsistent. DRO appears to be most effective with
imitative responses when reinforcement appears immediately
after the presentation of the stimulus, i.e., DRO-0 sec.
Whether this condition really constitutes DRO is question-

able, however, since the subject is not iven the opportunity
3 3 7

to perform any "other" behavior to be reinforced.
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Summary of the Reviewed Literature

From the studies reviewed it appears that the phenomenon
of generalized imitation is very strong and durable. The
"failure to discriminate'" explanations posited to account
for generalized imitation are descriptive of the phenomenon
but do not explain it. With the exception of Baer and
Sherman (1964), studies have failed to remove generalized
imitation as a function of manipulating the variables given
to account for it; then, contingent upon reinstating or
removing the variable, reproduce generalized imitation.

It is suggested here that such reversals are necessary in
order to demonstrate control over the phenomenon. On the
other hand, the baselines of generalized imitation may be
nonreversible. In such cases, the initial conditions of

the studies should first demonstrate differential responding.
The evidence presented in this review might suggest that

at present there is not sufficient information available

to permit such manipulation.

The studies suggesting social factors control gener-
alized imitation have shown that imitative responding can
be increased and decreased, but have failed to produce diff-
erential responding. Steinman and his associates have shown

that instructions to "Don't do it unless you get a bead for

doing it" have reduced nonreinforced responding to various
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levels. Martin has shown that instructions presented be-
fore each trial, such as "Don't do this," can influence
imitations as a function of whether or not reinforcement is
applied to some of the imitative behaviors, but his in-
structions were given prior to all behaviors modeled within
the session. Waxler and Yarrow gave instructions to '"Do
this'" differentially, but their results are inconsistent with
Martin (1972), and may have been a function of the number

and kinds of conditions presented.

Peterson and his associates have shown that imitative
responding decreases when the experimenter leaves the room
after modeling the behavior to be imitated. Smeets and
Striefel have shown that the results obtained may be at
least partially due to one other variable, the delay between
the modeled behavior and the opportunity to respond. Con-
tradictory evidence has been offered by Wilcox et al. who
suggest the experimenter's presence may not have any in-
fluence on responding.

None of the studies have tested the potentially dis-
ruptive and/or punitive aspects of the experimenter leaving
the room after modeling a behavior. None of the studies
have directly tested instructions presented differentially

before each imitative behavior. None of the studies have

tested the possibility that the subject responds on
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nonreinforced trials as a function of the length of the
intervals provided for the subject to respond. The DRO
procedures used to eliminate nonreinforced responding have
generally been unsuccessful unless DRO-0 sec was included,
or for two studies, when DRO was used in conjunction with
time out (Bufford, 1971) or fading (Epstein et al., 1873).
Further, studies have not directly tested the association
of the experimenter with reinforcement (Steinman & Boyce, 1971).
The conclusion of this literature review is that the
phenomenon of generalized imitation is not as yet clearly
understood. More research in a number of areas 1is necessary.
Future studieés, as suggested by virtually all past investi-

gators, must contain methods of isolating the social vari-

ables involved.
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STATEMENT OF THE PROBLEM

Studies attempting to determine which social stimuli
influence generalized imitation usually emphasize the pres-
ence or absence of the experimenter/model (Peterson et al.,
1971; Peterson & Whitehurst, 1971; Smeets § Striefel, 1973),
or instructions to imitate, e.g., "Do this" or "Say" (Par-
ton, 1970; Martin, 1972; Steinman, 1970a, 1970b; Steinman
& Boyce, 1971; Waxler & Yarrow, 1970). These studies found
that imitation is less likely when the experimenter leaves
the room after modeling a behavior. The studies suggest
imitation may be a function of real or implied instructions.

Factors apart from the absence of the experimenter may
have influenced the results; Peterson and Whitehurst (1971)
had to remind the subjects '"Remember, don't do anything until
I leave the room (p. 13)" when attempts were made to imi-
tate before the experimenter could leave. These instructions
could have had a suppressive effect on the subjects' re-
sponding beyond the planned delay. Smeets and Striefel
(1973) used an 8-second delay before imitation could occur
and found the delay functioned similarly to the experi-
menter-absent phase in the earlier studies in that imita-
tion of all behaviors decreased. Unfortunately, they

were unable to present experimenter-absent-no-delay con-

ditions, and they used no reinforcement contingent upon
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imitation. Therefore, what effect the delay in the absence
of instructions would have on imitation is not clear, es-
pecially when reinforcement is available for some imitations.

In these studies experimenters interacting with the
subjects outside the experimental situation could have in-
creased the demand characteristics noted earlier (Bandura,
1969; Bandura & Barab, 1971) by increasing the probability
that the experimenter became a setting event. Subjects in
Peterson and Whitehurst's study were reinforced for imi-
tating prior to the experimenter-absent phase. The experi-
menter may have become a discriminative stimulus for rein-
forcement and thus maintained imitative responding until
withdrawn. In their second experiment subjects were ob-
tained through their contact with subjects in the first
experiment, increasing the probability of communication
outside the experimental environment.

If the experimenter/model becomes a discriminative
stimulus for reinforcement, then his leaving the room could
function as a time out from positive reinforcement and his
return contingent upon not imitating could reinforce not
imitating. Considering these events tegether, it may be
that the subjects were (a) cued not to respond (indirectly

by the instructions to wait), (b) punished by the removal

of a positive reinforcer, (c) placed in time out by being
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left alone in the room, and/or (d) reinforced for behaviors
other than responding by the return of the experimenter.
The position of the present study is that a test of the
effect of the absence of the experimenter on generalized
imitation must: (a) eliminate the experimenter entering
and leaving the room during each trial, and (b) provide
reinforcement for correct responses when the experimenter
is absent. The present study accomplished this by presenting
behaviors to be imitated via videotape so no experimenter
was required in the room, and by having reinforcers deliv-
ered automatically by a token dispenser contingent upon the
correct imitation.of a reinforcible response.

According to the conditioned reinforcer (Baer § Sherman,
1964), intermittent reinforcement (Gewirtz & Stingle, 1968),
and failure to discriminate (Bandura, 1969) explanations,
if differential reinforcement is continued during the ex-
perimenter-absent phase, generalized imitation should con-
tinue as in the experimenter-present phase. According to
explanations for generalized imitation occurring as a func-
tion of instructions used (Steinman, 1970a, 1970b), sub-
jects should continue to respond during the nonreinforced
trials unless instructed to do otherwise. However, if gen-

eralized imitation is a function of the presence of the ex-

perimenter (Peterson & Whitehurst, 1971), then differential
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responding, or no responding at all, could occur during the
experimenter-absent phase. The present study directly tested
this last Inference.

Martin (1972) instructed subjects "Don't do this" be-
fore each modeled behavior for some sessions and '"Do this"
before each modeled behavior on other sessions. 1In some
conditions no imitative behaviors were reinforced. What
effect the differential instructions would have in the ab-
sence of the experimenter and with consistent differential
reinforcement within sessions is not clear.

The present study extended the past research in a
number of ways. The first experiment tested the effects of
the presence or absence of the experimenter apart from the
potentially disruptive effects of entering and leaving the
room. Since the presence of the experimenter may serve as
a discriminative stimulus for the instructions given to
subjects, whether instructions are real or implied, the
second experiment evaluated the effect of the experimenter's
presence on instructions by presenting the modeled behaviors
to subjects without instructions and without the experi-
menter present. Both experiments tested the effects of
differential reinforcement in the absence of the experi-

menter. Experiment 3 extended Martin's (1972) by giving

differential instructions within the same sessions 1..€es
3 3
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"Tt*'s 0K to do this, but don't de this.'"  Further, the
effects of congruent and incongruent instructions,combined
factorially with differential reinforcement was tested.
Finally, all three experiments minimized social influences
both within and outside the experimental environment by
using different experimenters who did not interact with the

subjects in the experimental room, and by using subjects

who did not know or interact with each other in the diff-

erent experiments and conditions.
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GENERAL METHOD

Since Peterson and his associates found that imitation
decreases when an adult model does not remain in the room,
it is possible that generalized imitation will not occur in
the absence of the experimenter, even when the same rein-
forcement contingencies remain in effect. The task of the
first experiment in this study, therefore, was to demon-
strate that generalized imitation could be produced with
the use of video equipment. Second, the experiment deter-
mined whether generalized imitation would continue in the

absence of the experimenter.
Subjects

Ten children with no known behavioral or intellectual
deficits were selected to participate in this study. The
subjects were selected from the families of friends or rel-
atives of students within the Department of Psychology at
Utah State University. One exception was the daugther of
a new secretary. None of the children had participated in
research, nor had they been exposed to the Human Behavior
Laboratory at Utah State University prior to this study.
Table 1 shows the age, sex, and experimental participation

of each subject. Upon arrival at the laboratory each sub-

ject was taken to the child care room where they were able
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to see the toys and candy they would later be able to pur-

chase with tokens.

Table 1

Subject Characteristics and Assignments

Nonreinforced

Subject Age Sex Experiment Lever
S11 8-7 M 1 D

§1.2 5-10 M 1 C

S13 6-0 F 1 B

$31 7-11 F 1 aiil
S32 7-9 F 1 all
S33 7-4 M 1 A

521 7-3 F 2-3 B & D
522 7-2 F 2-3 B § C
523 6-6 F 2-3 A& D
S24 7-9 F 2-3 A § C

Experimenters

Three experimenters were used to conduct the experiment.
Experimenter 1 was in the experimental room with the subject
to deliver instructions and to provide the experimenter

presence. This experimenter was a female in Experiment 1

and a male in Experiment 3.
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Experimenter 2 operated the equipment in the control
room. This responsibility included loading appropriate
programs into the computer, setting the VTR tapes, and ob-
taining printouts and other data for each subject.

Experimenter 3 had the responsibility of picking up
subjects and watching them while they waited prior to or

after participating in the experimental sessions.

Apparatus-Control

The control room housed a PDP/8L computer and expander
console interfaced with electro-mechanical equipment. A
large enclosed metal cabinet housed a control video monitor
Sony CVM-950, which allowed the experimenter to observe the
same modeled response the subject was seeing.

A Sony AV-3400 Videocorder (VTR) was housed inside the
cabinet. Power to the VTR was supplied through a Sony
AC-3400 power adapter. A remote control box located in the
cabinet contained a relay and 120-volt plugs allowing the
computer to operate the relay, thereby turning the VTR on
and off remotely.

The electro-mechanical rack contained four Grason-
Stadler, Model E3700A, counters. These recorded the number

of responses on each of the four levers independent of the

computer recording of the responses.
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Apparatus—Experimental

Figure 1 shows the apparatus used by the subjects in
this study. It was located in an experimental room in the
Human Behavior Laboratory of the Psychology Department at
Utah State University. The room had one door and a one-way
observation window. Furniture consisted of a desk and two
chairs. The desk held a black plywood console (Figure 1).

The console was 35-1/2 inches wide, 15-1/2 inches deep,
and 26 inches high. Four chrome-plated steel levers, 5-3/8
inches long, fit through slots in the front of the console,
and were spaced 5-3/8 inches apart. Each lever allowed for
only one of the following topographies--either a push, pull,
1lift, or depress movement.

Mounted above the levers was the subject's monitor which
presented the modeled response to the subjects. The upper
portion of the front of the monitor compartment was re-
cessed and contained an opening covered by clear plexiglas
which allowed the subject to view the entire monitor screen
inside. On the left was a remote control switch that allowed
the experimenter to start and stop the VTR from the experi-
mental room. To the right of the monitor was a green 28-
volt pilot lamp and a nonfunctional switch.

The subject monitor was a Sony Video Monitor CVM-950.

This monitor presented the modeled behaviors to the subject

from the videorecorder in the next room.
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On the right side of the monitor and levers was the
token dispenser. The front slanted portion was hinged at
the top to form a 1id secured by a hasp and padlock. The
dispenser extended forward 6-1/2 inches beyond the front
of the other two consoles.

The interior housed a Gerbrands model G5405 dispenser.
When operated, the dispenser delivered a token into a com-
partment in the left front of the console. The left out-
side wall of the console was open and covered with plexi-
glas to allow the subject to see the tokens he had acquired.
The interior of the token area was lighted by a white 110-
volt pilot lamp. Above the plexiglas opening was a white
28-volt pilot lamp that flashed when the dispenser oper-
ated to deliver a token.

The cover on the dispenser console made possible the
dispensing of tokens on appropriate trials, yet did not per-
mit the subject to play with them as young subjects often

do during an experiment.

Stimulus Material

Each trial was ten seconds in length. The behavior
to be imitated was modeled during the first 3-1/2 seconds
of the interval. There were four behaviors modeled:

(a) pushing a lever, (b) depressing a lever, (c) pulling

a lever, or (d) lifting a lever. Each stimulus (modeled
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response) consisted of a view of a single lever from the
left and above the model. No other levers were visible.
The model's right hand, on the videotape, grasped the lever
and made the response. Only a Caucasian right hand was
seen. The model's hand presented no other cues to age,
sex, Oor social variables.

Following the modeled response the subject had the
rest of the ten-second interval to respond. By the time
the behavior's topography had been revealed to the subject,
i.e., the hand on the tape made a downward, outward, inward,

or upward movement, the computer was set to read the sub-

ject's input from the lever.

Presentation Order

All possible combinations of the four behaviors were
determined. This yielded 24 blocks of four modeled re-
sponses. Each block was then randomly assigned a number
from 1 to 24, using a table of random numbers. The 24
blocks were then placed in random sequence using the table
of random numbers. This procedure yielded a sequence of

96 modeled behaviors with each behavior being performed

(o))

at least once every seven trials, and no more than twice

in succession.

The table of random numbers was again used to determine

the starting point in the series of modeled responses.




From that point the 96 numbers were recorded in sequence,
with the first eight responses repeated at the end of the
sequence, yielding 64 random starting points in the tape
where a session could begin.

The sequence of responses was recorded on Sony black
and white videotape using a Sony AV-3400 Videocorder and a
Sony AVC-3400 camera. After the stimulus sequence was re-
corded, the call tone from a Lloyd's 100 mw walkie talkie
(model 8A22J, operating on CB Channel 9) was used to record
tones on the videotape. The number of tones corresponded
with the behavior being modeled: A-1, B-2, C-3, or D-4,
The tones operated a voice-operated relay (Grason-Stadler
model E7300A-1) which allowed the computer to determine

which stimulus, defined by the number of tones, was pre-

sented to the subject.
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EXPERIMENT 1

Method

Subjects
Subjects 11, 12, 13, 31, 32, and 33 from Table 1 par-

ticipated in Experiment 1.

Experimenters

The experimenters described in the General Method

section conducted this experiment.

Subjects were presented the four modeled responses
individually. Imitation of three of the behaviors was re-
inforced with tokens. Imitation of the fourth response
was never reinforced. The nonreinforced response was ran-
domly determined for each subject with the stipulation
that the nonreinforced response differ for each of the four
subjects.

Experimenter 1 was present during the initial imita-
tion sessions. After stable responding occurred, three
subjects received reinforcement contingent upon imitation
of three modeled behaviors and no reinforcement for imi-

tation of a fourth. Three other subjects received non-

contingent reinforcement. These reinforcement conditions




were manipulated concurrently with conditions in which the

experimenter was present or absent.

Procedure

Experimenter present. Each subject was brought into

the experimental room and seated facing the apparatus.
The experimenter, seated to the left of the subject, began
the session by reading the following instructions:
[Subject], there are four levers in front of you.
This one moves up; this one pulls out; this one
moves down; and this one pushes in.
The experimenter demonstrated each action as it was described.
Now, watch the TV screen, and you will see how you
can get some of the tokens you can use to buy some
of the candy and toys you saw in the other room.
Now, watch the TV screen, and I will show you what
to do.
The VTR started, and the first behavior was modeled; then
the VTR stopped. The experimenter said:
See the green light?
The experimenter pointed to the monitor lamp and said:
When this light is on, I can move a lever.
The lever was manipulated, the dispenser operated, a token
was delivered; and the experimenter asked:

See the tokens in the window?

The experimenter pointed to the token compartment in the

dispenser console and said:




The tokens will fall in there, and after we are

through I will take them out and give them to you.

Now, it's your turn. Watch the screen.
The VTR started. The next behavior was modeled, the VTR
stopped, and the subject was asked:

Now, see, the light is on. Can you get a token?
If the subject performed the behavior, the session went on.
If the subject did not perform the behavior, the experi-
menter guided the subject to the lever. Upon a correct
imitation, the dispenser operated and a token was delivered.
The experimenter then said:

Very good, [Subject]. You earned a token. Now let's
see if you can get some more.

After the first four trials control of the VTR was
switched back to Experimenter 2 in the control room. Ex-
perimenter 2's control of the VTR prevented the subjects
from starting and stopping the stimulus presentations. It
was accomplished by closing a switch in the control cabinet.
The VTR started remotely and continuously operated through
the rest of the session. Further conversation with the
subject was discouraged except for instructions at the
start of each trial to "Do that" while the experimenter
pointed to the TV screen.

The first three behaviors, one imitated by the experi-

menter and two imitated by the subject, were always rein-

forced responses in the first session. A nonreinforced




response was not shown until the fourth trial or later.
Each time the subject correctly imitated a response to be
reinforced, a token dropped into the dispenser compartment
and the dispenser light flashed. When the subject imitated
a nonreinforced behavior, there was neither a token nor the
dispenser light. At the start of each trial the experi-
menter watched the monitor, and at the time the model
started to make a response the experimenter told the sub-
ject, '"Do that," or "Now, do that" while pointing to the
monitor. The session continued until the subject received
40 trials. Then the VTR was turned off by the computer;
the session ended, and the subject and Experimenter 1 re-
moved the earned tokens from the dispenser console. The
subject was then escorted into the playroom and permitted
to buy either toys, trinkets, soft drinks, candy, or save
all or part of the tokens to buy larger toys. Exchanging
tokens for the reinforcers was never carried out by the
experimenter who was present during the sessions.

At the second session the subject was asked, '"Do you
remember what we did yesterday?'" If the subject answered
negatively, the experimenter said, "We earned some tokens
by moving these levers. Let's see if we can earn some more."

The VTR started, and the session was the same as the

day before, except the experimenter did not make the first
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response. On the first trial a behavior was modeled whose
imitation was reinforced. Thereafter, and on subsequent
sessions, no attempt was made to control which trial material
was presented first. That is, the first response may have
been a nonreinforced response. The sessions could start

any place in the sequence of the modeled stimuli on the
videotape. The only requirement was that the subject be
shown 40 trials.

Subsequent sessions ran for 40 trials regardless of
the number of tokens earned. Each subject could earn a
maximum of 31 tokens, and a minimum of zero. If each be-
havior presented on the monitor was correctly imitated, the
subject earned from 29 to 31 tokens, depending on the place
the subject started in the stimulus sequence.

These sessions continued until the subject had com-
pleted four consecutive sessions exhibiting generalized
imitation or three consecutive sessions of differential
responding. The criterion for generalized imitation was
defined as correctly imitating nonreinforced responses at
a rate of 10 percent or less deviation from the average
percent of imitation on the other three response levers,
The criterion for differential responding was imitating
20 percent less on the nonreinforced levers than the aver-

age percent on the other reinferced levers. The rate between

10 percent and 20 percent was defined as a lack of stimulus
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control, and those rates were recorded for each subject.
No subject responded within that range for an entire
session.

Experimenter absent. ‘After the subject reached the

criterion specified in the Experimenter-Present phase, the
experimenter was no longer present during the session. Be-
fore the Experimenter-Absent sessions, the subject was told
by Experimenter 3:

Today [Experimenter 1] will not be with you, but we

would like you to work by yourself. I will be back

in 6-1/2 minutes when you are through, and give you

your tokens.
The VTR was started, and the experimenter left the room.
Control of the VTR was immediately returned to the control
room.

When the session ended, Experimenter 3 returned to the
room, removed the tokens for the subject, and returned him
to the playroom. Sessions continued until one of the cri-

terion specified earlier was met.

Experimenter present--noncontingent reinforcement,

When the subjects reached criterion during the Experimenter-
Absent phase, .the Experimenter-Present phase was reinstated
for one subject.  This time, however, reinforcement was not
contingent on the subject's performance, and no instructions

were given, In this condition Experimenter 3 gave the sub-

ject 30 tokens prior to the commencement of the experimental




sessions. The token dispenser did not operate during these
sessions. This noncontingent reinforcement remained in
effeet for three sSessions.

Two additional subjects were started with this con-
dition as their first experimental condition.

Experimenter absent--noncontingent reinforcement.

Subjects 13, 33, 31, and 32 were then exposed to honcontin-
gent reinforcement conditions with no experimenter in the
room. All six subjects had started the experiment with an
experimenter present. One other, Subject 14, started the
experiment, but due to many absences and an inability to
perform one response (she couldn't push lever "A" in all

the way), she was terminated, and her data are not reported

here. She was 4 years old.

Results

A correction procedure was usedin this study which
allowed subjects to respond on a trial and be reinforced
for an imitation after prior nonimitative responding. This
correction procedure was employed for two reasons. First,
the subjects could learn which responses on which lever
would be reinforced, and increase their chances of learning
which lever was not associated with reinforcement. Second,

the correction procedure allowed the subject greater oppor-

tunity to respond differentially to the modeled response
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because the subject could make an error on the first re-
sponse and still receive a reinforcer for a subsequent
correct imitation. The position taken in this study 1is

that the correction procedure more closely resembled imi-
tation in the natural environment where an imitation does
not have to occur immediately after the modeled behavior in
order to be reinforced. However, this condition raises

the question of the data of Experiment 1 being artifactual
if subjects were employing strategies not under the control
of the modeled response. For example, the subject could
respond on all levers until the correct one was found (see
"Acquisition of the Imitative Response'" section, p. 68).
However, only the first response following the modeled
response was used to measure imitation. Since a trial could
end either without an imitation or with no response at all,
there was no chance of artifactuality. In addition, obser-
vation of the subjects' performances indicated that subjects
did not attempt search strategies beyond the first or second
session. Therefore, the data were not artifacts of the

equipment design.

Summary of the Results of Experiment 1

The major task of Experiment 1 was to demonstrate that
generalized imitation could be produced using the video

equipment, and thereby, provide greater control over social

influences on generalized imitation.




For all subjects in Experiment 1, generalized imitation
was produced quickly and maintained thereafter (Figure 2).
The ordinate depicts the percent of imitations on the first
response following the modeled behavior. A reduction in
the percent of imitation could be a function of either an
error (nonimitation) as the first response, or a failure
to respond.

Which response lever was nonreinforced was not im-
portant in this study because nonreinforced imitation was
maintained on each lever across subjects. Of particular
interest, however, was the fact that subjects performed
the nonreinforced imitation (X = 97.83%; R = 80-100) with
better accuracy than they performed the reinforced imitation
(X = 91.63%; R = 60-100). These data are from the first
experimental condition and more closely approximated each
other during the Experimenter-Absent condition (SDQ = 93.147%;
R = 83-100; S®X = 93.33%; R - 70-100).

A second task of Experiment 1 was to determine whether
or not the presence of the experimenter had significant
control over generalized imitation. Subjects continued to
perform nonreinforced imitation in the absence. of. the ex-
perimenter as long as some of the imitations were reinforced.

However, when reinforcement was not contingent upon imi-

tation and the experimenter was not present, all imitation

decreased, including imitation that had previously been
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reéinforced, d4s shown by Subject 33 in Figure 2, The sub-

jects in Figure 3 and Subject 33 in Figure 2 show the pres-
ence of the experimenter was sufficient to cause imitation
to occur even when reinforcers were not provided contingent
upon imitation.

A third task of Experiment 1 was to determine if in-
structions to "Do that" were necessary in order for gener-
alized imitation to occur. The data of Subject 33 suggest
instructions were not necessary., It is clear from all sub-
jects that once instructions were used, it was no longer
necessary to continue them in order to maintain generalized
imitation, and three subjects produced nonreinforced imi-
tations entirely without the use of '"Do that'" instructions.

Subjects 31, 32, and 33 who were not given contingent
reinforcement and who did not have an experimenter present,
decreased imitative responding. Therefore, the experimenter

probably served as a discriminative stimulus for reinforcement.

Results of Individual Subjects

Acquisition of the Imitative Response

Observation of the subjects during the first sessions
of the experiment showed a search strategy used by all sub-
jects while learning the lever movements. This strategy

consisted of attempts by the subjects to move each lever in

the direction modeled. The observed response topography
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was attempted on each lever in turn until the one producing
imitation was found. For example, when a depress movement
was modeled, the subjects attempted to depress each lever
until they found the one that depressed. At that point the
subject stopped until a new behavior was modeled.

In Experiment 1 three subjects employed a left-to-right
search pattern, one used a right-to-left pattern, and two
others used a random approach. All but Subject 13 ceased
observable search strategies during the first session and
Subject 13 ceased the strategy early in the second session.
However, Subject 13 developed a form of superstitious be-
havior that occurred on one to three trials per session.

On these occasions when the lever "A'" response was modeled,
the subject would make the lever B (depress) response fol-

lowed by the lever A (push) response.

Experimenter-Present--Instructions

As shown in Figure 2, each of the three subjects de-
veloped and maintained generalized imitation in the presence
of the experimenters. There was little difference in per-
formance between Subjects 11 and 12, with Subject 11 showing
better than 90 percent accuracy on all levers. Subject 12
took longer to develop accuracy, but after two sessions

produced accuracy above 90 percent on all sessions. Sub-

ject 13 had the most difficulty developing stable responding
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Analysis of the errors show this was primarily due to errors
on levers A and B, discussed above. During the first seven
sessions, the BA search strategy was used on 11 of the 70
trials presenting the lever A response to be imitated.

All three subjects in the Experimenter-Present--
Instructions condition were 100 percent accurate in non-
reinforced imitation after the first session, whereas the
same subjects were less than 100 percent accurate in re-
inforced imitation.

To test the need for instructions in developing gen-
eralized imitation, Subject 33 began with the Experimenter-
Present--No Instructions condition. This subject also pro-
duced and maintained generalized imitation, thereby ques-

tioning the need for instructions to "Do that'" before each

modeled response.

Experimenter-Absent--No Instructions

Subjects 11, 13, and 33 continued generalized imitation
with accuracy comparable to that in the presence of the
experimenter. Subject 12, however, showed a greater ten-
dency to explore, and, during his free time, attempted to
disassemble the equipment. Even with his nonattending, no
session showed a difference in accuracy between reinforced

and nonreinforced imitations greater than 20 percent. Sub-

ject 12 was the only subject who produced more errors on




the nonreinforced imitations than on the reinforced imi-
tations during this condition.

Subject 11 and 12's experimental participation was
terminated by their parents before reversals could be
attempted. Subjects 13 and 33 continued, and Subjects 31
and 32 were added.

Experimenter-Present--
Noncontingent Reinforcement

(9p]

ubject 13 was exposed to the Experimenter-Present
condition for the second time. However, this time the sub-
ject was given the 30 tokens before the session commenced.
With the experimenter present the subject's accuracy on
the previously nonreinforced imitation returned to 100 per-
cent, while accuracy on the previously reinforced imitation
continued to fluctuate. The response protocol showed errors
to be due to her aforementioned response strategy.

Subjects 31 and 32 were started under this condition.
Both began imitating with accuracy at about 90 percent to
95 percent. On Session 4, Subject 32 attempted to converse
with the experimenter, but was ignored. During this session
there were nine failures to respond and three errors. The

imitation levels of these two subjects were comparable to

the Experimenter-Present conditions in the first four subjects.
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Experimenter-Absent--
Noncontingent Reinforcement

Subject 13 was then exposed to the Experimenter-Absent
condition with noncontingent reinforcement. The subject
continued her former pattern, and in addition, made a few
errors on lever C. No pattern was evident on trials in
which lever C was correct. Without the BA response strategy,
Subject 13 would have been accurate about 90 percent for
all imitations.

Since there was no difference in accuracy of imitation
when the experimenter was present and the experimenter ab-

sent, Subject 33 was switched directly from the Experimenter-

s
Absent condition to the Experimenter-Absent--Noncontingent
Reinforcement condition. Imitations on the four levers

were equally accurate during the remaining sessions, even
when overall responding decreased. During the final sessions
of the noncontingent reinforcement condition, Subject 33
explored the experimental room.

Under this condition, Subject 31, shown in Figure 3,
continued a high level of imitation for four sessions before
decreasing responding. Subject 32 reduced imitation immed-
iately to less than 40 percent imitation. The reduced imi-‘
tation for both subjects was the result of failures to

respond rather than errors in imitation. The pattern of

responding near the end of the condition for both subjects

was responding on clusters of three or four trials with no
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responding during the rest of the sessions,

Both Subject 31 and 32's participation was terminated
by their respective parents before reversals could be im-
plemented.

Table 2 illustrates the percentage of non-imitations
due to Yfailure! to respond, and to Yerror," i.e..ilan in-
correct response as the first response. The percentage of
total non-imitations changed little when the presence and
absence of the experimenter was manipulated during differen-
tial reinforcement. However, absence of the experimenter
under noncontingent reinforcement conditions produced a
comparatively large increase in failures to respond.

The change from Experimenter-Present to Experimenter-
Absent under contingent reinforcement produced an increase
in errors in all subjects. Subject 13, on the other hand,
decreased errors when the experimenter was again present
under noncontingent reinforcement conditions, and increased
errors when the experimenter was again absent. The other
three subjects showed no significant increase in errors
when the experimenter's presence and absence was manipulated
under conditions of noncontingent reinforcement. Table 3

shows the data further divided into non-imitation on rein-

forced and nonreinforced levers.
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Table 2
Exrror Analysis for

5 a
Experiment 1

Contingent Noncontingent
Reinforcement Reinforcement
E Present E Absent E Present E Absent
Fail” 0% 1%
°11
= & 7 0 0
Error 1.25% 3%
B Fail 2% 2%
217
Error 2% 8%
S Fail 1.25% 1.25% 0% 1.7%
13
Error 5.8% 7.5% 5% 10.0%
S Fail 9% 20.6%
55
Error 0% 3.5% a3

;. . " TR, : :
Session 1 was considered an acquisition session, and 1s
not included in the data of Table 2.

bFail = Failure to respond.

C s < :
Error = Nonimitative first response.

\




Table 3
Error Analysis of Reinforced and Nonreinforced

e : . a
Nonimitations for Experiment 1

dontingent Reinforcement Noncontingent Reinforcement
E Present E Absent E Present E Absent
RD N R N PR PN PR PN

Fail 0 0% 0 0% 2 1..3% 0 0%
Sl‘

Error 3 15i7i% 0 0% 6 4% 0 0%

Fail 4 2.7% 0 0% 1 1% 1 2%
S12

Error 4 2.700 0 Ogo 10 6.706 6 1290
! Fail 3 1.7% 0 0% 1 6% 2 8.3% 0 0% 0 0% 2 2.+5% 0 0%
B3

Exrror 14 7.8% 0 0% 18 10% 0 0% 6 7 5% 0 0% 12 15% 0 0%
S Fail 0 0% 0 0% 0 0% 0 0% 56 20,7% 18 202
5%

Error 0 0% 1 3.3% 4 2.7% 3 6% 9 5:3% 3 3%

a ! : ey L EX - : : .
Session 1 was considered an acquisition session and is not included in the data of
Table 3.

b

R = Reinforced; N = Nonreinforced; PR = Previously reinforced; PN =
nonreinforced.

Previously

VL
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Discussion

Restricting Social Influences

The primary purpose of Experiment 1 was to determine
whether video equipment would produce generalized imitation
comparable to that produced in studies using live models.
There are a number of points at which comparison to the 1lit-
erature achieves this assessment.

The use of video equipment to present the behaviors to
be imitated is very important in the investigation of non-
reinforced imitations for it permits a larger degree of con-
trol over the social variables which have so frequently been
cited as an extraneous influence on generalized imitation.

Throughout this experiment attempts were made to min-
imize extraneous social influences and allow for the isola-
tion of the social variables to be manipulated. To evaluate
social controls the subject should have the opportunity to
respond solely under the influence of the immediate environ-
ment. One method of achieving this isolation was to have
:xperimenter 1 who was present in the experimental room re-
main as neutral to the subjects as possible by not inter-
acting with subjects unless required by the experimental
procedures, or to insure the safety of the subject. This
neutrality was achieved by having an experimenter who had

no other contact with the child outside the experimental

room. In addition, reinforcers were machine delivered,
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leaving a minimal association between the experimenter and
reinforcement. The adult who picked up the children daily
and brought them to the laboratory and the adult who was

responsible for the subjects in the laboratory playroom were

-~
B

ept as independent of the experimental setting as possible,
and were the only ones to interact with the children outside
the experimental room. At no time were these adults told
which experimental condition was in effect with which sub-
ject, although that was often easy to determine. The adults
were coached in possible responses to questions asked by the
subjects regarding the experiment whichwould have the least
detrimental effect on the experimental design.

The video presentation was designed to minimize social
cues as much as possible. The response to be imitated was
modeled by a Caucasian right hand. Attempts by graduate
students to identify other characteristics about the model
such as age, sex, physical characteristics, etc. were un-
successful, and the hand, therefore, assumed to be as neu-
tral for the subjects as possible. The video tape allowed
for uniform delivery of the modeled responses across sub-
jects and sessions, ‘and the interpersonal relations be-
tween Experimenter 1 and the subject were held as constant
as possible.

Even with these attempts to control social influences

there were many which continued to influence the subjects.




For example, the child had to be transported to the labora-
tory playroom. The children knew they were being brought
there for a reason. Their parents approached them and asked
if they would be willing to go to the laboratory. The child-
ren also learned, except for Subjects 31 and: 32, that the
experimental room was a place where they could earn tokens

to purchase the candy and toys in the laboratory store. In
addition, the experimental room was special because their
activities in the playroom would be disrupted while they

were taken to the experimental room.

Other social influences that could be controlled were
those directly manipulated in association with the experi-
mental process, such as an adult being in the room saying,
"Do this," modeling a behavior, and giving the subject a
token, bead, candy, trinket, or social reinforcement such
as "very good.'" In other studies, the same experimenter
solicited, transported, and cared for the subjects, in
addition to acting as the model. Control of these social
variables is especially important in studies using extinction

where subjects frequently terminate themselves.

Experimenter Presence

Past studies producing generalized imitation have typi-
cally used an adult to model a behavior to be imitated while

saying "Do this," and for some of the imitations the child

was reinforced, while for other imitations the child was not
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reinforced. In these studies, when generalized imitation
occurred, determining why the child continued to imitate was
difficult for a number of reasons. For example, the child
may have continued to imitate (a) because the adult said,
"Do this," (b) because the imitation was reinforced '"some-
times" while the other times the adult '"forgot," (c) because
the child did not discriminate reinforced from nonreinforced
imitation, or (d) because of some combination of the above.
It is clear from Figure 1 that generalized imitation
was quickly produced using an experimenter present and in-
structions to "Do that." These results are consistent with
the literature using similar experimental conditions. With
generalized imitation established it was then possible to

begin manipulation of the experimental variables.

Experimenter Absent--No Instructions

The second stage of the experiment was to remove the
experimenter in an attempt to replicate the research of
Peterson and Whitehurst (1971) who found a decrease in
imitation when the experimenter modeled a behavior, then
left the room before the child could imitate. The subjects
in this study continued to respond in the absence of the
experimenter, and the absence of "Do that" instructions.
This finding is not consistent with the findings of Peterson

and Whitehurst. There are two important differences between

their study and the study reported herein. In the present
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study differential reinforcement continued even though the
experimenter was absent, while in Peterson and Whitehurst's
study there were no reinforcers available for any imitation,
Secondly, the experimenter in the current study did not
model any of the behaviors to be imitated, while the experi-
menter in Peterson and Whitehurst's study modeled all the
behaviors. Third, the experimenter in Peterson and White-
hurst's study entered and left the room after each trial
while there were no such disruptions in this study.

The results of the Experimenter-Absent conditions sug-
gest that the presence of the experimenter is not necessary

in order for nonreinforced imitation to continue when diff-

erential reinforcement is available for imitation.

Instructions

Another variable manipulated concurrently with the
presence and absence of the experimenter was the use of the
trial instructions to "Do that." When the Experimenter-Absent
condition was introduced, no "Do that" instructions were
used. The performance levels of Subjects 11, 12, and 13
suggest "Do that'" instructions are not essential to maintain
generalized imitation.

Subjects 31, 32, and 33 more directly tested the need
for "Do that' instructions, as such instructions were omitted

from those subjects' initial Experimenter-Present conditions.

The performance of all three subjects was not different
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from that of the other subjects under Experimenter-Present
with Instructions, and, thereby, demonstrated that it was
not necessary to utilize instructions to develop generalized

imitation, or maintain it.

Noncontingent Reinforcement

In order to test the influence of differential rein-
forcement on maintaining nonreinforced imitation, and to
extend the study of Peterson and Whitehurst, Subjects 13
and 33 received noncontingent reinforcement after they
failed to produce differential responding in the absence
of the experimenter. Subject 14 had the Experimenter-
Present condition, while Subject 33 continued with Experi-
menter-Absent condition. Subject 13 showed a slight in-
crease in performing the nonreinforced imitations with the
Experimenter-Present. When the Experimenter was again
absent, the performance of previously reinforced imitations
decreased an average of 10 percent, while performance of
previously nonreinforced imitations showed no decrease at
all. Subject 33, on the other hand, showed a gradual re-
duction in all imitation until responding was functionally
extinguished following Session 16.

The specific influence of the presence or absence of
the experimenter is not clear from the data of these two

subjects. Clearly, the experimenter did not have to be

present in order for generalized imitation to be maintained
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when reinforcement was contingent upon 1imitation of some

of the modeled behaviors. However, one interesting aspect
of this study was that performance of nonreinforced imi-
tation under differential reinforcement conditions was gen-
erally higher than performance of reinforced imitation
(Table 3), both in the presence and absence of the experi-
menter. Possibly the experimenter's presence serves to
maintain all imitation in the absence of reinforcement,
i.e., the experimenter is a setting event for imitation.
This explanation is supported by Subject 33, whose perform-
ance decreased in the experimenter's absence with noncon-
tingent reinforcement. When positing this explanation one
must also consider that control by reinforcers is stronger
than control by social influence, at least under some
conditions.

Subjects 31 and 32 were used to test control by social
influence. Both received noncontingent reinforcement while
the presence and absence of the experimenter was manipulated.
If social control by the experimenter's presence is second
to that of differential reinforcement, then both subjects
should decrea;e their level of imitation in the Experi-
menter-Absent condition as compared to the other four sub-
jects in this experiment who received differential rein-

forcement in the experimenter's absence. Figure 1 shows

that imitation decreased for both subjects.




Error Analysis

The data presented in Table 2 suggest that decreased
imitation in the absence of the experimenter during diff-
erential reinforcement was due to an increase in errors
in imitation. This difference was quantitatively minor in
the present experiment. However, under noncontingent rein-
forcement conditions, experimenter absence led to increased
failure to respond. Subjects under this condition per-

rmed as if in a period of extinction. Further support

()
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r this hypothesis is given by the difference in performance
between Subject 33 and Subjects 31 and 32. Subject 33, who
had a longer reinforcement history, took longer to extin-
guish, The data of these three subjects suggest the past
history of the subject must be considered in studies of
generalized imitation and nonreinforced responding (Draper,
1976).

The question arises as to why subjects exposed to diff-
erential reinforcement responded more accurately on nonrein-
forced trials than on reinforced trials, That the phenomenon
is coincidentgl is questionable., All subjects exhibited
the behavior on different levers, and across all conditions.
That the phenomenon was due to the social influences of the

experimenter's presence is also questionable, since it

occurred in most subjects in the absence of the experimenter.
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Speculatively the phenomenon occurred because the non-

sinforced response became '"different'" from the others. It

s the only nonreinforced response. The subject might

yen have attended more carefully when that response was

deled. Subject 33's performance supports this, since the
enomenon disappeared under noncontingent reinforcement

mditions.
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EXPERIMENT 2
Method

While the data from Experiment 1 demonstrated that
generalized imitation can be maintained without the presence
of the experimenter, and can be developed and maintained
without the use of '"Do that" instructions, the design did
not make clear whether the presence of the experimenter was

necessary for generalized imitation to develop in the first

In addition, while trial instructions to '"Do that"
were not essential, general instructions prior to the ini-
tial sessions were still employed. Perhaps these instruc-
tions inferred the behavior desired by the experimenter.
Experiment 2 was designed to answer these two questions,

In Experiment 1 three of the four imitations were re-
inforced. Perhaps additional trials and only two of the
four responses reinforced would be more likely to facili-
tate discrimination and produce differential responding.
This condition, plus additional cues, would more directly
test Bandura'; "Failure to Discriminate'" hypothesis. For
example, a cue differentiated by the plane of movement is

available, e.g., levers A and C moved on a horizontal plane,

in and out, push and pull. Levers B and D moved on a vert-

ical plan, down and up, depress and lift. Second, a spatial
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cue is available. A subject could be reinforced according
to the location of the lever. For example, the two on the
reinforced, while the two on the right were not, and

vice versa; or, the outside levers might be reinforced while

the two in the middle were not.

Subjects

Subjects 21, 22, 23, and 24 from those described in
Table 1 participated in Experiment 2. Participation time
was increased to 10 minutes per session, while the ratio

of reinforced trials to nonreinforced trials was reduced.

Experimenters

The same experimenters in Experiment 1 also conducted

this experiment.

Procedure

In this experiment the subjects were presented the
same modeled behaviors as in Experiment 1. However, in
this experiment only two of the four behaviors were rein-
forced, and two were not reinforced. The subjects received
60 trials producing 10-minute sessions.

Experiment 2 also differed from the first experiment
in that subjects were placed in the experimental room after

exposure to the reinforcers in the playroom, and instructed:

Your tokens will fall in here. %11 “be back 'in: 10
minutes and give them to you.
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The experimenter pointed to the token dispenser window while
giving the instructions. No other instructions ox gestures
were given. The experimenter left the room and the VTR was
started from the control room. After 10 minutes the experi-
menter returned, opened the dispenser, and removed any tokens
the subject had earned. Interaction with the subject was

as neutral as possible. The subject was then returned to

the playroom.

Sessions were continued daily until the subject had
responded differentially for five sessions under the cri-
teria in Experiment 1, or until the subject had produced
generalized imitation for ten sessions under the criteria

in Experiment 1.

Apnaratus

The same equipment used in Experiment 1 was used in

Experiment 2.

Stimulus Material

The same stimulus material used in Experiment 1 was

used in Experiment 2.

Lever Assignment

Subjects were assigned two of the four levers as levers
that produced reinforcement, while the other two produced

no reinforcement. The assigned levers were paired according

to two major cues. The first cue was differentiated by the




87

plane of movement, in and out versus up and down, and second,
a spatial cue was given by the location of the levers.
Subjects were assigned levers according to these addi-
tional cues as follows: Subject 21 was reinforced on levers
A and C (in and out), and not on B and D (up and down) . Sub -
ject 22 was reinforced on levers A and D (outside levers),
and not on B and C (inside levers). Subject 23 was rein-
forced on levers B and C (inside levers), and not on A and
D (outside levers). Subject 24 was reinforced on levers

B and D (down and up), and not on A and C (in and out levers).
Results

A correction procedure was employed in this study as
in Experiment 1 which allowed subjects to respond on a
trial and be reinforced for an imitation after a prior non-
imitative response. The data reported in this study are

the first response following the presentation of the modeled

response.

Summary of the Results of Experiment 2

The major task of Experiment 2 was to demonstrate
that generalized imitation could be produced without an
experimenter present, and without instructions to "Do that"

or instructions explaining how to obtain reinforcers. Gen-

eralized imitation was produced in all four subjects, though




88

not as quickly as in Experiment 1. The generalized imi-
tation was stable over sessions (Figure 4). Throughout
Experiment 2, reinforced and nonreinforced imitations oc-

curred a similar percentage of the time.

Acquisition of the Imitative Response

Subjects in this experiment typically demonstrated
more exploratory behavior by looking over the equipment,
watching the video presentation, sitting down, and then
using the search strategy of responding on each lever.
Subject 21 was the exception. She sat down and began the
search strategy immediately. Subject 23 failed to respond
during the first session, but began on Session 2. All sub-
jects functionally ceased the search strategy by the end
of the third session.

Subjects in this experiment tended more toward multiple
responses than had subjects in Experiment 1. There were
also more failures to respond on the first sessions than
with previous subjects. In Experiment 2 all subjects em-
ployed a random search pattern to identify the appropriate

\

lever on a particular trial,

Results of Individual Subjects

Experimenter Absent--No Instructions

As evident in Figure 4, generalized imitation was
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Figure 4. Performance of subjects under minimal social
influence followed by differential instructions.
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developed in all four subjects in this experiment. Re-

sponding during the first sessions was more erratic than
responding had been during the Experimenter-Present--No

Instructions condition in Experiment 1. There were more
trials of nonimitative first responses than failures to

respond.

Subject 23 sat through the first session without re-
sponding on any lever, nor did she explore the experimental
room., Rather, she sat in the chair and occasionally wept
throughout the session. Upon being removed from the experi-
mental room at the end of the session, Subject 23 wanted
to know if she could "Do it again." After 30 minutes the
subject was returned to the experimental room. No instruc-
tions were given. The subject failed to respond on the
first two trials, made errors on the next two, and pro-
duced 100% imitation on the next 56 trials.

Subject 24 began sessions with differential responding
and continued through four sessions, just short of the five
session criterion. During this period, nonimitation was
primarily due_to failure to respond (N = 31) as opposed
to nonimitative first responses (N = 17). Interestingly,
most of these failures to imitate occurred in the first half
of the session (N = 37) rather than the second half (N = 11).

However, this phenomenon was not observed with Experiment 1

subjects under the Experimenter-Present condition. During
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this first condition in Experiment 2, Subjects 21, 22, 23,
and 24 performed at 87 percent, 96 percent, 98 percent, and
98 percent imitation, respectively, during nonreinforced

trials.

Error Analysis

Table 4 shows the nonimitative trials divided into
Failure to Respond and Nonimitative First Responses (errors).
The Total Response column shows Subject 21 produced more
nonimitative first responses than failure to respond, but
there was little difference between the two for the other
three subjects, even though the same trend was present.

Further division into reinforced and nonreinforced trials

shows more nonimitation on nonreinforced trials.




Table 4

Error Analysis for

5 . a
Experiment 2

Experimenter-Absent--No Instructions

Total Responses Reinforced Nonreinforced
g Failure 15 2.3% 9 2.7% 6 1.8%
21
Error 89 13.5% 39 11.8% 50 155 2%
. Failure 9 1.4% 3 « 9% 6 1.8%
“22
Erxrox 12 1.8% 5 1.5% 7 2.1%
S Failure 21 3.2% il .3% 20 6.1%
2:3
Error 23 3.5% 5 1.5% 18 5..15%
C Failure 18 3.8 0 0% 18 7.5%
°24
EXryof 19 4.0% 0 0% 19 7.9%
Session 1 was considered an acquisition session and is
not included in the data of Table 4. For S the first two

23
sessions are omitted as no response was made in Session 1.
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Discussion

Subjects in Experiment 2 demonstrated that generalized

nitation could be produced by the symbolic modeling pro-

[

cedures and apparatus used in this study with no instruc-
tions and without an experimenter in the room. While all
subjects produced generalized imitation, responding in the
absence of the experimenter and instructions was more erratic
than that of subjects in Experiment 1. While one subject
began differential responding under the conditions of Ex-
periment 2, this performance was transitory, and disappeared
after four sessions.

The assignment of reinforced and nonreinforced levers
was designed to allow subjects the opportunity to discrim-
inate reinforced from nonreinforced levers by (a) spatial
cues, or (b) movements within planes. Of the two subjects
assigned planes, In and Out vs. Down and Up, Subject 24
nearly produced differential responding during the initial
sessions. Of the two subjects assigned spatial cues, Out-
side vs. Inside levers, neither produced differential
responding.

In the present study it is possible that it was easier
for subjects to imitate the nonreinforced responses than
to attend closely enough to the modeled responses to

differentially respond. In addition, not performing the

nonreinforced imitation left the subject with nothing to
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do during the interval between trials. Since the interval
was only a few seconds long, the subjects did not have much
time to explore the room and the apparatus. Observation

of the subjects in Experiment 1 revealed that exploration
was a high probability behavior when the experimenter was
not present.,

In Experiment 2 there were more trials of nonimitative
first responses (N = 26) than failures to respond (N = 21),
whereas in Experiment 1 there were fewer nonimitative first
responses (N = 10) than failures to respond (N = 15).
Subjects in Experiment 2 performed better on reinforced
trials than on nonreinforced trials, the opposite of the

findings during the first condition of Experiment 1.

Demand Characteristics

The demand characteristics of the present experiment
may still have exerted control over the subject's respond-
ing. Orienting subjects to the location of dispensed tokens
also oriented them toward the apparatus. However, this was
done in order to reduce the fright possibly resulting from
the noise produced by the token dispenser, and to let sub-
jects know they could earn reinforcers in the room. The

instructions also stated the experimenter would return in

ten minutes to remove the subject. This instruction may

have increased the probability of the subject responding by
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simply knowing a time limit was operating.
This study did, however, offer the first opportunity
to look at generalized imitation that developed without an

experimenter present, and without instructions regarding

the apparatus or procedure.
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EXPERIMENT 3

Experiments 1 and 2 demonstrated that generalized imi-
tation could be produced and maintained without the presence
of an adult, without instructions to imitate, and without
instructions in the procedures, equipment, or response
required.

The next question was whether instructions have any
effect on the subject's performance using the procedures
and equipment in these experiments. Experiment 3 was de-
signed to test this question by extending the studies of
Steinman (1970a, 1970b) and Martin (1972) who found diff-
erential instructions produced differential responding
under conditions where an experimenter was present. Their
subjects' performance varied as a function of reinforce-
ment conditions. Perhaps instructions would have no effect
on a subject's performance if there was no experimenter

present.

Method

Subjects

The four subjects who served in Experiment 2 also par-

ticipated in Experiment 3 (see Table 1).

Experimenters

The same experimenters from Experiments 1 and 2 also

conducted this experiment.
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Procedure

In this experiment, the subjects were presented the
same modeled behaviors as in Experiment 2, and the same
reinforced imitations continued to be reinforced.

Incongruent instructions. Experiment 3 differed from

Experiment 2 in that subjects from Experiment 2 were given
instructions incongruent with the differential reinforce-
ment consequences of their imitation. The following in-
structions were given to subjects after their participa-
tion in Experiment 2:

Today we are going to change things. Today it's

all right to do this and this [Experimenter demon-
strates one reinforced and one nonreinforced
response], but don't do this one and this one
[Experimenter demonstrates one reinforced and one
nonreinforced response]. Remember, you can do this
and this, but don't do this and this [Experimenter
demonstrates again]. Now, tell me which ones you
can make [Subject demonstrates, if correct, con-
tinues; if wrong, Experimenter repeats]. Which ones
are you not supposed to do? [Subject demonstrates. ]
I'll be back when you are through.

The experimenter then left the room and the session started.
These instructions were repeated at the start of the

first three sessions.

Congruent instructions. Following the Incongruent

Instruction condition above, Subject 22 was changed to in-
structions to "“Do" the reinforeced imitations and '"Don't Do"

nonreinforced imitations:

Today we are going to change things again. Today it's
all right to do this and this [Experimenter demon-
strates both reinforced responses], but don't do this
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one and this one [Experimenter demonstrates both non-
reinforced responses]. Remember, you can do this

and this, but don't do this and this [Experimenter
demonstrates again]. Now, tell me which ones you

can make [Subject demonstrates]. Which ones are you
not supposed to do [Subject demonstrates]. I'll be
back when you are through.,

This instruction was given only on the first session of
the condition.

"Do anything'" instructions. Following the Incongruent

Instruction condition, Subject 23 was given the following

instructions:
Today it doesn't matter what you do. If you want to
make this response, it's O0K. If you don't want to
make the response, that's 0K, also. You can do what-
ever you want., Do you understand? [If subject in~-
dicates the instructions were not understood, the
experimenter repeats them.]

The experimenter left the room and the session started.
Subject 24 failed to follow Incongruent Instructions

presented in the first condition, and continued producing

generalized imitation. The same Incongruent Instructions

were repeated on Session 16,

Design

Subjects in this experiment were given instructions
designed to pfoduce imitation on half the trials, if fol-
lowed. Subjects were instructed to imitate on one rein-

forced and one nonreinforced lever, and not to imitate on

one reinforced and one nonreinforced lever. These incon-

gruent instructions could then produce an interaction with
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differential reinforcement. That interaction is displayed
in Table 5. Table 5 shows 2 X 2 factorials containing hy-

pothetical data consistent with complete instruction fol-

lowing and complete control by reinforcers. The rows show
the subject performed all the imitations the subject was
instructed to follow, whether reinforced or not. The sub-
ject did not imitate any of the responses (s)he was in-
structed to not imitate.

If the instructions exerted stronger control than re-
inforcers, the right side of the table would show 100 per-
cent "Do" and 0 percent "Don't," while imitation of rein-
forced and nonreinforced responses would show 50 percent
each. If, on the other hand, reinforcers exerted stronger
control than instructions, the bottom of the table would
show reinforced imitations 100 percent and nonreinforced
imitations 0 percent. The right side of the table would
show 50 percent "“YDo" and 50 percent "Don't" imitations.
This procedure allows quantification of the interaction, and
the opportunity to determine whether instructions or re-
inforcers are stronger for any particular subject., In
reading the table the reader should keep in mind that the
data shown are the imitative responses. If the subject

failed to imitate then the total of the row and column will

not reach 100 percent. For example, the hypothetical sub-

ject in Table 5 failed to imitate on 20 percent of the non-
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reinforced trials when instructed to do so; the data would
resemble the lower third of Table 5. These data show the
subject was influenced mostly by instructions, but the sub-

ect was also influenced by whether or not reinforcement

.

was contingent upon the imitation. When nonreinforced be-

haviors were modeled the subject did not imitate the be-

havior even when instructed to do so.
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Table 5
Hypothetical Data to Demonstrate Explanation
of Function of 2 X 2 Factorial in the Analysis

of Responses During Experiment 3

Reinforced Nonreinforced

. . a
Complete Instruction Control

Do 50% 50% = 100%
Don't 0% 0% = 0%
50% 50%
Complete Control by Reinforcers (Incongruent Responding)
Do 50% 0% = 50%
Don't 50% 0% = 50%
100% 0%
Incomplete Instruction ControlC
Do 50% 40% = 90%
Don't 0% 0% = 90%
50% 40%

a \
“IIIStTUCthIlS have maximum control over imitation.

Bl s . ot .
Reinforcers have maximum control over imitation.

c : : :
Instructions have strongest influence but reinforce-
ment also has some control.
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Results

The correction procedure employed in Experiments 1 and

was still in effect throughout Experiment 3. The data

[ 3]

reported in this experiment are the first responses fol-

lowing the presentations of the modeled response.

Summary of the Results of Experiment 3

Experiment 3 was designed to test the effect of diff-
erential instructions on responding in the absence of an
experimenter. The data presented in Figure 4 show that
changing to incongruent "Do'" and '"Don't'" instructions pro-
duced varying results with Subjects 22 and 23 following
instructions, and Subjects 21 and 24 not following instruc-
tions. At this point Subject 21 produced differential
responding.

One subject was then switched to '"Do what you want"
instructions, while another was instructed to '"Do the ones
you get a token for doing." The first resumed generalized
imitation, while the second produced differential responding.
A third subject was given incongruent instructions a second
and this time followed them.

time

b |

Incongruent Instructions

Figure 4 indicates that incongruent instructions to

imitate one reinforced and one nonreinforced response, and
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"Don't" imitate one reinforced and one nonreinforced re-
sponse of the four responses available, met with varying
results. After the incongruent instructions, Subject 21
produced differential responding based on reinforcement
rather than instructions. The subject was able to indicate
which levers were all right to use, and which were not
after instructions at the start of each of the fairst three
seissions.

As explained in the Desipgn section of Experiment 3,
subjects who followed instructions precisely should have
imitated on 50 percent of the reinforced trials and 50 per-
cent of the nonreinforced trials. Table 6 presents the
analysis of each subject's responding during the Incongruent
Instructions section. The data for Subject 21 suggest re-
inforcement exerted more stimulus control on her responding
than instructions. In fact, the subject imitated more on
trials where instructed not to imitate, but where rein-
forcers were available, than on trials where instructions
and reinforcers were compatible,

Subjects 22 and 23 followed the incongruent instruc-
tions preciseiy, and performed at 50 percent accuracy on
previously reinforced and nonreinforced pairs of levers.
Subject 22 performed at 50 percent on reinforced and 48

percent on nonreinforced levers, 97 percent on levers where

instructed to dimitate, ‘and less:than 1. percent on levers
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Table 6

Reinforcement X Instructions

for Experiment 3

Incongruent Instructions Add'l Instructions
Reinf. Nonreinf, Reinf, Nonreinf.
Do 40.7 33.2 = 73.9
SZl
Don't 47 .7 17:.6 = 65,3
88.4 50.8 = 139,2
[Congruent Instructions]
+Yes +No
Do 50.0 46.7 = 96.7 50,0 0 = 50.0
S5,
Don't 0 .9 = e 23,5 0 = 23.5
5040 47.6 = 97.7 755 0 = 73.5
[Do What You Want
Instructions]
S Do 5050 475 = 97.5 48.9 40.0 = B88.9
23
Don't 0 I 1.7 50.0 44,6 = 94.6
50.0 49,2 = 99,2 98219 84.6 = 91.8
[Incongruent Instructions]
S Do 49,5 48.9 = 98.4 50.0 48.9 = 98.9
24
Don't 352 34,3 = 69.5 0 0 = 0
84.7 83.2 = 167.7 50,40 4.8 0190 = 9I8Eg




where instructed not to imitate. Subject 23 imitated on
50 percent of the reinforced trials and 49 percent on the
nonreinforced trials. Imitation was also performed on 98
percent of the trials where instructions said imitation
was all right, and less than 2 percent imitation when in-
structed not to imitate. Table 6 shows both Subjects 22
and 23 conformed to the instructions.

Subject 24 began by following instructions for two
sessions, but then imitated on all trials. As explained
in the hypothetical data in Table 5, this subject had a
slight tendency to follow instructions. The difference in
imitation was a function of Sessions 10 and 11, because
there was no difference in imitation for the rest of the
condition. On Session 16, Subject 24 again received the
same incongruent instructions. The subject again came under

control of the instructions, and remained there for the

last three sessions,

Congruent Instructions

Following the Incongruent Instruction session, Subject
22 was given instructions to imitate reinforced trials and
"Don't'" imitate nonreinforced trials. -The result was diff-
erential responding according to instructions with imita-

tion on reinforced trials at 99 percent, and imitation on

nonreinforced trials at O percent. Subject 22 became ill,
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and was terminated before the '"Do whatever you wnat' in-

structions could be applied.

"Do Whatever You Want" Instructions

Subject 23 was given instructions to '"Do whatever you
want'" at the start of Session 18, While the subject seemed
to understand the instructions at the start of the session,
she told the experimenter after the session that she was
confused. The instructions were repeated at the start of
the next session. The subject reported after the session
that she now understood, and verbalized the instructions.
The hypothetical data from Table 5 indicate Subject 24 was
more under the control of reinforcers than instructions
and, in fact, responded more on levers where she had prev-
iously been instructed not to imitate. During this con-
dition the subject imitated on 99 percent of the reinforced
trials and 85 percent of the nonreinforced trials.

The previous error analysis is not reported here for
three subjects as almost all nonimitation during this ex-
periment was due to failure to respond, as the subjects had
been instructed. The notable exception was Subject 21 who
imitated on 51 percent of the nonreinforced trials: and 88
percent of the reinforced trials. The error analysis indi-
cates failure to respond was responsible for 73 percent of

that subjects' nonimitations, the majority of which, 90

percent, occurred on nonreinforced trials.
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Discussion

Restricting Social Influences

The same procedures used in Experiments 1 and 2 were
also used in this experiment to reduce extraneous social
influences. There were no experimenters in the room with
the subjects during these sessions. Experimenter 1 was in
the room to deliver instructions prior to the start of each
of the first three sessions of the Incongruent Instruction
condition and to present instructions at the start of the

first session of each of the other conditions.

Incongruent Instructions

This condition was implemented in an attempt to de-
termine the influence of instructions on a subject's imi-
tative behavior when no adult was present to influence re-
sponding. The data, as presented in Figure 4 and in Table
6, suggest the interaction between instructions and rein-
forcement is complex and, at least partly, influenced by
other factors.

If instructions exerted total control over imitation,
then subjects should have performed at the 50 percent level
on both reinforced and nonreinforced trials (Table 4,
Figure 4). This control was evident in the performance

of Subjects 22 and 23. However, Subject 24 continued gen-

eralized imitation and Subject 21 began producing differ-
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ential responding. The control of instructions for these

two subjects was, therefore, different from Subjects 22

and 23. Comparison of responding during Experiments 2 and
3 for Subjects 21 and 24 show both had periods during which
imitation was comparatively low, but neither were remark-
ably different from Subjects 22 and 23. It is possible
that Subject 24 had failed to understand the instructions
and, therefore, did not produce differential responding.

Table 6 shows the analysis of imitation of reinforced,
nonreinforced, permitted, and nonpermitted responses. The
data for Subject 21 shows the greatest influence over imi-
tation to be exerted by reinforcers. However, the subject
performed more of those responses she was instructed not
to perform than those responses that were permissible when
reinforcement became available. Further, the subject per-
formed more permissible responses than not permissible
responses when no reinforcement was available. Clearly,
Subject 21 did not follow instructions to the letter.

Subject 24 was controlled slightly more by instructions
than reinforcers, but that influence was transitory and was
lost after twg sessions. Clearly, Subject 24 failed to
follow instructions,

The question most obvious in the cases of Subjects 21

and 24 is whether or not they understood the instructions.

Both subjects were able to verbalize and demonstrate both
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the permissible and nonpermissible responses before each
of the first three sessions after instructions had been
presented.

Subjects 22 and 23 both conformed to the incongruent
instructions. Both failed to imitate all nonpermissible
reinforced responses. However, both imitated a few non-
permissible nonreinforced responses. For both subjects the
instructions produced more control over imitation than did
reinforcers.

Explanations for the difference in performance between
the two pairs of subjects might be found in their past

histories.

Congruent Instructions

Subject 22 was switched from Incongruent Instructions
to Congruent Instructions to expose the subject to diff-
erential responding. The instructions were presented prior
to the first session under this condition. The result was
an immediate increase to 99 percent imitation on reinforced
trials, and no imitation on nonreinforced trials. Unfor-
tunately, the subject was terminated after two sessions

under these conditions.

"Do What You Want" Instructions

Subject 23 demonstrated the durability of generalized

imitation. Even after a form of differential responding




110

was imposed by instructions, during which the subject imi-
tated only 1.7 percent of the time on one pair of levers,

the subject returned to performing nonreinforced imitations
when given a choice. The results of Experiment 3 show that

instructions can exert some control over imitation, even

in the absence of an adult.
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GENERAL DISCUSSION

Reinforcement may be necessary for the development and
maintenance of generalized imitation. However, other sources
of control on nonreinforced imitation are also evident.

Many studies have expressed the probability of two major

sources of control (e.g., Steinman, 1970a, 1970b; Martin,

-
/
/

hese studies contend there is control by (a) a

W

1
4

ro
—
.

differential reinforcement system, and (b) control exerted

1

by social variables, such as the presence of, and therefore,

w

surveillance by an adult, the instructions functioning as
setting events, and the subjects' own past history of fol-
lowing instructions of adults and the consequences of so
doing. Any time an adult models a response, these social
variables can influence the subject's imitation. The per-
ceived attitude of the adult by the child, the child's
past history of interacting with adults, and the child's
stereotyping of people, all potentially influence respond-
ing. When the adult then gives instructions to the child,
those social controls are confounded with the instructions
which are themselves social. The perceived attitude of the
experimenter, -suggested by appearance, interacts with the
perceived attitude of the experimenter suggested by voice

characteristics. Each interaction and each bit of feedback

may influence the child's behavior. Optimal conditions for
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the investigation would, therefore, be those in which no
experimenter is present, and the subject's only interaction
is with an immediate environment void of as many extraneous

ocial influences as possible. The environmental influence

wn

should then be as consistent as possible.

Clearly, in order to understand generalized imitation
and nonreinforced responding, it is necessary that the iso-
lation and control of these variables be accomplished.

Until this isolation and control is possible, any theories
to account for generalized imitation and nonreinforced re-
sponding can only be temporary and subject to revision until
the controls are possible.

The durability of generalized imitation was obvious in
the experiments of this study. Experiment 1 demonstrated
that generalized imitation could be developed using closed
circuit television to symbolically model the response to
be imitated. Symbolic modeling is not new to generalized
imitation. Baer and Sherman (1964) first reported the
phenomenon of nonreinforced imitation of responses modeled
by a puppet, and began the studies investigating generalized
imitation. Other studies have also used symbolic modeling
(Bandura, Ross, § Ross, 1963; Parton, 1970; Bandura & Barab,

1973). The use of puppets and films has been successful in

producing imitation in children, and puppets were used spe-

cifically to develop generalized imitation. This study
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extends those procedures by including electro-mechanical
equipment to define and record imitative responses.

The use of the apparatus and procedures in this study
permitted a greater control over social variables said to
exert control over imitation., This study was designed to
demonstrate that such control is possible by producing
generalized imitation, and then extend other studies by

isolating and manipulating some of those variables.

Experimenter Present

Many studies have attempted to demonstrate the con-
trol over imitation exerted by the presence of the experi-

menter in the experimental room. Since mest studies have

required an adult to be present in order to model the be-
haviors to be imitated, separating the model's response and
the model's social characteristics as influences on sub-
jects' imitation has been difficult. Attempts to do this
by having the experimenter model a behavior then leave the
room before imitation could occur (Peterson, Merwin, Moyer,
& Whitehurst, 1971; Peterson & Whitehurst, 1971; Smeets §&
Striefel, 1973) are inconclusive because the experimenter

in these studies was still present to model a behavior, and

may also have been disruptive by entering and leaving the

room.
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Experiment 1 of this study produced generalized imi-
tation in a setting similar to the typical setting of other
studies investigating generalized imitation. There was an
experimenter present who gave instructions regarding how
to receive tokens and '"Do that" instructions before each
trial. The apparatus, however, presented the modeled re-
sponses, recorded responding, and delivered reinforcers.
The result of the study was the production of generalized
imitation which was stable over trials. This study was a
successful replication of the results of past studies.

Also, the present results are comparable to those of
Peterson et al. (1971) and Peterson and Whitehurst (1971).
They produced nonreinforced imitation in the presence of
an experimenter while using noncontingent reinforcement.

In their studies, responding decreased when the experimenter

was absent.

Experimenter Absent

Symbolic modeling and reinforcement maintained gener-
alized imitation in the absence of the experimenter and
"Do that" instfuctions. Generalized imitation continued
with only differential reinforcement in effect. This find-

ing extends the studies of Peterson and his associates and

the study of Smeets and Striefel (1973). The subjects
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exposed to noncontingent reinforcement in the absence of
the experimenter decreased all imitation, thereby repli-
cating the findings of Peterson and his associates.

The results of these conditions challenge the expla-
nation of social control by the presence of the experimenter
as a necessary condition for generalized imitation. Clearly,
the important factor here is the use of reinforcement for
at least some of the imitative responses.

Experiment 2 further extended past findings by devel-
oping generalized imitation in experimentally naive sub-
jects without an experimenter present and without instruc-

tions, the first time this has been done.

Instructions

The question of the need for and influence of instruc-
tions was investigated. Experiments 1 and 2 demonstrated
that instructions were not necessary in order to develop
and maintain generalized imitation. What control, then,
might they have over imitation? This question was investi-
gated in Experiment 3 by providing instructions which were
incongruent with differential reinforcement. Subjects were
instructed to imitate some behaviors which were reinforced
and some which were not. This study was an extension of

Martin (1972) who provided incongruent instructions before

trials using three retarded children.
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The long range effects of social influences were demon-
strated by the subjects given incongruent instructions which
resulted in their being able to acquire only half the avail-
able reinforcers, if they conformed to the instructions.
Most of the subjects did conform, even though the instruc-
tions had to be presented again for one subject. These
instructions produced significant control over the subject's
responding even when the experimenter was not present during
responding.

fhat, then, is the adult's role in studies of gener-
alized imitation? The data from these experiments suggest
the presence of the adult stabilizes responding, particu-
larly the performance of nonreinforced imitations. The
subjects in Experiment 1 produced more stable responding
than did subjects in Experiment 2. In addition, the sub-
jects in Experiment 1 showed less stable responding during
the Experimenter-Absent condition. Further, subjects imi-
tated in the presence of the experimenter even when noncon-
tingent reinforcement conditions were in effect. Removal
of the experimenter during Noncontingent Reinforcement
resulted in a significant reduction in imitation.

In Experiment ‘1, Wwhen 'the experimenter was no longer
present in the room, the subjects increased multiple re-

sponses on the same lever, began exploring the experimental

room, and some attempted to take the apparatus apart.
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Observations of the subjects further suggest that the Ex-
periment 1 subjects were more aggressive and demonstrated
more exploratory behavior after the experimenter was re-
moved than did subjects in Experiment 2 who had not experi-
enced the presence of the experimenter.

The possibility exists, therefore, that subjects in
Experiment 2 exhibited more freedom to imitate when they
chose than subjects in Experiment 1. There was noticeably
more "other" behavior when the experimenter was removed in
Experiment 1, although imitative responding remained basi-
cally the same,

A recent study found an interaction between instruc-
tions and adult presence. Winston and Redd (1976) presented
subjects a two-choice color discrimination task where
pushing one colored light always paid one token, while
pushing another colored light paid either one, two, or four
tokens. These three groups of subjects were further divided
by either the presence or absence of an adult who gave in-
structions to choose a specific color which was always
associated with the one token. Winston and Redd found in-
structions were effective when payoffs were equal. However,
the adult's absence under unequal payoff conditions resulted
in a loss of instructional control. If the one-to-four

unequal payoff condition was in effect, there was a decrease

in instructional control over trials, even with the adult
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present. Winston and Redd did not include a condition in
which one of the responses was never reinforced, and the
study did not involve imitation. However, the study demon-
strates that instructions do exert some influence on re-

sponding even in the absence of an adult.

Demand Characteristics and '"Do This" Instructions

In order to systematically investigate generalized
imitation, it is imperative that the influence of instruc-
tions be controlled. Unless this is done, determination
of which responses are being reinforced is functionally
impossible. For example, in typical studies of generalized
imitation, a subject is brought into an experimental room
and seated facing the experimenter who models the behavior
to be imitated.

The demand characteristic of the experimental situ-
ation above may not be sufficient to produce imitation with-
out some form of complex social interaction. The express-
ionless neutral experimenter could face the subject and
pull his ear every 20 seconds for days until his ear became
sore or the subject walked home, without imitation occurring.
To overcome this problem, experimenters useé trial ‘instruc-
tions to "Do this" prior to each modeled response. Immedi-

ately a problem arises. Namely, if the "Do this" instruction

is presented before each response to be imitated and imitation
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is sometimes followed by reinforcement, then the subject
may simply be receiving intermittent reinforcement for
following “Do this' instructions (Martin, 1972):. If; on
the other hand, a subject is given '"Do this" instructions
only before modeling a response whose imitation will be
reinforced, and not given '"Do this" instructions before
modeling a response whose imitation will never be reinforced,
then whether any differential responding is imitation of
differentially reinforced modeled responses can never be
clear. If differential responding isn't forthcoming, then
performance may be a function of intermittent reinforcement
of instruction following.

The obscuring of the controlling stimuli within the
situations described above negates clear investigation of
generalized imitation. The present study avoided that
problem by using equipment and procedures with minimized
demand characteristics to produce generalized imitation
without the use of instructions and the presence of an
adult. The result was an opportunity to investigate nonre-
inforced imitation under condtions where the demand of the
instruction was controlled and probability of reinforcing
instruction following behavior rather than imitation was
minimized.

The critical question of whether or not the inherent

reinforcing properties of the equipment used in this study




were sufficient to maintain imitation without external rein-
forcement was tested. The demand characteristics need only
be strong enough to get imitation started. After that, it
must be demonstrated that simply operating the equipment
alone is not sufficient to maintain imitation. Subjects

52, and 33 in Experiment 1 itested this question,:  When

[§3]
—

noncontingent reinforcement was introduced and the experi-
menter was not present, the imitations of all three sub-
jects extinguished. This suggests that the reinforcing
properties of the equipment and procedures were not suffic-
ient to maintain imitation. Had these results not occurred,
the use of the present equipment for investigating gener-
alized imitation would be seriously challenged.

The answer as to why nonreinforced imitation is so
easily produced and so resistant to extinction during diff-
erential reinforcement is still evasive. Many theories
have been posited to account for the behavior, and many
potential sources of control have been listed, but much
additional research is necessary.

The data from experiments reported here cannot refute
the argument that imitation is itself a response class, and
nonreinforced imitation intermingled with reinforced imi-

tation presents reinforcement on an intermittent schedule

(Gewirtz, 1968). The function of instructions, then, may
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be to divide the response class. The divisions may be as
complex as the instructions can make them, Iimited only

by the subject's ability to understand the instructions and
make the discriminations based on them. The function of

the presence of the adult within this paradigm is to increase
the probability that the instructions, real or implied, will
be met.

It is possible that instruction following is a separate
response class, and the interaction between instruction
following and the response class of imitation serves to fur-
ther confound the investigation of imitation. The instruc-
tions followed may be real or implied; they may come from
the external environment; they may be generated by the
subject as hypotheses to test, and, thereby, guide behavior.
The instructions implied would then be a function of the
subject's past history, and would be used in any case where
external instructions were not available.

The above explanation of generalized imitation would
then suggest that the performance of nonreinforced imita-
tive behaviors would continue until an event 1s present
which would divide the response class. Apparently, diff-
erential reinforcement as used in this study was not suf-
ficient. Dividing the response class might be accomplished

by making the nonreinforced response too costly in terms

of time and energy, or by differentially reinforcing other




behaviors. If there isan alternative response to the non-
reinforced response that requires less effort py subject,
producing the alternate behavior is most likely (Draper,

197

(@)}

: Steinman, 1970a, 1970b) .
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