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ABSTRACT
FORTRAN Programs for the Calculation of Most of the
Commonly Used Experimental Design Models
by
H. Wain Greenhalgh
Master of Science
Utah State University, 1967
Major Professor: Dr. Rex L. Hurst
Department: Applied Statistics and Computer Science

Two computer programs were developed using a CDC 3100.
They were written in FORTRAN IV.

One program uses four tape drives, one card reader, and
one printer. It will calculate factorial analysis of vari-
ance with or without covariance and/or multivariate analysis
for one to eight factors and up to twenty-five variables.

The other program is used for completely randomized
designs, randomized block designs, and latin square designs.
It will handle twenty-five treatments, rows (blocks), and
columns. The program can handle fifteen variables using any
number of these variables for covariates.

(128 pages)
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INTRODUCTION

During the past few years there has been an increasing
interest in using computers to calculate analysis of vari-
ance, analysis of covariance and multivariate analysis.

Many different methods and programs have been written to per-

form the necessary calculations. Most of these programs
fall into three main categories: (i) those that will handle
only small sets of data, (ii) those that require large

amounts of core storage, and (iii) those that are written
in a machine dependent language.

This thesis contains program writeups and listings for
two computer programs, one for basic designs (completely
randomized, randomized block, and latin square designs) and
another for factorial designs. The program for basic
designs is fairly restrictive on the size of problems it
will handle, but is presented here because of its use as a
teaching tool. The factorial program will handle up to
eight factors with the only restriction on the number of
levels per factor being that the number of subtotals needed
for any uncorrected sum of squares must be less than 2500.
Both programs will calculate analysis of variance and covari-
ance and the factorial program will also calculate multi-
variate analysis. Appendix E contains the listing of a
modified factorial program which will run faster but handle

only analysis of variance. These programs will all run on




a 16k word Control Data Corporation 3100 with 3100 FORTRAN

(a restricted FORTRAN IV), four tape drives, a card reader

and o printer:.




REVIEW OF LITERATURE

A few of the existing programs are those by Bone (1),

Hurst (6), Dixon (4) and The Statistical Service Unit,
University of Illinois (9). All of these programs will
handle between seven and nine factors.

The programs by the Statistical Service Unit Univer-
sity of Illinois (9) are commonly known by the mnemonic
name of SSUPAC. The SSUPAC series is written for an IBM
7094 with five tape drives, one 1301 disk storage file, a
card reader and a printer. The analysis of variance pro-
gram will handle one to seven factors plus replications.

Dixon (4) 1is the editor of a series of programs writ-
ten at the University of California at Los Angeles, widely
known as the BMD series. This series is also written for
an IBM 7094, part of it in FORTRAN and part of it in FAP.
The factorial analysis of variance will handle eight fac-
tors plus replications for only one variable. If covari-
ance 1is desired another program is used which will handle
six factors plus replications.

Bone (1) from Brigham Young University, at Provo Utah
has written a program for an IBM 7040/44 in MAP. This pro-
gram will handle up to ten factors. This program will also
handle covariance.

Most of the ideas for the programs in this thesis were

taken from the program series by Hurst (6). The first




program in this series 1is all that is required for analysis
of variance. This program is written in SPS for an IBM
1620 with card input and output. If covariance or multi-
variate analysis 1is desired the output from the first pro-
gram 1is then run on three other programs, one in SPS and
two in FORTRAN. The covariance and multivariate routines
used in this thesis are direct modifications of those by

Hurst.




FACTORIAL DESIGNS

Description

This program is used to calculate the analysis of
variance with or without covariance and/or multivariate
analysis for equal subclass factorial designs with up to
eight factors, replications counted as a factor. The pro-
gram can also be used on some types of fractional replica-
tion designs and some designs using totals or averages.

The program is divided into four main parts. The
first part is the mainline program, FACOV; this is the
primary input section. The second part i1s the SUBROUTINE
GAOV; this subroutine calculates the necessary totals and
sums of squares for the AOV for each variable. The totals
are written on tape to be used by later subroutines. SUB-
ROUTINE FACT is the third part. It sorts the totals and
calculates error and treatment plus error sums of squares
and sums of products matrices which are also written on
tape. The fourth part consists of three subprograms, SUB-
ROUTINE MULVA, FUNCTION DET, and SUBROUTINE INVERT. This
part calculates the covariance and/or multivariate analysis.

This program is written in FORTRAN IV. It requires
one input unit (logical unit 5), one output unit (logical
unit 6), and three intermediate work tapes (logical units
1, 2, 3). The program can also use one secondary input

unit (logical unit 4).




Methodology

This program uses standard analysis of variance and
covariance techniques as described in Snedecor (8) or any
other good book on elementary statistical methods. The
multivariate techniques are those described by Rao (7).

Program FACOV is the primary input section. This sec-
tion reads the control cards and observations. The obser-
vations are then rewritten on logical unit 2, followed by
the raw sum of squares trail cards, and the corrected sum
of squares trail cards.

The first thing SUBROUTINE GAOV does 1is to read logi-
cal unit 2 and calculate the total sums of squares and sums
of products matrix and write on logical unit 3. Logical
unit 2 is then rewound. Next it reads the observations from
logical unit 2 and writes only one variable on logical unit
l. It also calculates the total and total sums of squares.
Next logical unit 1 1s rewound. It then reads a raw sum of
squares trail card from logical unit 2 and while reading the
data from logical unit 1 calculates and writes on logical
unit 3 the subtotals and, if requested, writes the averages
on logical unit 6. The sum of squares is then calculated
and stored internally. Logical unit 1 is then rewound and
the next raw sum of squares trail card is used. It repeats
this until all raw sum of squares trail cards are used.
Then, the program reads the corrected sum of squares trail

cards to calculate the analysis of variance, which is




written on logical unit 6. At this point logical units

1 and 2 are rewound, and the procedure is completed for the
next variable. When all variables are completed, the pro-
gram branches to SUBROUTINE FACT.

At this point logical unit 3 contains the total sums
of squares and sums of products matrix, followed by the
total for that variable and by the totals for each raw
sum of squares trail card, sorted total within variable.
SUBROUTINE FACT sorts the totals, using logical units 1, 2,
3, so that they are sorted variable within total. The
sorted totals are then read and an uncorrected sums of
squares and products matrix 1s calculated for each raw sum
of squares trail card plus a total sums of squares and pro-
ducts matrix and a correction term matrix. The matrices
are written on logical unit 6 and on either logical unit 1
or 2, (the sorted totals are on the other). The program
then reads the linear combinations for the error and treat-
ment plus error matrices, from logical unit 5, and performs
the combinations, and writes the matrices on logical units
3iand: 6.

The final part of the program is the SUBROUTINE MULVA,
used with SUBROUTINE INVERT and FUNCTION DET. The first
card read determines the number of models desired, and for
each model, a control card is read to determine whether
covariance or multivariate analysis or both is desired.

Then a variable selection card is read to determine which




variables are to be used in the analysis. Logical unit 3

is rewound and a matrix is read. The first matrix must be
an error matrix. The treatment plus error matrices, using
this error matrix, should follow immediately. This may be
followed by more error and treatment plus error matrices.
The method distinguishing between error and treatment plus
error matrices will be explained in the input section. This
part of the program uses two main matrix areas. Matrix A is
the general input matrix and 1is also used for matrix inver-
sion and covariance analysis. Matrix B 1s used to store
intermediate results and for the calculation of the deter-

minates needed for multivariate analysis.

Input

An input deck consists of the following: control card,
format card, a card of approximate means, the data cards,
raw sum of squares trail cards (these cards are required;
all others are optional), corrected sum of squares trail
cards, corrected sums of squares and sums of products
matrices trail cards, a card specifying the number of models
on which covariance and/or multivariate analysis 1s wanted,
and for each model a control card and a variable selection

card 1s needed.




1.0=12

27=30

31-35

36-39

40-43

44-47

48-52

53-54

55~56

57-58

’

F5% 07

3L2)

Description

Number of variables < 50

0 = Covariance or multivariate
analysis is not desired

1 = Covariance or multivariate
analysis 1s desired

Number of levels of factor A > 1

Number of levels of factor B > i

Number of levels of factor H > 1
Total number of observations
Number of raw SS trail cards
Number of corrected SS trail cards
Number of corrected matrices wanted
Special divisor to be used with
correction term (See example on
fractional replication sample)

0 = don't use special divisor

1l = use special divisor

0 = full replication

1l = fractional replication

0 = data on logical unit 5

1l = data on logical unit 4
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The sum of columns (36-39) and (40-43) must be less

than or equal to 126.

Format card

(20A4)
Column Description
1
2-80 A comblnation of X, F, and E format

specifications with one F or E
specification for each variable
specified in columns 1 - 3 of the
control card; also one F specifica-
tion for a control field to be used

if this 15 a fractional replicatien.

Approximate means card

(5E15.7)
There should be one mean for each variable. These
means are used to help improve accuracy. These are not

actual means and should not contain any more digits than
the original variables. If this option is not desired, use

means of 0.0.

Data cards

The data cards must be compatible with a F@PRTRAN READ
statement. The observations of each experimental unit

should be recorded on a separate card. Different variables
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measured on the same experimental unit may be recorded on
separate fields of the same card. Negative signs are
recorded as an eleven punch preceding the first significant
digit of a fields

The data must be sorted by levels of H within levels of
G . . . . within levels of B within levels of A. The pro-
gram does not interrogate treatment levels. Therefore, it
is the user's responsibility to see that the data cards are
in sequence and that there are no missing observations.
However, if the design is a fractional replication, by
definition there are missing observations. These missing
observations must be inserted into the data deck with the

data fields blank and an additional control field of 9999.0.

Raw sum of squares trail cards

(956, "By T3 L 2L S0 T2

Column Description
=9 Not used
10-17 Binary definition of sum of squares

wanted. A "0" 1is used for each
subscript which is dotted. A "1"
is used for each subscript which is
to be summed on.

18-20 Line number > 3. Used to identify

sum of squares. Numbers assigned

consecutively.
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Column Description

21-22 0, don't punch means
1, punch means

23-27 Special divisor to be used with
this line number; see fractional
replication sample

28-29 0, don't use special divisor
l, use special divisor

Line number 01 is reserved for the total sum of squares

(o m. ¥e Ly ) which ds automatically produced. Line number
1jk? 17k
02 is reserved for the correction term (Y? /abcd), which

is also automatically produced.

The preceding cards are required, all other cards are

needed only if requested in the control card.

Corrected sum of squares trail cards

(324, 171I4/(20X, 15I4))

Column Description
I=1.2 Descriptive information
1:3 =16 Line number. Begins where the raw

sums of squares line numbers leave
off. Line numbers are assigned
consecutively and must be less than
128

17-20 Number of terms in the linear combi-

nation for this line.
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Column Description

21-24 Line number of raw or previously
calculated corrected sum of squares
to be used to calculate this cor-
rected line. If it is to be sub-

tracted it is written as a negative

number.

25-28 Next term of this linear combina-
tion

77-80 15th term in this linear combina-

tion. = If this as'the last term it
must be followed by a blank card.
If more terms are needed begin anoth-

er card in columns 21-24.

Corrected matrices trail cards

(3A4, 214, 10(F3.0,1I3)/(20X, 10(F3.0, I3)))

Column Description
1-12 Descriptive information
13-16 Line Number. A negative line number

identifies an error sums of squares
and products matrix. Positive line
numbers are for treatment plus error

matrices.
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Column Description

17-20 Number of terms in this linear
combination.

21-23 Each term in the linear combination

24-26 consists of two fields. The first
is a weighting factor. The second

is a line number which corresponds
to one of the raw sum of squares
trail cards. The weighting factor
is multiplied times each element

of the matrix.

27-29 The next term in the linear

30-32 combination.

75-77 The 10th term in this linear combina-
78-80 tion. If this is the last term this

card must be followed by a blank
card. If more terms are needed,

begin another card in columns 21-23,

24-26.
Number of models card
(I3)
Column Description
1-3 Number of covariance and/or multi-

variate analysis models wanted.

For each model the next two cards are required.




s

Covariance and/or multivariate analysis control card

(2T3y 3L2)
Column Description
1-3 Number of independent variables; X's
4-6 Number of dependent variables; Y's
7-8 0, don't write inverse of error matrix
1, write inverse of error matrix
9-10 0, don't write error regression coef-
ficients.
1, write error regression coefficients
11—12 0, No multivariate analysis

1, Multivariate analysis
The sum of columns (1-3) and (4-6) must be less than

or equal to 25.

Variable selection card

(2014)
Column Description
1-4 The position, in the original read
list, of wariable 1.
5-8 The position, in the original read
list, of variable 2.
11-80 The position, in the original read

list, of variable 20.
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If more than 20 variables are needed, begin in col-
umns (1l-4) of a second card with variable 21. The X vari-
ables come first, followed by the Y variables.

The following example is used to illustrate the pre-

paration of the 1input.
ijk  F B s 5 7 Y T \BY)jp Ak i =1, ;. a
j =1, Aariiie
k =1, ; €
T abc - 1 LLEY®, .o ~ X /abc
. 1jk 2
ijk
A a -1 LYi /bc - Y /abc
L.
B b - 1 ZY?j /ac - Y* /abc
S i
c c -1 IY= o /ab = ¥* Jabec
Al S s
k
e o, ,););{ _/{" —'E{ / ‘?7(
B X € (b-1) (c-1) f“Y,]k/a tY.j./ac »Y..k/ab Y'../abc
k J k
-bc- LILY? - IIY?, ~ Py e :
Error abc-bc-a+l Q‘LYl]k “,Y'jk/a le”./bc + Y.-'/abc
1jk jk it
For this example we will use only one variable, a = 16,
b =3, and ¢ = 2. From the analysis of variance we see

that we need 6 raw sums of squares, as follows.

(1) EZFy”.
ijk LIk
(2) ¥ Jabe

e o




L7

(4) ZYZj /ac

(b EE¥®. . /8
1 .jk/

(1) and (2) are automatic; therefore, four raw sum of
squares trail cards and six corrected sum of squares
trail cards are needed.

If we assume the data to have the following format:
factor A coded in column 1-2, factor B coded in column 3,
factor C coded in column 4, Y recorded in columns 8-10 with
2 positions to the right of the decimal, and an approximate

mean of 4.0. The data and control cards will be as follows:

Control card

(=) ™
Column: ™ = <
\ 4 4

bblbb0bl6bb3bb2bblbblbblbblbblbbb96bbb4bbb6

Format card

Column: ?
(X%, F3%2)
Approximate mean
Column: 5 ﬂ
Y Y
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Data cards

The data cards are sorted first on column 4, then 3,

and then 2 and 1.

Raw SS trail cards

Column = o
— (@]
N &

10000000bb3bl
01000000bb4bl
00100000bb5bl
01100000bbébl

Corrected SS trail cards

Column = =

TP@Tbbbbbbbbbbbb7bbb2bbblbb-2
Column

O

— —

A 8bbb2bbb3bb-2

B 9bbb2bbb4bb-2

@ 10bbb2bbb5bb-2

BC 11bbbidbbb6ébb-4bb-5bbb2

ERR@R 12bbb4bbblbb-6bb-3bbb2

Output

Most of the output is self-explanatory; however, the
following information will be helpful. The first three
lines are the control cards written so that they may be
checked. Following the control cards are the raw sum of
squares lines, with their corresponding treatment identifi-
cations and means, the corrected sum of squares trail cards,
and the analysis of variance for each variable. If cor-

rected matrices are requested, following the last variable




189

are the uncorrected sums of squares and products matrices,

and the corrected matrices. Each corrected matrix is pre-

ceded by its corresponding trail card. Both uncorrected

and corrected matrices are written in the following manner.

ROW

1

2

a
.,

Next comes the output for covariance and/or multi-

variate analysi

S.

This output may be best explained by

defining the following abbreviations.

REG CQ@EF
DUE T@ REG
DF

SS AND SP
MS AND MP
DEV FR REG
TRT ADJ
ERR MATRIX
TRT MATRIX

ERR@R DET

]

Regression coefficients

Due to regression

Degrees of freedom

Sum of squares and sum of products
Mean square and mean products
Deviation from regression
Treatment adjusted

Error matrix

Treatment matrix

Determinate of error matrix




TRT

MUL

The

variable

original

20

+ ERR DET = Determinate of treatment plus
error matrix

Multivariate F value

|
Il

numbers under the headings R@W, C@L, X, and Y are
numbers corresponding to the variables 1in the

Lnput  lList.




BASIC DESIGNS

Description

This program 1s used to calculate analysis of variance
and covariance for completely randomized designs with
unequal sample size, or randomized block designs, or latin
square designs without replications or subsampling. With
covariance on a completely randomized design 1t will, on
control, give you a linear regression analysis within each
treatment

Automatically, the program will give you an analysis of
variance and treatment means for each variable, and 1f you
wish, covariance, the error correlation matrix, 1nverse
matrix, solution matrix, adjusted analysis of variance, and
adjusted means.

The program 1s written 1n FORTRAN IV. It requilres
one input unit (logical unit 5) and one output unit (logi-
cal unit 6). The DIMENSION statement 1s set up for 25

treatments, 25 blocks, 25 columns, and 15 variables.

Methodology

A control card i1s read to determine the model, number
of treatments, number of blocks, number of 1independent
variables (X's), number of dependent variables (Y's), and

whether you want regression analysis on a completely
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randomized design with covariance. If the model is a
completely randomized design, a card containing number of
observations per treatment is read next. Then, for all
models in order, a format specification card, a rearrange-
ment vector card, and a card containing approximate means
are read. These are then followed by the data cards.

As the data cards are read the total sums of squares
and products matrix, treatment totals, row (block) totals,
column totals, and variable totals are produced. Also, if
you wish regression analysis within treatments, the analysis
is given at the end of each treatment. After the data has
been read, the analysis of variance for each variable and
treatment means are calculated and outputted. If you wish
covariance (number of X's 1is greater than zero) the error
and treatment plus error matrices are calculated and the
program branches to SUBROUTINE COVAR.

SUBROUTINE COVAR outputs the error correlation matrix
and with the help of SUBROUTINE INVERT calculates and out-
puts the inverse of the error matrix and the solution
matrix. It then gives you the adjusted analysis and adjust-

ed treatment means.

Input

The first card of the input is a number of jobs card.
The input for each problem consists of: a control card, a

number of observations card (if model is a completely
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randomized design), a format specification card, a rear-
rangement vector card, a card with approximate means, and
the data cards. All fields on the control cards, except
description, format, and approximate means, must be right
justified. The approximate means must have a decimal point

punched.

Number of jobs card

(14)
Column Description
1-4 Number of separate jobs (models) to

be run.
The following cards are repeated for as many times as

specified in the previous card.

Control card

(514, 212, 16X, 10A4)

Column Description
1-4 Model identification
1l = Completely randomized design

2 = Randomized block design

3 = Latin square design
5-8 Number of treatments
9-12 £ 25
9-12 Number of: blocks
< 25
I3=116 Number of X's

Sum must be less than 15
17-20 Number of Y's
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21122 1 = output regression within treatment

for completely randomized design

0 = do not output regression
23-24 0 = data on logical unit 5

1 = data on logical unit 4
41-80 Descriptive information

Number of observations per treatment card
(used for completely randomized designs only)

(2014)
Column Description
1-4 Number of observations for treatment 1.
5-8 Number of observations for treatment 2.
77-80 Number of observations for treatment 20.

If you have more than 20 treatments follow with card

beginning with treatment 21 in columns 1-4.

Format specification card

(20A4)

It must begin with a left parenthesis in column 1, fol-
lowed by a combination of F, E,/, and X format specifica-
tions followed by a right parenthesis. You must have one F
or E format specification for each variable. If your model
is a latin square design you must also have a Fw.o specifica-

tion to read column identification.




Rearrangement vecto:

(2014)
Column Description
1-4 The position in read list of variable 1.
5-8 The position in read list of variable 2.
57-60 The position in read list of variable

15,
The X variables come first, followed by the Y variables.
If your model is a latin square design, follow your last
variable with the position, in read list, of column identi-

fication.

Approximate means card

(BELS. B
Column Description

L=15 The approximate mean of variable 1.
16-30 The approximate mean of variable 2.
61-75 The approximate mean of variable 5.

If you have more than 5 variables follow with addition-
al cards. These constants are subtracted from the vari-
ables to improve the accuracy of the sums and sums of
squares and products of the variables. The approximate

means should contain no more digits than the original data.




An exact eight digit mean when used with a three digit
field will produce more error than an approximate mean of
only three digits. A zero is a legitimate constant and

26
may be used to ignore this feature.

Data cards

The data cards must be compatible with a FORTRAN READ

statement. An extra column must be provided for sign con-

trol in fields that may go negative. A negative punch (an
eleven punch) is recorded to the left of the most signifi-
cant digit. Recorded decimals will override format speci-
fications. Normally it is a waste of card columns to record
decimals. The data cards must be sorted; observation within
treatment for a completely randomized design, block within
treatment for a randomized block design, and row within
treatment for a latin square design. For a latin square
design the column identification must be integers running

sequentially from 1 to the number of treatments.
Output

Most of the output is self-explanatory. However, the
following information will be helpful. The first four or
five cards are the control cards, printed out so that you
can check them. All matrices are printed in the following

manner:
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L a.,- q,2 < al,n
2 25,2 23 3 & 0n
n a

TN

The regression coefficients are printed

1 j b !
J 1)

where b, . is the partial regression coefficient of
14

variable i on variable j.

The following abbreviations are used:

DF = degrees of freedom

SS = sum of squares

MS = mean square

SE = standard error of a mean

EXP MEAN = overall mean of that variable
C.V. = coefficient of wvariation

CPEF @F DET = coefficient of determination (R?)
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Appendix A

Factorial Designs Program

Table 1 shows the dependencies that must be maintained
if the DIMENSION statements are to be changed. Capital
letters are used for variable names within the programs
and lower case letters for all other variables. Subroutine
GAOV is the program which contains most of the limitations.
Following Table 1 is a listing of the factorial program as

it ran on a CDC 3100.

Table 1. Dependencies in EQUIVALENCE and DIMENSION statements

Program Dimension Equivalence

FACOV
CONST (NV) (A(20) ,X(1))
FMT (20) (IX(1) ,NIN(1))
X (NV+1)
NIN (8)
DES (3)
IX (b)
A (n,n)
GAOV
A n,n) (A(L),TOT (1))
TOT (m) (IX(1l) ,NIN(1))
NDF (f) (IX(9),NOUT (1))
SS (f)
NL (8)
NX (8)
NOUT (8)
NIN (8)
IX  (b)
DES (3)
DIVMN (f)
NLEV (f)
CONST (NV)
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Table 1. Continued

Program Dimension Equivalence
FACT
DIV (f) (A(m/2+1) ,AX (1))
NL (f) (A(m/2+b+1) ,ST (1))
ST (NV)
A (n,n)
CONST (NV)
AX (b)
IX (b)
DES (3)
MULVA
A (n,n) (A(m/2+1) ,B(1))
B (n,n/2) (A(n/2+1) ,X (1))
ID (b)
X (n/2)
DET
A(n,n) (A(m/2+1) ,B(1))
B (n,n/2) (A(n/2+1) ,F (1))
F (n/2)
INVERT
A (n,n)
NV = Number of variables
LC = Number of corrected SS trail cards
LI = Number of raw SS trail cards
LZZ = Number of terms in any linear combination
f > LI+LC+2
b > LzZ
b > NV
n/2 > NV
m = n® > Largest number of subtotals needed in any sum of

squares.
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Appendix B

Factorial Program Sample Problems

Three examples will be used to demonstrate the capa-
bilities of this program--a split-plot design with covari-
and a

ance, a randomized block with multivariate analysis,

fractional replication with covariance.

Due to the problem of finding a good split-plot design

with covariance,

a computer.

the data for this example was generated on

The format for this data is as follows:

Column Description
i Replication
2 Whole plot
3 Sub-plot
4-10 Independent Variable XXXX.XX
11-17 Dependent Variable XXXX.XX
Model
R e i R TR L R T R T
+ B(Xijk = X...)
i = e r = 6
J = Syl el a =>5
k = iee D b =5




Source
pi Reps
(]j Whole plOt
B Err (a)
1]
Bk Sub-plot
v R
ik + Eljk Err(b)
TOTAL

d.£f.
L=l
a-1
ar-a-r+1
b=l
ab-a-b+l

abr-ab-ar+a

abr-1

SS

He ™M

rab

YZ

™
K|
lon
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&
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ijk

rab
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This data is a two way factorial arranged in a random-
ized block design, taken from Hurst (5, pp. 74-76). The

format is as follows:

Columns Description
1~2 Block number
3 Planting
4 Nitrogen level
5-7 Yl Total dry matter
8-10 Y2 Total dry ears
Model
Yijk =u +a, + Bj oyt (By)jk + (ub)ij + (ay)ij
+ (umy)ljk + B( i4k - X )
1 = 1 a a = 16
j =1 b b =3
k=1 o c = 2
Source A SS
YZ
s = 2 s ..
TOTAL abc-1 R Yijk e
1k
b4 e
Blocks oy a—l. f T
¥4 e
Date B b-1 5 —sd- _
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Source duf o SS
YZ k Y?
Fertilizer Yy c-1 ﬁ e
YZ]k Yzj
B R
K ab abc

Err (aB)ij -+

(Ot‘Y)ik + :
- Y< k
(0BY) 5 4 abc-bc-a+1 I D ‘(;—1‘
o ijk 3 ik
: '
= L P
N i bc T —abc
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Fractional replication

The data for this example is a Latin Square design

taken from Snedecor (8, p.411l). A Latin Square of "t"
treatments can be visualized as one "t"th replication of
a t?® factorial. The format is as follows:
Columns Description
1 Treatment
2 Row
3 Column
4-6 Independent variable
7-10 Dependent variable
11-14 Control variable for missing

observations.

Model
ijk = u + T + pj + Yyt i3k + B(Xijk - X )
SR a a =4
o= . b b= 4
k- =l c c = 4
Source d.fh SS
y?2
abc & 2 Sils
Tot —_— =1 P X - —_——
4 i3k ijk 16
Y? Y?
al aeis

Trt a-1 i 7 ~ ~9F
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Source d.f. e SS
Y/_j YZ
Row b-1 % . TE
J
A Y~
Column c-1 z ~ - —
4 16
k
b y?
A e - 2 e Tl
Error = a-b-c+2 ; Yijk 2 e
5]
2 2
e
: 4 X 4
i da
A A e

It should be noticed that the correction term has a
divisor of 16 instead of the normal divisor abc(64). The
other terms needed for calculation of the sum of squares
have divisors of 4 instead of the normal divisor 16. These
divisors are supplied on the control card, for the correc-
tion term, and on the raw sum of squares trail cards for

the other terms.
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Appendix C

Basic Designs Program

The following listing is a listing as this program

ran on a CDE 3100.
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Appendix D

Basic Program Sample Problems

Three sample problems have been used to demonstrate the
capabilities of this program. The first is a completely
randomized design with three treatments with four, eleven
and seven observations per treatment (Snedecor 8, p. 403).

The format for the data 1is

Column Description

[

Treatment i1dentification

2-3 Observation within treatment
4-6 Dependent variable
7-8 Independent variable

The second sample 1is a subset of the randomized block design
used for the factorial program. For this program ten blocks,
three treatments and two additional variables were selected.

The format for the data 1is

Column Description
1=2 Block identification
3 Treatment identification
5=7% First dependent variable
8-10 Second dependent variable
11 =13 First independent variable

14-15 Second independent variable
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The third sample is the same as the fractional repli-
cation used for the factorial program. It is a latin
square design with four treatments (Snedecor 8, p. 411).

The format for the data is

Column Description
1 Row identification
2 Column identification
3 Treatment identification
4-6 Independent variable

1=9 Dependent variable
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Appendix E

Modified Factorial Program

This is a modification of the factorial program. By
alternating tape drives 1n subroutine GAOV the program will
run faster. This modification restricts the problem to
analysis of variance only. If more than four tape drives
are available similar modifications could be made to the
original program without eliminating the covariance analysis

capabilities.




(
{
J [
L -9 - S i
A
Leiviu e LI -
4 L \
4 ML l
4




| V & &
= “ . ; y







y ] $ 4 5 b L Vo9 9 / PN
G ¢
p . i {
4 - 1




C

] { 1
1
= (- + (=] ) ® + t
p
i 4




. S A A ¢
( %
> & s | a { |










VITA

H. Wain Greenhalgh
Candidate for the Degree of

Master of Science

Thesis: FORTRAN Programs for the Calculation of Most of
the Commonly Used Experimental Design Models

Major Field: Applied Statistics
Biographical Information:

Personal Data: Born at Rupert, Idaho, April 1, 1945,
son of Herbert H. and Ida Lazelle Greenhalgh;
married Janet M. Keroher on March 18, 1966.

Education: Attended elementary school in Heyburn,
Idaho; graduated from Minidoka County High School
in 1963; received a Bachelor of Science degree
from Utah State University, with a major in mathe-
matics and a double minor in applied statistics
and computer science, in June 1966; completed
requirements for the Master of Science degree at
Utah State University in 1967.




	Fortran Programs for the Calculation of Most of the Commonly Used Experimental Design Models
	Recommended Citation

	tmp.1504804754.pdf.Noy0m

