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to the parameters of the model. To accomplish this, uniform random 

numbers must first be generated on the interval (0,1) and then 

equated with the distribution function and then solving for "t." 

This is accomplished by using the function subroutine RAN (IBM 1965) 

on the U.S.U. IBM 360 computer library and then proceeding as 

follows: 

let 

and 

then 

S = uniform random number 

L M 
G(t) = exp - (81

t + e2t + e
3

t )

L M 
S = G(t) = exp - (8

1
t + e

2
t + e

3
t )

and now by taking the logarithm of both sides gives 

and 

L M 
Ln S = - (8

1
t + e

2
t + e

3
t )

L M 
Ln S + e

1
t + e

2
t + e

3
t = 0 

The application of numerical techniques was needed to solve the 

above equation for "t." The Newton-Raphson method (Duris and 

Moursund, 1967, p. 29) is used because of its speed and ease to pro­

gram. Repeated iterations of the following equation give the solu-

tion. 

where 

and 

g(t) = t - f(t) / f' (t) 

f(t) 
L M 

= Ln S + e
1

t + e
2

t + e
3

t

In this method an initial guess for "t" is needed, and then on each 

successive iteration the "t" is replaced by the new value g(t). 

Most solutions were obtained in less than six iterations with five 

place accuracy. 

This program requires only one data card containing the values 

f I (t) 



of "L," "M," and thetas. The test dat"a sets, with the one hundred 

random times of failure, are next sorted in ascending order by a 

subroutine SORT
1 

and then written on tape to be used by the other

programs. 
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Before the test data sets can be used for any calculations they 

must be checked to see if they do indeed follow the desired distri-

bution. The Kolomogrov-Smirnov goodness of fit statistic (Siegel, 

1956) is used and is calculated as follows: 

D = maximum Js(t) - F(t)j 

where S(t) is the theoretical distribution under the null hypothesis 

which is the empirical distribution (1-i/n+l). F(t) is the observed 

distribution. The statistic "D" is then compared against the tabular 

value with appropriate degrees of freedom and selected a level. If 

the statistic "D" exceeds the tabular value, the null hypothesis 

will be rejected. The null hypothesis is that the sample has been 

drawn from the specified distribution. 

A listing of the program and output is listed in Appendix A. 

Estimation of thetas and 
conditional reliability 

The method used to obtain estimates for each theta of the distri-

bution is a least squares approach proposed by Bain and Antle (1967). 

The problem is to obtain estimates of the thetas which minimize the 

squared deviations between the theoretical and observed distributions 

1
This subroutine was written by Dr. Rex L. Hurst, Department of 

Applied Statistics and Computer Science, Utah State University, 
Logan, Utah. 



13 

as shown below. 

Z = I[S(t) - F(t)]
2 

where S(t) and F(t) are given above. 
n L 

Z = 
7
[ (1-i/n+l) - (exp - { 0

1 
t + 83t + t� )] 2 

In this form it is not easily solved so the logarithm will be taken 

giving: 

and then the partials will be taken with respect to each theta and 

set equal to 

� 
a 01

2-l__ 
a 0

2 

2-l__ 
a 03

zero giving: 

= 

= 

= 

n 
L I[Ln(l-i/n+l)t 

i 

n 
I[Ln(l-i/n+l)t 
i 

n M 
I[ Ln(l-i/n+l) t 

i 

+ 

+ 

+ 

21 8
1t + 8

L+l 
2

t + 83 t
L+M

] 

8 
L+l 2 M+l]

l
t + 8

2
t + 83 t 

8 
M+L M+l 2M 

l
t + 8

2
t + 83t ]

Each of the above partials is a linear equation in three unknowns 

thus giving three equations in three unknowns. The solution for 

each theta is obtained by using matrix algebra and a method known 

as Cramer's rule (Stien, 1967). The estimated for each theta test 

data set is then written on disk for use by the program CORR (Hurst , 

1968). This program CORR calculates the mean and standard deviation 

for the estimates of each theta. 

The reliability estimate for each test set is calculated using 

each of the above estimates. Because reliability is always calcu­

lated for the random failure period and the estimates using the 

model method use the complete data on the entire life of the com­

ponent, the formula for reliability is given as 
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R(t) = R(t + 6t) / R(t) 

where 6 is the time interval of interest. This estimate of relia-

bility will be referred to as the conditional reliability. For 

example, the conditional reliability for t = 1 is found as follows: 

R(l) = R(21) / R(20) 

where t = 20 is the end of the burn-in period. This gives the re­

liability for a component which is to be operated for a unit time 

period. 

These estimates are also written on disk for use by the CORR 

program. 

A listing of this program and output is in Appendix B. 

Estimation from restricted sample 

The third program is used to calculate the estimate of relia-

bility from the restricted sample assuming a constant hazard rate. 

The formula is given as: 

R(t) = exp - (At) 

where "A" is the failure rate and 11t11 is the time of operation for 

the component. The failure rate "A11 is the reciprocal of the mean 

time to failure, 11MTTF, 11 which is calculated using only the failures 

occurring in the random failure period. Due to the difficulty in 

writing a program that would evaluate the appropriate times for the 

beginning and ending times of the random failure period for each 

test data set, it was decided to use two set times 1
1T II and 11T . 11 

'
b w 

This means that for every test data set the 11MTTF" would be calcu-

lated using only the failures between "T
b

" and "T
w

. 11 The values of 

"T II and "T " were determined from the theoretical hazard rate 
b w 



curve. The formula now looks like this: 

R(t) = exp - (t/MTTF) 

These estimates are also written on disk for use by CORR. 

A listing of this program is in Appendix C. 
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RESULTS OF CHECKS 

Kolmogorov-Smirnov statistic 

The first task with any monte carlo study is to test the random 

number generator and this was done using the Kolmogorov-Smirnov 

"goodness of fit" statistic as described in the previous section. 

To make sure the generator for the test data would be valid for 

small as well as large sample sizes, two different sample sizes were 

tested--one of size 50 and the other of size 100. Each size has 20 

test data sets. The maximum absolute differences "D" between 

theoretical and generated for each set are listed in ascending order 

in Table 1. As can be noticed, the null hypothesis, that the random 

Table 1. The absolute maximum difference "D" for the Kolmogorov­
Smirnov "goodness of fit" statistic 

50 

.04372 

.08039 

.09373 

.09898 
.10465 
.10674 

. 11516 

.12153 

. 14163 
.15798 

Tabular values 

Ci == .OS 

Ci .01 

Test data sets of size 

.07923 

.08930 

.09589 

.09908 

.10666 

.10898 

. 11810 
. 13947 
.14789 
. 16137 

.23 

. 19 

.05791 

.06038 
.06953 
. 07 613 

. 07965 
. 08241 

.08702 
. 08971 
.11520 
. 12114 

100 

.05888 

.06121 

. 07184 

.07648 

.08061 

.08433 

. 08726 

.09826 

. 11722 

.12355 

.163 

. 136 
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times follow the model distribution, was not rejected at either 

level or for either sample size. Another observation to be made is 

that the larger the test data sample size the smaller the "D" values 

indicating that the more items placed on test the better the fit for 

the generated times. Thus the conclusion that the random times were 

generated according to the model distribution function for the 

"times to failure." 

Varying "L" and "M" 

Because "L" and "M" were assumed to be known for this study, a 

check was made to see just what effect varying "L" and "M" would 

have on the estimates of thetas and reliability. The reason was 

that if "L" and "M" were to be estimated, which they must in prac­

tice, it would be helpful to discover exactly what effect, if any, a 

poor estimate of these values would have on the estimation of 

reliability. It was decided to vary "L" by "!:: .1 and "M" by ::: 1 

giving four combinations. All four combinations plus the constant 

values for "L" and "M" which are .5 and 6 respectively were evalu­

ated using 100 sets of test data and calculating the mean and 

standard deviation for each theta and conditional reliability for 

four times. Table 2 contains the deviations from expected theta 

values for each combination of test data sets. Deviation is defined 

as follows: 

Deviation = observed - expected 

for the thetas and for reliability the term expected is replaced by 

true value. Table 3 contains the deviations from true values for 

the conditional reliability estimates for each combination. 
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Table 2. Deviations from expected theta values for various 
combinations of "L" and "M"

Combinations of Deviations from exeected 

"L" "M" Theta 1 Theta 2 Theta 3 

. 5 6 -.0034 -.0008 .0468 E-12 

.4 5 .1794 .0010 -. 3135 E-12 

. 6 5 .0355 -.0416 -. 3134 E-12 

.4 7 -.0687 .0355 .2598 E-14 

. 6 7 -.1788 .0135 .2641 E-14 

E-12 mean the number x 10
-12

Table 3. Deviations from true re liability for various combinations 
of "L" and "M"

Combinations of Deviations from true reliability for times 

"L" "M" 1 unit 3 units 5 units 30 units 

. 5 6 .0007 .0382 .0024 -.0005 
.4 5 .0019 .0054 .0083 .0156 
. 6 5 .0015 .0044 -.0067 .0163 
.4 7 .0001 -.0001 -.0007 -.0140 
. 6 7 -.0003 -.0010 -.0020 -.0157 
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These tables bring out one of the more interesting aspects of 

this method of reliability estimation and that is that the estimates 

of reliability are relatively good, while the estimates of thetas 

bounce all around. This is in part due to the difference of sign on 

the exponents "L" and "M" which tend to offset each other's errors 

when used to estimate reliability. The exponent "M" is the more 

dominate factor for this model distribution, having the most influ­

ence in the estimation of thetas which is to be expected due to its 

magnitude. It would appear that an error is to be made in estimation 

of "L" and "M" that it is better to over estimate "M" and under 

estimate "L" yielding less error in reliability estimation. The 

offsetting tendencies of "L" and "M" would merit further investiga-

tion. 

The standard deviations for reliability were very small and 

constant, bearing out the fact that the estimates are constant. 

From this set of calculations it is concluded that relatively small 

errors in the exponents "L" and "M" of the model distribution do not 

appreciably alter the estimates of reliability for short times. 

Varying thetas 

One of the inherent problems with this type of study is the 

obtaining of good realistic numbers, because sometimes just any old 

number may work but not be realistic. Real test data are hard to 

find. With this in mind, a check was done to see if there were any 

readily apparent problems or restrictions to be placed on the values 

selected for thetas. A total of five combinations of various thetas 

was tried using 20 sets of test data. The deviations of the 
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(estimates of thetas and reliability were calculated and tabulated to 

.see if any irregularities appeared. The values for thetas were 

selected to give different percentages of observations in each of 

the three failure periods. The results are given in Tables 4 and 5. 

These tables show that the estimates for thetas were generally 

very close, being low for theta 1 and high for the other two. The 

nnagnitudes were very consistent for each combination. Again the 

estimates for reliability were very close with extremely consistent 

standard deviations, all approximately .045. No problems for dif­

ferent magnitudes for thetas were discovered so with the lack of 

real test data the above results indicated that any one of the com­

binations could and would be a feasible choice for the production 

runs. 

The values of: 

el 
= .0474 

82 
= .0139 

.3186 
-12

83 
= X 10 

were selected to use for production and evaluation of the model. 
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Table 4. Deviations from expected theta values for various 
combinations of thetas 

Combinations of Deviations from ex2ected 

e
l 

8
2 

8
3 Theta 1 Theta 2 Theta 3 

.0791 .0100 .5645 E-12 -.0155 .0040 .0199 E-12 

.0633 .0120 .4321 E-12 -.0100 .0019 .0251 E-12 
.0633 .0139 .6302 E-12 -. 0103 .0020 .0402 E-12 
.0470 . 0139 . 3186 E-12 -.0098 .0018 .0221 E-12 
.0470 .0035 .3237 E-14 -.0056 .0065 . 0178 E-14 

E-12 mean the number x 10-12

Table 5. Deviations from true reliability for various combinations 
of thetas 

Combinations of Deviations from true reliability for time 

8
1 

8
2 

8
3 15 50 85 

.0791 .0100 .5645 E-12 -.0092 -.0056 -.0085 

.0633 . 0120 .4321 E-12 .0082 -.0052 -.0079 

.0633 .0139 .6302 E-12 .0073 -.0060 -.0074 

.0470 .0139 .3186 E-12 .0055 -.0049 -.0076 

.0470 .0035 .3237 E-14 .0105 .0057 .0001 

E-12 means the number X 10
-12


