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ABSTRACT

EVALUATION OF MULTIVARIATE HOMOGENEOUS ARMA MODEL

by

Lucy Chienhua Tseng, Master of Science

Utah State University, 1980

Major Professor: Dr. Ronald V. Canfield
Department: Applied Statistics

The purpose of this thesis is to study a restricted multivariate ARMA model, called the Homogeneous Model. This model is defined as one in which each univariate component of the multivariate model is of the same order in p and q as it is in the multivariate model.

From a mathematical respect, multivariate ARMA model is homogeneous if, and only if, its coefficient matrices are diagonal. From a physical respect, the present observation of a phenomenon can be modeled only by its own past observation and its present and past "errors."

The estimation procedures are developed based on maximum likelihood method and on O'Connell's method for univariate model.

The homogeneous model is evaluated by four types of data. Those data are generated reflecting different degrees of nonhomogeneity. It is found that the homogeneous model is sensitive to departures from the homogeneous assumptions. Small departures cause no serious problem, however, large departures are serious.

(54 pages)
CHAPTER I

INTRODUCTION

A mathematical model is often used to describe the behavior of a physical phenomenon. However, unknown and unpredictable factors do not permit deterministic models. Stochastic models are defined that can be used to predict future behavior as the probability of a future value lying between two specified limits.

Box and Jenkins (1970) first proposed the ARMA(p,q) time series stochastic model, which can be used to generate the values of some time-dependent quantity. The name ARMA(p,q) denotes a combination of autoregressive (AR) and moving average (MA) models. Autoregressive model is a way of expressing each observation in terms of past observations. The number p is an integer denoting the number of past observation or autoregressive terms in the model. The moving average model is a way of expressing each observation in terms of current and past disturbances. The value q is an integer denoting the number of past disturbances used in the model. Such models may be either univariate or multivariate. The ARMA(p,q) is expressed in this form:

\[
\hat{Z}_t = C_1 \hat{Z}_{t-1} + C_2 \hat{Z}_{t-2} + \ldots + C_p \hat{Z}_{t-p} + \sum_{i=1}^p \varepsilon_{t-i} - E_{t-1} \varepsilon_{t-1} - E_{t-2} \varepsilon_{t-2} - \ldots - E_{t-q} \varepsilon_{t-q}
\]

(1)

where \(\hat{Z}_t, \hat{Z}_{t-1}, \ldots, \hat{Z}_{t-p}\) are the vectors of values whose elements are random variables relating process values at time t, t-1, t-2, ..., t-p, \(\varepsilon_t, \varepsilon_{t-1}, \ldots, \varepsilon_{t-q}\) are independent vector random errors distributed with \(N(0, \Sigma)\) at time t, t-1, ..., t-q respectively. \(C_i, i=1,2,\ldots,p\) and \(E_j, j=1,2,\ldots,q\) are coefficient matrices.
Two methods of estimating the parameters $C_i$, $E_j$, and $G$ are available for the general multivariate model:

1. Method of Moments (O'Connell, 1974). This method is to use lag-zero, lag-one, lag-two cross-correlation matrices to derive coefficient matrices $C_i$, $E_j$, and covariance matrix $G$. It does not require any assumption as to the distribution from which the data is derived. On the other hand, it does not possess the desirable property of asymptotic efficiency (i.e., achieve the Cramer-Roe bound). Besides, it is impossible to correct for bias as is done by O'Connell (1974) with the method of moment in univariate series. Also, the estimation is restricted to the $p=1$, $q=1$ case.

2. Maximum Likelihood method (Box and Jenkins, 1970). This method requires the assumption of the distribution. The estimates are known to be asymptotically efficient and are considered better than those of O'Connell especially when moving average parameters are present (Ledolter, 1978). The method is virtually impossible to use in the general multivariate case due to a large number of parameters which require numerical optimization procedures for estimation.

The general multivariate model (1) possesses the characteristic that univariate (or subset) processes are not necessarily of the same order in both moving average and autoregressive components. Ledolter (1978) has shown that individual series from a multivariate AR process follow a univariate autoregressive model, but of higher order and with correlated residuals. The same can be shown for the moving average components. This results in the logical problem in which a univariate component of the model is not of the same order individually as in the multivariate
This causes a difficulty because the most natural method of understanding multivariate phenomenon is to first study the univariate cases and then generalize. For the unrestricted ARMA model, generalization is not necessarily possible.

Due to the weakness mentioned above, a restricted ARMA model is studied in this thesis. The model is defined to be one in which each univariate component of the multivariate model is of the same order in $p$ and $q$ as it is in the multivariate model or in any subset of the multivariate model which contains the component. Thus, we can follow the nature process to build models, starting with simpler univariate description and generalizing to the multivariate, based on information secured from the univariate study. The model is called a homogeneous model (HM).

The purpose of this project is two fold. First, to characterize the HM in terms of its parameteric and covariance structure. Second, to develop estimation procedures based on ML method and O'Connell's method for the univariate model. The model will be evaluated using the Monte Carlo technique only by ML method due to O'Connell's univariate estimation is difficult to apply on Monte-Carlo procedure. Those above will be accomplished in the following manner.

1. Generate homogeneous data and estimate the lag 0,1,2 correlation matrices using ML method to estimate the model parameters. Then compare the computed statistics with the same correlation matrices derived from the true model parameters. The purpose is to evaluate homogeneous model from homogeneous data by ML method.
2. Generate nonhomogeneous data and estimate the correlation matrices by ML method and compare these estimation values with the true values as in 1. The purpose is to evaluate how well the model works with data from a nonhomogeneous system.

In Chapter II, the homogeneous model is characterized from both theoretical and physical respects. The method of ML estimation for univariate model is described in Chapter III. O'Connell's univariate estimation method is described in Chapter IV. In Chapter V, the lag 0,1,2 correlation matrices are estimated by ML method from both homogeneous and nonhomogeneous data and compared with the corresponding statistics computed using the model parameters used to generate the data. O'Connell's general multivariate method of moment is tried here to evaluate ML method. The conclusions of this study are also summarized in this chapter.
CHAPTER II
CHARACTERIZATION OF MULTIVARIATE
HOMOGENEOUS ARMA MODEL

The homogeneous ARMA model as defined in Chapter I possesses the property of preserving the ARMA order of every subset of components of the system. In this chapter, the homogeneous model is characterized in both mathematical and physical respects.

Mathematical characterization

The following defines the homogeneous model in mathematical terms.

Theorem--The ARMA(p,q) model in Equation 1 is homogeneous if, and only if, the matrices $C_i, i=1,2,...,p$ and $E_j, j=1,2,...,q$ are diagonal.

Proof--If matrices $C_i$ and $E_j$ are diagonal, then as it is, every vector subset of the original variable has the model formed by taking the corresponding subset of the rows of the $C_i$ and $E_j$ matrices. Since these are diagonal, the subset matrix of the rows can be redefined to be diagonal and the $\varepsilon_t$ vector shortened to include only those elements necessary.

Conversely, if matrices $C_i$ and $E_j$ are not diagonal, suppose that one (or more) of the $C_i$ and $E_j$ have one or more off-diagonal elements that are nonzero, then it follows directly from the proof of the inconsistency referred to by Ledolter (1978) that there exists a marginal univariate model with autoregressive order greater than p.

For example, suppose there is one non-zero off-diagonal element of $E_j$ in the ARMA(1,1) model in the following equation:
\[ \vec{z}_t = C_1 \vec{z}_{t-1} + \vec{\varepsilon}_t - E_1 \vec{\varepsilon}_{t-1} \]  

Suppose it is the (1,2) element of \( E_1 \), let \( b_1 \) represent the first row vector of \( E_1 \). Then Equation 3 represents the first element of \( \vec{Z}_t \), i.e., \( z_{t,1} \)

\[ z_{t,1} = c_{11} z_{t-1,1} + \varepsilon_{t,1} - e_{11} \varepsilon_{t-1,1} - e_{12} \varepsilon_{t-1,2} \]  

Thus, the vector \( b_1 \) results in the inclusion of the second element of \( \varepsilon_{t-1} \left( e_{11} \varepsilon_{t-1,1} e_{12} \varepsilon_{t-1,2} \right) \) into the model for \( z_{t,1} \). Since this element cannot be incorporated in the "error" term at time \( t \) (i.e., \( \varepsilon_{t,1} \)), the error structure does not have the univariate moving average form.

It has been shown that no off-diagonal elements of \( C_i, i=1,2,\ldots,p \) nor \( E_j, j=1,2,\ldots,q \) can be nonzero or the ARMA(p,q) model will not preserve at least one univariate subset. Thus, the theorem is proven.

Maximum likelihood estimation for the nonhomogeneous model involves \( n^2(p+q+1) \) parameters where \( n \) is the dimension of \( \vec{Z} \) in the model. Simultaneous numerical optimization is required which involves \( n^2(p+q) \) parameters. Thus, for example (2), a system with five variables requires numerical optimization on 50 parameters. By contrast, the homogeneous model involves \( n(p+q) \) parameters. For the five variable case, it is 10 parameters only. Numerical optimization on 50 variables seems questionable, while on 10 it is reasonable.

Physical characterization

It is important to investigate on intuitive grounds the effect of the restrictions as compared with the general ARMA models. The most notable effect due to the diagonal nature of the \( C_i \) and \( E_j \) matrices is that the historical contribution to the present value of a given
variable of the random vector $\tilde{Z}$ is limited to the historic value of that same variable. This does not at all imply independence because the present "error" (i.e., $\tilde{e}_t$) can be a correlated random vector. As time progresses, e.g., as time $t$ becomes $t+1$, the values in $\tilde{e}_t$, as they contribute to the then present value of $\tilde{Z}_t$, contribute to the new present value only as modified by a constant specific to each element in $\tilde{e}_t$.

For example, suppose the homogeneous model were used to model yearly flow volumes of several streams in a large basin. The restrictions imply that for a given stream, the present flow volume $Z_{i,t}$ can be molded by the present and past "errors" ($\tilde{e}_t$ and $\tilde{e}_{t-1}$) and past streamflow in that stream drainage area ($Z_{i,t-1}$) and no other areas. The "errors" may be correlated, but only what actually happened in the past in the given area is what influences streamflow in that area. This implies that if, for example, one stream in the system receives considerable recharge from groundwater originating in the area of another stream in the system, the homogeneous model would not be applicable.

In the next chapter, estimation procedure by Maximum Likelihood is described and discussed.
CHAPTER III
MAXIMUM LIKELIHOOD ESTIMATION METHOD

Maximum Likelihood Estimation and O’Connell’s method, i.e., bias-correct method of moments, are the two approaches used in this thesis to estimate parameters. In this chapter, the estimation procedure by the maximum likelihood method is described.

With the definition of Multivariate Homogeneous ARMA Model, the coefficient matrices $C_i$ and $E_j$ in Equation 1 are diagonal, and it possesses the property that the order of individual series contained within a multivariate model are of the same order in both $p$ and $q$. Therefore, in this paper, univariate estimation by MLE is described here to estimate parameters $\phi_{i1}, \phi_{i2}, \ldots, \phi_{im}$ and $\phi_{j1}, \phi_{j2}, \ldots, \phi_{jm}$, i.e.,

$$C_i = \begin{bmatrix} \phi_{i1} & \phi_{i2} \\ & \ddots & \ddots \\ & & \phi_{im} \end{bmatrix} \quad i = 1, 2, \ldots, p$$

$$E_j = \begin{bmatrix} \theta_{j1} & \theta_{j2} \\ & \ddots & \ddots \\ & & \theta_{jm} \end{bmatrix} \quad j = 1, 2, \ldots, p$$

for the maximum likelihood method. Standard multivariate estimation by conditional MLE (Ledolter, 1978) is used to estimate the variance-covariance matrix $G$. 
Maximum likelihood estimation

The maximum likelihood method of estimation is reviewed in this section. Let $\mathbf{Z}' = (z_1, z_2, \ldots, z_n)$ be a sample of $n$ independent observations from a population with density $f(z, \mathbf{R})$ where $\mathbf{R}' = (r_1, r_2, \ldots, r_k)$ is a vector of parameters. The likelihood function is defined

$$L(\mathbf{Z}, \mathbf{R}) = \prod_{i=1}^{n} f(z_i, \mathbf{R})$$

Note that this is the joint density of the observations. It seems reasonable that the likelihood (i.e., probability density) of a sample using the true density should be high relative to that computed from any other density. Estimation by maximum likelihood chooses parameter values which maximize the likelihood function. When possible, the simplest method is to solve the set of equations constructed from the derivation of $L(\mathbf{Z}, \mathbf{R}) = \log(L(\mathbf{Z}, \mathbf{R}))$ with respect to the parameter equal to zero.

$$\frac{\partial L(\mathbf{Z}, \mathbf{R})}{\partial r_i} = 0 \quad i = 1, 2, \ldots, k$$

Estimation of the parameters of the ARMA(p,q) is based upon this principle. The problem is more complex, however, and has given rise to two different methods originated by Box and Jenkins (1970). These methods are discussed in the following sections.

Conditional maximum likelihood estimation

Suppose that $n$ original observations form a time series which we denote by $z_1, z_2, \ldots, z_n$, assume that this series is generated by Equation 1. The mean $\mu$ can be estimated as $\hat{z} = \frac{1}{n} \sum_{t=1}^{n} z_t$, and a new sequence of
observations defined as \( w_t = z_t - \bar{z} \), \( E(w_t) = 0 \) can be written as

\[
w_t = \phi_1 w_{t-1} + \phi_2 w_{t-2} + \ldots + \phi_p w_{t-p} + \epsilon_t - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - \ldots - \theta_q \epsilon_{t-q}
\]  

(4)

The term \( \epsilon_t \) may be defined as

\[
\epsilon_t = w_t - \phi_1 w_{t-1} - \phi_2 w_{t-2} - \ldots - \phi_p w_{t-p} + \epsilon_t - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - \ldots - \theta_q \epsilon_{t-q}
\]  

(5)

The \( w \)'s cannot be substituted immediately into Equation 5 to calculate the \( \epsilon \)'s because of the difficulty in initiating the model in Equation 5. However, suppose that the \( p \) values of \( \epsilon^* \) of \( w \)'s and the \( q \) values of \( \epsilon^* \) of the \( \epsilon \)'s prior to the commencement of the \( w \) series were given. Then the values \( \epsilon_{i,i=1,2,...,n} \) could be calculated. Assuming \( \epsilon_i \) are normally distributed, the joint distribution (i.e., the likelihood function) of the \( \epsilon \) is

\[
L(\epsilon_1, \epsilon_2, \ldots, \epsilon_n) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{\epsilon_i^2}{2\sigma^2}\right)
\]

The log likelihood associated with the parameter values \( (\Phi, \Theta, \sigma^2) \), conditional on the choice of \( w^* \), \( \epsilon^* \) (starting value) would then be

\[
l^*(\Phi, \Theta, \sigma^2 | w^*, \epsilon^*) = -n \log \sigma^2 - \frac{S^*(\Phi, \Theta)}{2\sigma^2}
\]  

(6)

where \( \Phi \) and \( \Theta \) denote the sets of parameters \( \phi_1, \phi_2, \ldots, \phi_p, \theta_1, \theta_2, \ldots, \theta_q \) and

\[
S^*(\Phi, \Theta) = \sum_{t=1}^{T} (\epsilon_t^2 | w^*, \epsilon^*)
\]

The conditional likelihood \( L(\Phi, \Theta, \sigma^2) \) involves the data only through the conditional sum of squares function. It follows from the normal
Unconditional maximum likelihood estimation

The unconditional log-likelihood function for a sequence of n observations assumed to have been generated by Equation 4 is given as

\[ l(\phi, \theta, \sigma^2) = f(\phi, \theta) - n \log \sigma - \frac{S(\phi, \theta)}{2\sigma^2} \] (7)

where \( f(\phi, \theta) \) is a function of \( \phi \) and \( \theta \). The unconditional sum of squares function is given as

\[ S(\phi, \theta) = \sum_{t=1}^{n} \{ \varepsilon_t | \phi, \theta, \dot{W} \}^2 \] (8)

where \( \{ \varepsilon_t | \phi, \theta, \dot{W} \} = E(\varepsilon_t | \phi, \theta, \dot{W}) \), \( E(\varepsilon_t | \phi, \theta, \dot{W}) \) denotes the expectation of \( \varepsilon_t \) conditional on \( \phi, \theta, \dot{W} \) which is different from Conditional Likelihood estimation as conditional on starting value \( W^*, \varepsilon^* \). As \( f(\phi, \theta) \) is usually unimportant for moderate to large n, (Box and Jenkins, 1970) contours of \( S(\phi, \theta) \) closely approximate contours of log-likelihood. Hence, least squares estimates obtained through minimizing \( S(\phi, \theta) \) in Equation 7 will usually provide close approximation to ML estimates.

Ideally, the unconditional likelihood function should be used for parameter estimation (Box and Jenkins, 1970), but suitable choices of \( W^*, \varepsilon^* \) allow a sufficient approximation to the unconditional likelihood function for moderate to large n by using the conditional likelihood function. One choice for the elements of \( \varepsilon^* \) and \( W^* \) would be the unconditional expectation of \( \varepsilon_t \) and \( w_t \) which are zero. However, if the
values of some of the autoregressive parameters lie near boundaries, then this approximation may not be sufficient. A more reliable procedure is to calculate the values of $\varepsilon_t$ from Equation 5 for $\varepsilon_{p+1}$ setting previous $\varepsilon_t$ values to zero. Hence, the sum of squares $S^*$ will then be derived from $(n-p)$ values of $\varepsilon_t$, but the slight loss of information would be unimportant for long series (Box and Jenkins, 1970). However, for short series, the best approach is to work with the unconditional log-likelihood function.

General procedure for calculating the unconditional sum of squares

While the conditional expectation $\varepsilon_t$ is linear in the elements of the parameters set $\Phi$, it may be shown to be nonlinear in the elements of the set $\Theta$. Consequently, techniques which rely on $S(\Phi, \Theta)$ being quadratic in the parameters, such as linear least squares, are not strictly applicable. Box and Jenkins (1970) suggest how $\varepsilon_t$ may be suitably linearized and how linear least squares techniques may then be applied iteratively to obtain ML estimates, provided reasonable initial guess at the parameter values are available. However, more general optimization techniques for finding the greatest or least value of a function without calculating derivatives are now widely available, and may be applied to minimize the function $S(\Phi, \Theta)$.

In evaluating Equation 8, conditional expectations are taken in Equation 5 to yield a value of $\{\varepsilon_t | \Phi, \Theta, \Psi\}$. As the recurrence relationship starts with $t=1$ and proceeds forward, values $w_{-j}, j=0,1,\ldots$ are required to start off the forward recurrence relationship. In order to provide those values, Box and Jenkins (1970) define ARMA($p,q$) process using a forward shift operator.
and define the value of the \( w_t \) at time \( t \) in terms of a set of random shocks \( \delta_t, \delta_{t+1}, \delta_{t+2}, \ldots \)

\[
\Phi(F)w_t = \Theta(F)\delta_t
\]

which may be written in recurrent form as

\[
\delta_t = w_t - \phi_1 w_{t+1} - \phi_2 w_{t+2} - \ldots - \phi_p w_{t+p} + \theta_1 \delta_{t+1} + \theta_2 \delta_{t+2} + \ldots + \theta_q \delta_{t+q}
\] (9)

As \( w_t, t=1,2,\ldots,n \) are distributed independently of \( \delta_t, t=0,-1,-2,\ldots \)

then \( \delta_0 = \delta_{-1} = \delta_{-2} = \ldots = 0 \), set \( \delta_n = 0 \).

Rearranging Equation 9 as

\[
w_t = \delta_t + \phi_1 w_{t+1} + \phi_2 w_{t+2} + \ldots + \phi_p w_{t+p} - \theta_1 \delta_{t+1} - \theta_2 \delta_{t+2} - \ldots - \theta_q \delta_{t+q}
\]

the values \( w, w_{-1}, w_{-2}, \ldots, w_{-m} \) may be calculated until \( w_{-m} \) has become sufficiently small as \( |\phi_i| < 1 \). (Refer examples of Box and Jenkins, 1970, p. 215-219).

Using Equation 5, values \( \varepsilon_{-m}, \varepsilon_{-m+1}, \ldots, \varepsilon_0, \varepsilon_1, \ldots, \varepsilon_n \) are calculated assuming that \( w_{-m} \) is effectively zero, which means that \( \varepsilon_{-j} = 0 \), for \( j > m-1 \). The unconditional sum of squares \( S(\theta, \delta) \) is obtained through summing the squares of all the calculated \( \varepsilon_t \) values.

**Estimation of variance-covariance matrix**

Regarding the estimation of variance-covariance matrix \( G \), the method of multivariate conditional maximum likelihood estimated suggested by Ledolter (1978) is a generalization of the iterative estimation procedure originated by Box and Jenkins (1970) for the univariate case.
Let $\hat{\beta}$ be a column vector of unknown parameters $\hat{\phi}_1, \hat{\phi}_2, \ldots, \hat{\phi}_p$, $\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_q$.

$$
\hat{\phi}_i = \begin{bmatrix} \phi_{i1} \\ \vdots \\ \phi_{im} \end{bmatrix}, \quad \Theta_j = \begin{bmatrix} \theta_{j1} \\ \vdots \\ \theta_{jm} \end{bmatrix} \quad i = 1, 2, \ldots, p \\
\quad j = 1, 2, \ldots, q
$$

and $G$ is the variance-covariance matrix, then the multivariate maximum likelihood functions can be developed from Equation 5 as follows:

$$
L(\hat{\beta}, G|\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n) = \left|G\right|^{-\frac{n}{2}} \exp\left\{-\frac{1}{2} \sum_{t=1}^{n} \hat{\varepsilon}'(t) G^{-1} \hat{\varepsilon}(t)\right\}
$$

The log-likelihood function is then

$$
L(\hat{\beta}, G|\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n) = -\frac{n}{2} \left\{ \log|G| + \frac{1}{n} \sum_{t=1}^{n} \hat{\varepsilon}'(t) G^{-1} \hat{\varepsilon}(t) \right\}
$$

The conditional estimate of $G$ which was derived by Ledolter (1974) is given by

$$
G = \frac{1}{n} \sum_{t=1}^{n} \hat{\varepsilon}'(t) \hat{\varepsilon}(t) \quad (10)
$$

In the next chapter, O'Connell's estimation method is introduced.
Besides ML method, another estimation method for the multivariate homogeneous model uses O'Connell's (1974) univariate estimation by the method of moments with a bias correction. In this chapter, this method is reviewed and discussed.

The O'Connell's multivariate model as shown below is parameterized differently from the general multivariate model shown in Equation 1. O'Connell's model is

\[ \hat{X}_t = AX_{t-1} + BE_t^O - CE_{t-1}^O \]  (11)

The differences are, first, the model is limited to \( p=1, q=1 \), i.e., ARMA (1,1) due to difficulties of estimating higher order terms. Second, elements in the model are represented differently, i.e., \( \varepsilon_t^O, \varepsilon_{t-1}^O \) are independent vectors random errors distributed with \( N(0, I) \) at time \( t \), \( t-1 \). Also \( \hat{X}_t, \hat{X}_{t-1} \) are standardized vectors in which \( x_t = (x_t - u)/\sigma \), \( x_{t-1} = (x_{t-1} - u)/\sigma \), \( u \) is the mean of the process, \( \sigma \) is the series variance, \( A, B, C \) are coefficient matrices with respect to \( \hat{X}_{t-1}, \varepsilon_t, \varepsilon_{t-1} \). However, this model can be adjusted to correspond to general ARMA(1,1), model (2) in the following way:

Let \( D\hat{X}_t = \hat{Z}_t \), \( D = \text{diag}(\sigma_1, \sigma_2) \)

Multiplying Equation 11 by \( D \), gives

\[ D\hat{X}_t = DAX_{t-1} + DBE_t^O - DCE_{t-1}^O \]
equals

$$\ddot{z}_t = AZ_{t-1} + \ddot{z}_{t-1} + CB^{-1} \ddot{c}_{t-1}$$

so, model

<table>
<thead>
<tr>
<th>Equation 1</th>
<th>Equation 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$C$</td>
</tr>
<tr>
<td>$CB^{-1}$</td>
<td>$E$</td>
</tr>
<tr>
<td>$(DB)'(DB)$</td>
<td>$G$</td>
</tr>
</tbody>
</table>

which shows to estimate parameter $A, B, C$ is equivalent to estimate parameter $C, E$ in Equation 2. Therefore, in this paper, O'Connell's univariate estimation may be used to estimate parameters $\phi_1, \phi_2, \ldots, \phi_m$ and $\theta_1, \theta_2, \ldots, \theta_m$ for $C$ and $E$, i.e.

$$C = \begin{bmatrix} \phi_1 & \cdots & 0 \\ \phi_2 & \ddots & \vdots \\ \vdots & \ddots & \phi_m \\ 0 & \cdots & \phi_m \end{bmatrix}, \quad E = \begin{bmatrix} \theta_1 & \cdots & 0 \\ \theta_2 & \ddots & \vdots \\ \vdots & \ddots & \theta_m \\ 0 & \cdots & \theta_m \end{bmatrix}$$

and also standard multivariate estimation by conditional MLE (Ledolter, 1978) as used in Chapter III is suggested here to estimate the covariance matrix $C$.

The most significant difference between O'Connell's univariate estimation and the MLE is that it incorporates consideration of a measure of long-term persistence $h$, called the Hurst Coefficient.

Persistence is the tendency for a high observation (e.g., streamflow) to be followed by high observations and a low outcome to be followed by low outcomes. Hurst (1951, 1956) made the remarkable empirical discovery that a host of geophysical time series obeyed one universal, probabilistic law, specified by one parameter, $0<h<1$, which governed the duration and intensity of periods of above and below average outcomes.
Two methods are used to estimate Hurst Coefficient $h$:

**Method I**

Suppose $x_1, x_2, \ldots, x_n$ denote a sequence of data over $n$ years. Let $ar{x}$ denote the sample mean and define

$$D_n = \sum_{i=1}^{n} x_i$$

Let $k$ be the first $k$ years.

$$D_k^* = \sum_{i=1}^{k} x_i - \frac{k}{n} \sum_{i=1}^{n} x_i$$

represent the excess or deficiency relative to the amount removed up to the $k^{th}$ year. Defining

$$M_k = \max_{1 \leq k \leq n} D_k^*$$

$$m_k = \min_{1 \leq k \leq n} D_k^*$$

as the largest excess and greatest deficiency respectively over the steady outcome during the $n$ years. The quantity

$$R = M_k - m_k$$

is known as the range of cumulative departures from the sample mean. Hurst found $R$ to vary with $n$ as

$$R/S = n^h$$

where $S$ denotes the sample standard deviation of the time series of length $n$, $h$ is a constant, $R/S$ is referred to as the rescaled range. The coefficient $h$ was estimated through the following relationship.
where $K$ denotes the resulting estimate of the population coefficient $h$. Thus, $K$ was defined for each time series as

$$K = \frac{\log R - \log S}{\log n - \log 2}$$

Hurst (1951, 1956) collected 900 annual time series comprising streamflow and precipitation ... etc. records, and found values of $K$ which ranged from .46 to .96 with a mean of .729 and a standard deviation of .092 over all phenomena.

**Method II**

The second method was proposed by Mandelbrot and Wallis (1969b) which provides an estimate denoted by $H$. This method consists of the following three steps:

1) A record of length $n$ is divided into $N$ subsamples of length, $n_s$, where $3 < n_s < n$. The subsamples may or may not overlap, and the selection of the subsample length $n_s$ is made such that a uniform spacing of $n_s$ is achieved on a logarithmic scale.

2) The rescaled range $R/S$ is computed for each subsample of length $n_s$.

3) A least square lines is fitted to the mean $R/S$ for each subsample size in the range $n_0 < n_s < n$, where $n$ is chosen on the grounds of an initial non-linear transient in the plot of $\log(R/S)$ against $\log n$. The slope of the fitted least square line yields the estimate $H$. This diagram is referred to as the "pox-diagram."
Bias correction

However, it was found by Matales and Wallis (1970) that both K and H are biased estimators, with K displaying greater bias than H; but K was found to have smaller variance than H. The bias in both estimators decreases slowly with n, the sample size.

The problem of bias correction was circumvented by O'Connell (1974) through defining $E(K)_n$ or $E(H)_n$, the expected value of K or H in sample of size n for a process. Invariably, Monte-Carlo simulation is necessarily used to define $E(H)_n$ or $E(K)_n$ for a process.

In defining the small sample properties of estimates of $h$ for a process, a choice must be made between H and K. Since H suffers from a major deficiency in that no universal rule exists for defining the set of sub-series to be used, or for estimating the slope of the "pox-diagram," and K does not suffer from such a deficiency and is also quicker to compute. Accordingly, K was used by O'Connell (1974) in the simulation experiments to define $E(K)_n$ for ARMA(1,1) process.

Agreement with Hurst Law

To examine the ability of ARMA(1,1) process to model Hurst's law accurately for values of n comparable with the longest geophysical records available, a simulation approach was adopted and a detailed account of the simulation experiments conducted for this purpose has been presented by O'Connell (1971). Over 250 "pox-diagrams" corresponding to a number of combinations of $\phi$ and $\theta$ were constructed, and good overall agreement with Hurst's law was observed up to moderate to large value of n.
The simulation experiments for defining $E(K)_n$ were extended to large values of $n$. Sample of size $n = 25, 50, 100, 250, 500, 1000, 2500, 5000, 10000$ were generated and estimates of the lag-one autocorrelation $\phi_1$ and $K$ were made for each sequence. The estimation of $K$ has been described above. The lag-one autocorrelation is estimated by

$$\hat{\phi}_1 = \frac{n-1}{n-1} \frac{\left\{ \sum x_i - \frac{1}{n-1} \sum x_i \right\} \left\{ \sum x_{i+1} - \frac{1}{n-1} \sum x_{i+1} \right\}}{\left\{ \sum (x_i - \frac{1}{n-1} \sum x_i)^2 \right\} \left\{ \sum (x_{i+1} - \frac{1}{n-1} \sum x_{i+1})^2 \right\}^{1/2}}$$

and for the ARMA(1,1) model it is equal to

$$\rho_1 = \frac{(\phi-\theta)(1-\phi\theta)}{(1-\theta^2-2\phi\theta)}$$

Estimates of $E(K)_n$ and $E(\rho)_n$, denoted by $\tilde{E}(K)_n, \tilde{E}(\rho)_n$ were then derived by averaging the respective statistics over the total number of realizations.

For selection of values of $\phi$ and $\theta$, tables of $E(K)_n$ and $E(\rho)_n$ have have been abstracted for sample size $n = 25, 50, 100$. The value of $E(K)_n$ and $E(\rho)_n$, each derived from 10,000 samples of size $n$ are presented by O'Connell (1979) in Tables 4.1-4.6 which are reproduced in Appendix C. For sample size 25, the range of $K$ values which can be modelled for all the selected values of $\phi$ and $\theta$ is approximately .65-.80 while for sample size 50 and 100, the corresponding range are .65-.85 and .65-.87 respectively.

The procedure to estimate parameter $\phi_1$ and $\theta_i, i=1,2,\ldots,m$ is as follows:
1. Derive estimates $\rho_1, K$ from a historic sequence of length $n$.

2. From O'Connell's Tables 4.1-4.6, identify values of $\phi$ and $\theta$ such that

$$\tilde{E}(K) \approx \rho$$

and

$$\hat{\rho}_1 \approx \hat{\rho}_1$$

where $\rho_1$ is defined by Equation 13.

Despite the advantage of O'Connell's univariate estimation, that is the bias correction to ensure the presentation of the Hurst Coefficient, it is difficult to apply Monte-Carlo simulation to O'Connell's procedure. This is because no direct relationship can be found between $K$, $\rho$, $\phi$, and $\theta$. Therefore, in the next chapter, a two-dimensional homogeneous model is to be evaluated only by method of MLE. Monte-Carlo methods will be used to measure the mean squared deviation of the sample lag 0,1 and 2 correlation matrices from the population values. O'Connell's multivariate estimation method of moments was attempted in order to compare it with the estimation by Maximum Likelihood, but no satisfactory result was obtained due to difficulties encountered in estimation. Limited results using O'Connell's method are reported in the next chapter.
CHAPTER V
EVALUATION OF HOMOGENEOUS MODEL

Introduction

ML method of estimation described in Chapter III is used in this chapter to estimate parameters in a Monte-Carlo experiment. The homogeneous model is evaluated by generating different sample sequence using a known model, estimating the parameters by ML method, then comparing the results in the following ways:

(a) Compare the estimated model parameters with the respective population parameters.

(b) Compare the sample lag 0, 1 and 2 correlation matrices as computed from estimated model parameters with the same parameters computed from the population model parameters.

From these comparisons, how well the homogeneous model works on homogeneous data or nonhomogeneous data can be observed. The correlation matrices constitute a measure of multivariate model performance, also, the mean square error shows the precision of estimation.

Following is the description of the program in this thesis. The Monte-Carlo simulation is used to evaluate homogeneous model from different types of data. For simplicity, ARMA(1,1) model with a two-dimensional variable is simulated.

Let the model ARMA(1,1) adjusted from Equation 2 into the form of Equation 4 as shown below:

\[
\tilde{W}_t = C \tilde{W}_{t-1} + \tilde{e}_t - E \tilde{e}_{t-1}
\]  

(14)
Let the $\phi_{11} = .9$, $\phi_{22} = .8$ and $\theta_{11} = .4$, $\theta_{22} = .2$, i.e., in Equation 14:

(a) $C = \begin{bmatrix} .9 & 0 \\ 0 & .8 \end{bmatrix}$  
    $E = \begin{bmatrix} .4 & 0 \\ 0 & .2 \end{bmatrix}$

be the parameters used to generate homogeneous data. Three other sets of coefficient matrices $C,E$ are used to generate data reflecting different degrees of unhomogeneity as shown below.

(b) $C = \begin{bmatrix} .9 & 1 \\ 1 & .8 \end{bmatrix}$  
    $E = \begin{bmatrix} .4 & 1 \\ 1 & .2 \end{bmatrix}$

(c) $C = \begin{bmatrix} .9 & .4 \\ .4 & .9 \end{bmatrix}$  
    $E = \begin{bmatrix} .4 & 1 \\ 1 & .2 \end{bmatrix}$

(d) $C = \begin{bmatrix} .9 & .7 \\ .7 & .8 \end{bmatrix}$  
    $E = \begin{bmatrix} .4 & 1 \\ 1 & .2 \end{bmatrix}$

Let model variance-covariance matrix be defined as

$$G = \begin{bmatrix} \sigma^2_1 & .5\sigma_1\sigma_2 \\ .5\sigma_1\sigma_2 & \sigma^2_2 \end{bmatrix}$$

From Box and Jenkins (1970), it follows that
\[ \sigma_i^2 = \frac{(1-\phi_{ii})^2}{(1+\theta_{ii}^2-2\phi_{ii}\theta_{ii})} \quad i=1,2 \]

so that

\[ G = \begin{bmatrix} .432 & .2324 \\ .2324 & .5 \end{bmatrix} \]

To construct synthetic data from Equation 14, let \( SS' = G \), \( S = UV^{1/2} \), where \( V \) is the matrix with each diagonal element representing an individual characteristic root, \( V^{1-2} \) is obtained from the square root of diagonal elements, and \( U \) is the matrix of characteristic vector corresponding to each characteristic root of matrix \( G \). \( \varepsilon \) is the generating random number distributed with \( N(0, I) \), so \( \tilde{S}\varepsilon = \varepsilon \) is then distributed with \( N(0, G) \), since

\[ E((\tilde{S}\varepsilon)(\tilde{S}\varepsilon)') = E(\tilde{S}\varepsilon\varepsilon'\tilde{S}') = SE(\varepsilon\varepsilon')S' = SIS' = G \]

Using the parameters \( C, E \) defined above and the random error sequence \( \varepsilon_t, \varepsilon_{t-1}, t=1,2,\ldots,80 \), 400 series each of length 80 is generated.

In order to prohibit the nonstationary sequence which may occur at the beginning of generation, the first 19 data are deleted from whole length, and replace the 1st data by the 20th, then start all over again. So the 80 data is actually generated beginning with 20th. For each series of data, ML method as described in Chapter III is used to estimate parameter \( C, E, \) and \( G \). In the program, subroutine FTMXL (IMSL, 1979),
which is a program of univariate, conditional MLE to estimate C and E, is used.

Expected values of correlation matrices

Lag 0,1 and 2 correlation matrices are to be computed directly from those parameters. It is shown below how to obtain the direct relationship between parameters and correlation matrices $M_0$, $M_1$, $M_2$.

Let $\mathbf{w}_t, \mathbf{w}_{t-1}, \ldots, \mathbf{w}_{t-n+1}$ be a series of n observations from model 14, then

\[
\mathbf{w}_t = C \mathbf{w}_{t-1}^+ + \mathbf{e}_t^+ - E \mathbf{e}_{t-1}^+
\]

\[
\mathbf{w}_{t-1} = C \mathbf{w}_{t-2}^+ + \mathbf{e}_{t-1}^+ - E \mathbf{e}_{t-2}^+
\]

\[
\vdots \quad \vdots \quad \vdots
\]

\[
\mathbf{w}_{t-n+1} = C \mathbf{w}_{t-n}^+ + \mathbf{e}_{t-n+1}^+ - E \mathbf{e}_{t-n}^+
\]

Starting from the bottom, replace the $\mathbf{w}_{t-n+1}$ in the right side of the next to last equation by its expression in the last equation. Then proceed upward, replacing the $\mathbf{w}_{t-n+1}$ on the right by the previously derived expression. The final result for $\mathbf{w}_t$ is

\[
\mathbf{w}_t = C(C\mathbf{w}_{t-2}^+ + \mathbf{e}_{t-2}^+ - E \mathbf{e}_{t-2}^+) + \mathbf{e}_t^+ - E \mathbf{e}_{t-1}^+
\]

\[
= C^2 \mathbf{w}_{t-2}^+ - CBE \mathbf{e}_{t-2}^+ + (C-E) \mathbf{e}_{t-1}^+ + \mathbf{e}_t^+
\]

\[
= C^2 (C\mathbf{w}_{t-3}^+ - \mathbf{e}_{t-3}^+ - E \mathbf{e}_{t-3}^+) - CBE \mathbf{e}_{t-2}^+ + (C-E) \mathbf{e}_{t-1}^+ + \mathbf{e}_t^+
\]

\[
\mathbf{w}_t = C^2 \mathbf{w}_{t-3}^+ - \mathbf{e}_{t-3}^+ - E \mathbf{e}_{t-3}^+ - CBE \mathbf{e}_{t-2}^+ + (C-E) \mathbf{e}_{t-1}^+ + \mathbf{e}_t^+
\]

\[
\mathbf{w}_t = C^2 \mathbf{w}_{t-3}^+ - \mathbf{e}_{t-3}^+ - E \mathbf{e}_{t-3}^+ - CBE \mathbf{e}_{t-2}^+ + (C-E) \mathbf{e}_{t-1}^+ + \mathbf{e}_t^+
\]

\[
\mathbf{w}_t = C^2 \mathbf{w}_{t-3}^+ - \mathbf{e}_{t-3}^+ - E \mathbf{e}_{t-3}^+ - CBE \mathbf{e}_{t-2}^+ + (C-E) \mathbf{e}_{t-1}^+ + \mathbf{e}_t^+
\]

\[
\mathbf{w}_t = C^2 \mathbf{w}_{t-3}^+ - \mathbf{e}_{t-3}^+ - E \mathbf{e}_{t-3}^+ - CBE \mathbf{e}_{t-2}^+ + (C-E) \mathbf{e}_{t-1}^+ + \mathbf{e}_t^+
\]

\[
\mathbf{w}_t = C^2 \mathbf{w}_{t-3}^+ - \mathbf{e}_{t-3}^+ - E \mathbf{e}_{t-3}^+ - CBE \mathbf{e}_{t-2}^+ + (C-E) \mathbf{e}_{t-1}^+ + \mathbf{e}_t^+
\]
\[
\begin{aligned}
&= C_{n}^{\mathbf{\hat{w}_t}} + C_{n}^{\mathbf{\hat{w}_t}} + \cdots + C_{n}^{\mathbf{\hat{w}_t}} + C_{n}^{\mathbf{\hat{w}_t}} + \cdots + C_{n}^{\mathbf{\hat{w}_t}} + \cdots + C_{n}^{\mathbf{\hat{w}_t}} + \cdots \\
&\quad + (C-E) \mathbf{\hat{w}_{t-1}} + \cdots \\
\end{aligned}
\]

As \( n \) goes to infinity, the result is

\[
\mathbf{\hat{w}_t} = \mathbf{\hat{w}_t} + (C-E) \mathbf{\hat{w}_{t-1}} + \cdots
\]

From \( E(\mathbf{\hat{w}_t} \mathbf{\hat{w}_t}') \), the lag 0 variance-covariance matrix \( V_0 \) is

\[
V_0 = E(\mathbf{\hat{w}_t} \mathbf{\hat{w}_t}') = C_{n-1}^{-1} (E(C-E) '(C-E) ) + C_{n-2}^{2} (E(C-E) '(E-E) ) + \cdots + D(C-E) G(C-E) 'G
\]

The lag 1 variance-covariance matrix \( V_1 \) is

\[
V_1 = E(\mathbf{\hat{w}_t} \mathbf{\hat{w}_{t-1}}') = C_{n-1}^{-1} (E(C-E) '(C-E) ) + C_{n-2}^{2} (E(C-E) '(C-E) ) + \cdots + C(C-E) G(C-E) 'G
\]

The lag 2 variance-covariance matrix \( V_2 \) is

\[
V_2 = E(\mathbf{\hat{w}_t} \mathbf{\hat{w}_{t-2}}') = C_{n-1}^{-1} (E(C-E) '(C-E) ) + C_{n-2}^{2} (E(C-E) '(C-E) ) + \cdots + C(C-E) G
\]

Since lag 0,1,2 variance-covariance matrices are defined as following forms:

\[
V_0 = E(\mathbf{\hat{w}_t} \mathbf{\hat{w}_t}') = \\
\begin{bmatrix}
\sigma_1^2 & \cdots & \cdots \\
\cdots & \sigma_2^2 & \cdots \\
\cdots & \cdots & \cdots
\end{bmatrix}
\]

\[
V_0 = \\
\begin{bmatrix}
\sigma_1^2 & \rho_{12}\sigma_1 \sigma_2 \\
\rho_{12}\sigma_1 \sigma_2 & \sigma_2^2
\end{bmatrix}
\]

where \( E(\mathbf{\hat{w}_t} \mathbf{\hat{w}_t}) = \sigma_i^2 \quad i=j \)

\( E(\mathbf{\hat{w}_i} \mathbf{\hat{w}_j}) = \rho_{ij}\sigma_i \sigma_j \quad i \neq j \)
The lag 0, 1, and 2 correlation matrices \( M_0, M_1, M_2 \) can be obtained from \( V_0, V_1, V_2 \) by: let each element of \( V_0, V_1, V_2 \) be divided by \( \sigma_i \sigma_j \), where \( i, j = 1, 2, \ldots, m \), and it happens on diagonal elements with \( i = j \), i.e., \( \sigma_i^2 \).

Therefore, \( M_0, M_1, M_2 \) can be adjusted from Equation 15, 16, and 17 to result in the following forms.

**In 2x2 case**

\[
M_0 = \begin{bmatrix}
1 & \rho_{12} \\
\rho_{12} & 1
\end{bmatrix}
\]
Table 1 shows the model parameters and the lag 0,1,2 correlation matrices used to generate data. In addition to the bias of $M_0, M_1, M_2$, a measure of the precision of estimation is needed. Therefore, the mean square error (MSE) is used here which is defined as

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \bar{Y})^2$$

where $Y_i$ represents estimated value from each iteration, $\bar{Y}$ represents the true value. From MSE, the variation of estimated value to true value can be observed. In Table 2, all the estimated parameters and statistics are listed which includes coefficient matrices $C, E$ and their MSE to initial parameter, variance-covariance matrix $G$ with its MSE to original $G$, lag 0,1,2 correlation matrices and their MSE form true statistics.

As mentioned before, due to difficulties experienced with O'Connell's multivariate method of estimation, only limited results are included here for comparison. The difficulty encountered is that
Table 1. Population model parameters C, E, and G and their lag 0,1,2 correlation matrices $M_0, M_1, M_2$.

<table>
<thead>
<tr>
<th></th>
<th>Homogeneous</th>
<th></th>
<th>Non-Homogeneous</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
<td>(d)</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>.9</td>
<td>0</td>
<td>.9</td>
<td>.4</td>
<td>.9</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>.8</td>
<td>.1</td>
<td>.8</td>
<td>.7</td>
</tr>
<tr>
<td>E</td>
<td>.4</td>
<td>0</td>
<td>.4</td>
<td>.1</td>
<td>.4</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>.2</td>
<td>.1</td>
<td>.2</td>
<td>.1</td>
</tr>
<tr>
<td>G</td>
<td>.432</td>
<td>.2324</td>
<td>.432</td>
<td>.2324</td>
<td>.432</td>
</tr>
<tr>
<td></td>
<td>.2324</td>
<td>.5</td>
<td>.2324</td>
<td>.5</td>
<td>.2324</td>
</tr>
<tr>
<td>$M_0$</td>
<td>1.0</td>
<td>.30212</td>
<td>1.0</td>
<td>.302952</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>.30212</td>
<td>1.0</td>
<td>.302952</td>
<td>1.0</td>
<td>.358</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.0</td>
<td>.50603</td>
</tr>
<tr>
<td>$M_1$</td>
<td>.72644</td>
<td>.1162</td>
<td>.7270547</td>
<td>.123294</td>
<td>.83564</td>
</tr>
<tr>
<td></td>
<td>.1394</td>
<td>.6999</td>
<td>.146544</td>
<td>.6999</td>
<td>.2634</td>
</tr>
<tr>
<td></td>
<td>.11155</td>
<td>.5599</td>
<td>.1899102</td>
<td>.572324</td>
<td>.5761</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.1052</td>
<td>1.04475</td>
</tr>
<tr>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
<td>(d)</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>---------------</td>
<td>---------------</td>
<td>---------------</td>
<td>---------------</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>.8144323</td>
<td>.8794567</td>
<td>1.245452</td>
<td>1.535315</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.7366728</td>
<td>.8056161</td>
<td>.8056161</td>
<td>.8056161</td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>.02436553</td>
<td>.00946404</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.0218169</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>.02135154</td>
<td>.0341059</td>
<td>1.760495</td>
<td>1.759776</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.02135154</td>
<td>.02135154</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>.03099633</td>
<td>.006950614</td>
<td>.008332</td>
<td>.008332</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.006950614</td>
<td>.006950614</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>.4334362</td>
<td>.4387916</td>
<td>3.571578</td>
<td>2.667185</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.2248046</td>
<td>.2182003</td>
<td>2.667185</td>
<td>2.667185</td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>.00448586</td>
<td>.000287923</td>
<td>9.818922</td>
<td>5.939306</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.000287923</td>
<td>.000287912</td>
<td>.006141037</td>
<td>.3828263</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>1.0</td>
<td>.2733108</td>
<td>1.0</td>
<td>.00000178</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>.3318697</td>
<td>1.0</td>
<td>.00000178</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>.006950614</td>
<td>.008332</td>
<td>.12688</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.006950614</td>
<td>.006950614</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>.6375</td>
<td>.1233457</td>
<td>1.052457</td>
<td>1.245452</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.1476681</td>
<td>.6485394</td>
<td>.6790808</td>
<td>.6790808</td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>.02618064</td>
<td>.01086575</td>
<td>.1065477</td>
<td>.1065477</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.00164085</td>
<td>.01334956</td>
<td>.01476698</td>
<td>.01476698</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>.5304899</td>
<td>.6393536</td>
<td>1.551151</td>
<td>1.551151</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>.1068059</td>
<td>.5557084</td>
<td>.8424E-5</td>
<td>.8424E-5</td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>.0405236</td>
<td>.0271172</td>
<td>.4938</td>
<td>.4938</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.00088768</td>
<td>.01065</td>
<td>.2336236</td>
<td>.2336236</td>
<td></td>
</tr>
</tbody>
</table>
an excessive number of series, there is no real solution to estimation equations. This problem is more pronounced as the degree of nonhomogeneity increases. Monte-Carlo results for estimation by O'Connell's method are shown in Table 3. The sample size is 20, as compared with 400 for the MLE table.

It is noted that the true lag-two correlations are greater than 1 for model (d) Table 1. These inadmissible values could be from sources:

1. The off-diagonal elements on C are too big as .7.

2. The n chosen in Equation 17 is 30 which may not be large enough to provide a good approximation. Since the objective of this study has been achieved without resolving this problem, it has been ignored.

The estimated lag 1,2 correlations exceed 1 on (c) and (d) type of data sets is due to the bad estimator C and E, which also shows the instability of homogeneous model.

Conclusions and recommendations

The problem of estimation inherent with both MLE and the method of moments for the general multivariate model makes the homogeneous model attractive. It appears to be the only model that is computationally feasible for multivariate, multilag systems. Multiple lags are required to reproduce series where lag-two (or higher) correlations exceed lag-one correlations because of long aquifer travel time or long carryover storage periods in large reservoirs.

It is noted that the homogeneous model is sensitive to departures from the homogeneous assumptions, i.e., when the data originates from
Table 3. Estimated parameters C, E, and G and their MSE to population parameters. Estimated lag 0,1,2 correlation matrices and their MSE to population correlations by O'Connell's method.

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>E</th>
<th>G</th>
<th>M₀</th>
<th>M₁</th>
<th>M₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>MSE</td>
<td>MSE</td>
<td>MSE</td>
<td>MSE</td>
<td>MSE</td>
</tr>
<tr>
<td>C</td>
<td>0.7892882</td>
<td>0.2994335</td>
<td>0.4043</td>
<td>1.0</td>
<td>0.676948</td>
<td>0.5645263</td>
</tr>
<tr>
<td></td>
<td>0.07732155</td>
<td>-0.018552</td>
<td>0.2107796</td>
<td>0.2730639</td>
<td>0.145</td>
<td>0.3648067</td>
</tr>
<tr>
<td>MSE</td>
<td>0.8212594</td>
<td>0.2107796</td>
<td>0.4596424</td>
<td>1.0</td>
<td>0.7320732</td>
<td>0.6333536</td>
</tr>
<tr>
<td>E</td>
<td>-0.04119488</td>
<td>0.5959</td>
<td>0.209437</td>
<td>0.3207595</td>
<td>0.7320732</td>
<td>0.6333536</td>
</tr>
<tr>
<td>MSE</td>
<td>0.757</td>
<td>0.145</td>
<td>0.4596424</td>
<td>1.0</td>
<td>0.7320732</td>
<td>0.6333536</td>
</tr>
<tr>
<td>G</td>
<td>0.8212594</td>
<td>0.4596424</td>
<td>0.7320732</td>
<td>1.0</td>
<td>0.7320732</td>
<td>0.6333536</td>
</tr>
<tr>
<td>MSE</td>
<td>0.07732155</td>
<td>0.07732155</td>
<td>0.07732155</td>
<td>0.07732155</td>
<td>0.07732155</td>
<td>0.07732155</td>
</tr>
<tr>
<td>M₀</td>
<td>0.003754279</td>
<td>0.0286879</td>
<td>0.0064046</td>
<td>0.008625715</td>
<td>0.0067287</td>
<td>0.00649328</td>
</tr>
<tr>
<td>MSE</td>
<td>0.00745764</td>
<td>0.01472264</td>
<td>0.00569023</td>
<td>0.0087083</td>
<td>0.005645</td>
<td>0.005552</td>
</tr>
<tr>
<td>M₁</td>
<td>0.001457064</td>
<td>0.005645</td>
<td>0.005645</td>
<td>0.005645</td>
<td>0.005645</td>
<td>0.005552</td>
</tr>
<tr>
<td>M₂</td>
<td>0.005645</td>
<td>0.005645</td>
<td>0.005645</td>
<td>0.005645</td>
<td>0.005645</td>
<td>0.005552</td>
</tr>
</tbody>
</table>

The MSE values represent the mean squared error between the estimated parameters and the population parameters. The table provides a comprehensive view of the correlation matrices and their MSE for each parameter set.
a nonhomogeneous source. Small departures seem to cause no serious problem, however, large departures are serious. This lack of robust-ness underscores the need for a test of homogeneity. If such a test could be developed, it would serve to screen out data sets which are not computable with the model.
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Appendix A

Computer Program in Maximum Likelihood Method
**Input Data**

1. **NX**
   - sample size (# of series)
2. **SEED**
   - value used to generate random numbers
3. **MEAN(I)**
   - overall mean of each variable
4. **SCALE(I)**
   - the conversion factor to maintain all variables in same unit
5. **OI(I,J)**
   - coefficient elements in autoregressive term
6. **PI(I,J)**
   - coefficient elements in moving average term
7. **S(I,J)**
   - square roots of variance-covariance matrix
8. **ASM(I,J)**
   - true lag 0 correlation matrix
9. **ASM1(I,J)**
   - true lag 1 correlation matrix
10. **ASM2(I,J)**
    - true lag 2 correlation matrix
11. **HOV(I,J)**
    - true variance-covariance matrix

**Output Data**

1. **MO**
   - lag 0 correlation matrix
2. **M1**
   - lag 1 correlation matrix
3. **M2**
   - lag 2 correlation matrix
4. **CMSE1**
   - mean square error of estimated MO to true MO
5. **CMSE1**
   - mean square error of estimated M1 to true M1
6. **CMSE3**
   - mean square error of estimated M2 to true M2
7. **EA**
   - coefficient matrix in autoregressive term (C)
8. **EB**
   - coefficient matrix in moving average term (F)
9. **MSE1**
    - mean square error of estimated C to true C
10. **MSE2**
    - mean square error of estimated E to true E
11. **AVCV**
    - variance-covariance matrix G
12. **CVMS**
    - mean square error of estimated G to true G
REAL MSE1, MSE2
INTEGER SEED
INTEGER G, M, N
REAL M, J, K
DIMENSION BT(100, 2), MLT(2, 2), MT(2, 2), T(2, 100)
DIMENSION O1(2, 2), Z(100, 2), MEAN(2, 2), X(2, 2), H0V(2, 2),
    Z(100, 2), P1(2, 2), SCALE(2), TOTT(2, 2), TOTT(2, 2),
    U(100, 10), V(100, 2)
DIMENSION D(100), A(100), IND(1), APH(1), PAH(1)
DIMENSION ASM(2, 2), ASM(2, 2), ASH(2, 2), CHS(2, 2), CSR(2, 2),
    CMSE3(2, 2), CMSE1(2, 2), CMSE2(2, 2), ACSV(2, 2), CMVBV(2, 2),
    EA(2, 2), EB(2, 2)
DIMENSION SUM(2, 2), SUM1(2, 2), SUM2(2, 2), SUM3(2, 2),
    J(2, 2), X(2, 2), X(2, 2), X(2, 2), X(2, 2), X(2, 2),
    J(2, 2), X(2, 2), G1(2, 2), G2(2, 2)
G = 2
IND(1) = 30
IND(2) = 1
IND(3) = 0
IND(4) = 0
IND(5) = 5
IND(7) = 1
IND(8) = 0
READ(5, 1) NX, SEED
READ(5, 1) (MEAN(I), I = 1, G)
READ(5, 1) (SCALE(I), I = 1, G)
1 FORMAT(210)
DO 10 I = 1, G
READ(5, 2) (O1(I, J), J = 1, G)
READ(5, 2) (P1(I, J), J = 1, G)
2 FORMAT(2F10, 3)
READ(5, 7) (S1(I, J), J = 1, G)
READ(5, 7) (ASM(1, J), J = 1, G)
READ(5, 7) (ASM(1, J), J = 1, G)
READ(5, 7) (ASM(1, J), J = 1, G)
READ(5, 7) (ASM(1, J), J = 1, G)
READ(5, 7) (H0V(I, J), J = 1, G)
10 CONTINUE
X = 0
DO 15 I = 1, 2
DO 15 J = 1, 2
TOT1(I, J) = 0
TOT2(I, J) = 0
CMSE1(I, J) = 0
CMSE2(I, J) = 0
CMSE3(I, J) = 0
MSE1(I, J) = 0
MSE2(I, J) = 0
SUM1(I, J) = 0
SUM2(I, J) = 0
15 SUM2(I, J) = 0
START OF SEGMENT 002
DO 5 I=1,6
   Z(J,1)=PMX(SEED)
   DO(2,1)=Z(I,1)
   J=3,7,21
   DO 102 K=1,6
102   X(K)=NNRR(SEED)
   DO 111 I=1,6
      DO(1,1)=0
      DD(J,I)=2
      DO 111 I=1,6
111   DD(J,1)=DD(1,1)+S(I,K)*X(K)
   DD 8 I=1,6
      ZZ(J,1)=01(I,1)*ZZ(J,1,1)*01(I,2)*ZZ(J,1,2)*DD(2,1)+PI(I,1)*
      DD(1,1)=PI(1,2)*DD(1,2)
      DO(2,1)=DD(1,1)
5   CONTINUE
6   CONTINUE
7   DO 50 J=1,6
      DD(J,1)=2
      DD(J,1)=2
      DO 50 J=1,6
50      I=1,6
      DD(J,2)=2
      DD(J,2)=2
      DO 50 J=1,6
50      T(J)=AT(J,1)
      DD 55 L=1,6
      DD 55 L=1,6
      DO 55 J=1,6
55      M(J)=AT(J,1)
      DD 54 J=1,6
      DD 54 J=1,6
      DO 54 L=1,6
54      MLT(L,1)=MLT(L,1)+T(L,J)*AT(J,1)
      RL(1,1)=MLT(L,1)/80.
53   CONTINUE
21   DO 21 L=1,80
   U(J)=Y(J,1)
   DO 21 L=1,80
21      V(J)=Y(J,2)
   DO 23 I=1,6
   DD 23 I=1,6
   DO 23 I=1,6
23      INO(5)=150
      IF (I,160,2) GO TO 26
      ARPS(1)=7
      PMAS(1)=6
      CALL FTMXU(U,IND,ARPS(1),PMAS(1),PMAS,KNV,GR,D,IFR)
      A(1,1)=ARPS(1)
DO 20 J=1,6
SM(J)=0
DO 70 I=1,6
CALL F1X((V,INU,ARPS(1),PMAS(1),PMAS,ANV,UK,D,IFR))
A(2,2)=ARPS(1)
H(2,2)=PMAS(1)
20 CONTINUE
50 DO 20 I=1,6
DO 70 J=1,6
SM(J)=0
DO 70 I=1,6
CALL F1X((V,INU,ARPS(1),PMAS(1),PMAS,ANV,UK,D,IFR))
A(2,2)=ARPS(1)
H(2,2)=PMAS(1)

26 ARPS(1)=A(2,2)
PMAS(1)=H(2,2)
CALL F1X((V,INU,ARPS(1),PMAS(1),PMAS,ANV,UK,D,IFR))
A(2,2)=ARPS(1)
H(2,2)=PMAS(1)
23 CONTINUE
CMSE1(I,J)=CMSE1(I,J)/XN  
CMSE2(I,J)=CMSE2(I,J)/XN  
CMSE3(I,J)=CMSE3(I,J)/XN  
MU(I,J)=SUM(I,J)/XN

M1(I,J)=SUM(I,J)/XN  
M2(I,J)=SUM2(I,J)/XN

WRITE(16,90)
FORMAT(*15X,"ESTIMATED MU")
CALL IPUT(10)
WRITE(16,81)
FORMAT(*10X,"M1")
CALL IPUT(11)
WRITE(16,62)
FORMAT(*10X,"M2")
CALL IPUT(12)
WRITE(16,99)
FORMAT(*10X,"MEAN SQUARE ERROR MU")
CALL IPUT(CMSE1)
WRITE(16,99)
FORMAT(*10X,"M1")
CALL IPUT(CMSE2)
WRITE(16,91)
FORMAT(*10X,"M2")
CALL IPUT(CMSE3)
WRITE(16,83)
FORMAT(*10X,"ESTIMATED ")
CALL IPUT(14)
WRITE(16,64)
FORMAT(*10X,"E")
CALL IPUT(18)
WRITE(16,85)
FORMAT(*10X,"MEAN SQUARE ERROR E")
CALL IPUT(MSE1)
WRITE(16,86)
FORMAT(*10X,"E")
CALL IPUT(MSE2)
WRITE(16,97)
FORMAT(*10X,"ESTIMATED COVARIANCE")
CALL IPUT(MVCV)
WRITE(16,90)
FORMAT(*15X,"MEAN SQUARE ERROR OF COVARIANCE")
CALL IPUT(CVAR)

END

002:02C7:0 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 002:0065
002:02C8:12 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 002:0107:0
002:02C9:44 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 002:1006:7
002:02C9:10 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 002:1405:3
002:02CC:12 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 002:1406:9
002:02CD:14 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 002:1406:9

SEGMENT 002 IS 02E6 LONG
SUBROUTINE TRAN(A, &A)
DIMENSION A(2, 2), AA(2, 2)
DO 12 I = 1, 2
DO 12 J = 1, 2
AA(I, J) = A(I, J)
RETURN
END

START OF SEGMENT OOA
C 00A:0000:0
C 00A:0000:0
C 00A:0000:0
C 00A:0000:0
C 00A:0000:0
C 00A:0000:0
C 00A:0000:0
C 00A:000C:3
SEGMENT OOA IS 0011 LONG

SUBROUTINE OUTPUT(A)
DIMENSION A(2, 2)
DO 20 I = 1, 2
20 PRINT(16, 101) (A(I, J), J = 1, 2).
101 FORMAT(X, 2E15, 7)
RETURN
END

START OF SEGMENT 00C
C 00C:0000:0
C 00C:0000:0
C 00C:0000:0
C 00C:0000:0
C 00C:0010:3
C 00C:0010:3
C 00C:0011:0
SEGMENT 00C IS 0017 LONG
### Example

**Input:**

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>OI</th>
<th>PI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.900</td>
<td>.400</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>ASM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.36315</td>
<td>.99, .3</td>
</tr>
</tbody>
</table>

**1st variable**

<table>
<thead>
<tr>
<th></th>
<th>ASM1</th>
<th>ASM2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.7264, .1162</td>
<td>.6537996, .10458</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>HOV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.432, .2324</td>
</tr>
</tbody>
</table>

**2nd variable**

<table>
<thead>
<tr>
<th></th>
<th>OI</th>
<th>PI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.100</td>
<td>.100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>ASM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-.313885, .633</td>
<td>.3, .999</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>ASM1</th>
<th>ASM2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.13944, .6999</td>
<td>.11155, .56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>HOV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.2324, .5</td>
</tr>
</tbody>
</table>
Continue Example Output

ESTIMATED $A$

- $1.082000E+01\cdot 2.733108F+00$
- $2.7351096E+00\cdot 1.940046F+01$

- $7.477253E+00\cdot 1.092457F+00$
- $1.1157298E+00\cdot 6.740008F+00$

- $3.805556E+01\cdot 9.096193F-01$
- $3.943459E-01\cdot 5.557094F+00$

MEAN SQUARE ERROR $A$

- $1.082000E+01\cdot 6.286534F-02$
- $2.253344E-02\cdot 1.000000E+05$

- $1.325417E-01\cdot 1.164444F+02$
- $2.213466E-02\cdot 1.476698F+01$

- $2.044628E-01\cdot 8.037311F-03$
- $1.189375E-01\cdot 2.336513F-01$

ESTIMATED $C$

- $8.794507E+00\cdot 3.045616F+00$
- $4.056161F+00\cdot 2.568301E+00$

MEAN SQUARE Error $C$

- $0.369297E+00\cdot 1.066006F-01$
- $0.105806F-01\cdot 5.420536F+01$

ESTIMATED COVARIANCE

- $9.387916E+00\cdot 2.142003F+00$
- $2.162903E+00\cdot 6.867406F+00$

MEAN SQUARE ERROR OF COVARIANCE

- $9.399293E+02\cdot 2.979128F-02$
- $2.479128E-02\cdot 6.141037F-02$
Appendix B

Computer Program in

O'Connell's Method
INTEGER SEED
REAL MA, HO, M1, H2, MSE1, MSE2
DOUBLE PRECISION RHG, CHG
COMMON/RH/G/RH/G(10), CHG(10)
COMMON/COM1/NYR, NYG, NPC, MARKOV, AB(10), SCALE(10), NTRACE, IW
COMMON/COM2/Y(150, 10), XX(10, 150), YPC(10, 150), X(150, 10), V(10),
PAC(10, 10), NCURE, NY
COMMON/COM3/T(2, 10), U(108), COR(3, 10, 10), XMNY(10, 10)

YIC(10)
COMMON/COM4/A1(10), S1N, SNDC(10), A2(10), ISKES
COMMON/MW/CUT/CU(5), DV(5), CSN(5), CSLAG(5), STOR(5, 1), NAT
COMMON/COM5/LENGTH, INT, IOPT 5
COMMON/COM6/R(2D, 20), NSTOPC20), JMAX, NN(20)
COMMON/COM7/ARM(20, SIG(20), BT3
COMMON/COM8/GRAPH(200), IOPT 4
DATA N/2/, NyR/80/, N YG/80/, NPC/0/, IPC/0/, NTRACE/7/, ISKES/1/, NX/2/,
NAT/0/, IONE/1/, IW/2/

INT:7
LENGTH=NYR
IOPT5=0
IOPT4=0
DIMENSION SS(2, 2), TT(2, 2), UU(2, 2), HB(2, 2)
DIMENSION OI(2, 2), Z(100, 2), MEAN(2), S(2, 2), XB(2),
PI(2, 2), ZZ(100, 2), DD(2, 2)
DIMENSION AMO(2, 2), AH1(2, 2), AH2(2, 2), TEMP1(2, 2), TEMP2(2, 2),
AMTR1(2, 2), AMTR2(2, 2), SECOND(2, 2), THIRD(2, 2), FORTH(2, 2), AVN1(2, 2),
DIMENSION BSTR(2, 2), BNINIY(2, 2), CC(2, 2), TEMPI(2, 2),
WAREA(10), AAO(6, 6), AAM(6, 6), AM2(6, 6),
DIMENSION EE(2, 2), RINV(2, 2), IX(2, 2), DXB(2, 2), DXBTR(2, 2), VA(2)
DIMENSION CO(2, 2), C(2, 2), C2(2, 2)
DIMENSION ASM(2, 2), ASM1(2, 2), ASM2(2, 2), CMSE1(2, 2), CMSE2(2, 2),
CMSE3(2, 2), MSE1(2, 2), MSE2(2, 2), YVCV(2, 2), CMVS(2, 1), EA(2, 2), ER(2, 2)
DIMENSION SUM(2, 2), SIM1(2, 2), SIM2(2, 2)
DIMENSION HO(2, 2), M(2, 2), H2(2, 2)
DIMENSION STD(2, 2), TOT1(2, 2), TOT2(2, 2)
DIMENSION A(2, 2), P(2, 2), M(2, 2), F(2, 2), SM(2, 2), SM1(2, 2), SM2(2, 2),
F(2, 2), C(2, 2), AA(2, 2), E(2, 2), G1(2, 2), G2(2, 2)
DIMENSION HNV(2, 2), MH(2)

G=2
IDG#4
READ(5,/) NNX, SEED
READ(5,1) (MEAN(I), I=1, G)
READ(5,1) (SCALE(I), I=1, G)
FORMAT(2110)
DO 10 I=1, G
READ(5, 2) (O1(I, J), J=1, G)
READ(5, 2) (P1(I, J), J=1, G)
READ(5,/) (S1(I, J), J=1, G)
READ(5,/) (ASM1(I, J), J=1, G)
READ(5,/) (ASM2(I, J), J=1, G)

10 CONTINUE
AM1(1,1) = AM1(4,1)
AM1(1,2) = AM1(4,2)
AM1(2,1) = AM1(5,1)
AM1(2,2) = AM1(5,2)
AM2(1,1) = AM2(5,1)
AM2(1,2) = AM2(5,2)
AM2(2,1) = AM2(6,1)
AM2(2,2) = AM2(6,2)
CALL LINV2F(AM1,2,2,AINV1,IDGT,WKAREA,IER)
CALL TRAN(AM2,AMTR2)
CALL TRANCA1,AMTH1)
CALL MULTCAMS2,AINV1,AMPS1)
DO 67 I = 1,G
DO 67 J = 1,G
A(I,J) = TEMP1(I,J)
CALL MULT(TEMP1,AMTH1,SECOND)
CALL MULT(TEMP1,AMTH2,TEMP2)
CALL TRAN(TEMP1,TEMP3)
CALL MULT(TEMP2,TEMP3,THIRD)
CALL MULT(AM1,TEMP3,FOURTH)
DO 61 J = 1,G
DO 61 K = 1,G
SS(J,K) = AMO(J,K) * SECOND(J,K) + THIRD(J,K) * FOURTH(J,K)
DI =
97
X1 = TT(TT,1,1)**2/DI
X2 = TT(TT,1,2)**2/DI
X3 = TT(TT,2,1)**2/DI
X4 = TT(TT,2,2)**2/DI
X5 = TT(TT,1,1)**2 + TT(TT,2,1)**2/DI
X6 = TT(TT,1,2)**2 + TT(TT,2,2)**2/DI
X7 = TT(TT,1,1)**2 + TT(TT,2,2)**2/DI
X8 = TT(TT,1,2)**2 + TT(TT,2,1)**2/DI
X9 = TT(TT,1,1)**2 + TT(TT,2,1)**2 + TT(TT,2,2)**2/DI
X10 = TT(TT,1,1)**2 + TT(TT,2,1)**2 + TT(TT,2,2)**2/DI
UU(1,1) = (SS(1,1) - SS(1,2) - SS(1,3) + SS(1,4) + SS(1,5) + SS(1,6))
UU(1,2) = (SS(2,1) - SS(2,2) - SS(2,3) + SS(2,4) + SS(2,5) + SS(2,6))
UU(2,1) = (SS(1,1) - SS(2,1) + SS(3,1) + SS(4,1) + SS(5,1) + SS(6,1))
UU(2,2) = (SS(1,2) - SS(2,2) + SS(3,2) + SS(4,2) + SS(5,2) + SS(6,2))
DET = UU(1,1) * UU(2,2) - UU(1,2)**2
DIF = DI * DET
IF (ABS(DI) > DET, LT, 0) GO TO 98
DI = (DI + DET) / 2
GO TO 97
98
BB(1,1) = ABS(SORT(UU(1,1)))
BB(1,2) = UU(1,2) / BB(1,1)
BB(2,2) = ABS(SORT(UU(2,2) - BB(1,2)**2))
CALL MULT(DX,B,B,DXB)
CALL TRAN(DXB,DXBTR)
CALL MULT(DXBTR,DXR,H)
CALL TRAN(DH,DHT)
CALL LINV2F(DHTR,DH,V,GRAD,WKAREA,IER)
CALL MULT(TT,DH,V,CS)
CALL LINV2F(BB,2,2,BB,V,GRAD,WKAREA,IER)
CALL MULT(CX,B,B)
DO 20 I = 1,G
20
C(I,J) = A(I,J) * B(I,J)

CALL MULT(C,H,E)
CALL TRAN(C,CC)
CALL MULT(E,CC,F)

DO 72 I = 1, G
DO 72 J = 1, G

SM(I,J) = SM(I,J) + A(I,J)**K * F(I,J) * A(I,J)**(K-1)

SM(I,J) = SM(I,J) + A(I,J)**(K-1) * F(I,J) * A(I,J)**(K-1)

SM(I,J) = SM(I,J) + E(I,J)

CALL MULT(X, SM1, SM2)

DO 73 K = 1, 29

SM(I,J) = SM(I,J) + A(I,J)**K * F(I,J) * A(I,J)**(K-1)

SM(I,J) = SM(I,J) + A(I,J)**(K-1) * F(I,J) * A(I,J)**(K-1)

SM(I,J) = SM(I,J) + E(I,J)

DO 72 K = 1, G

DO 73 J = 1, G

SM(I,J) = SM(I,J) + A(I,J)**K * F(I,J) * A(I,J)**(K-1)

SM(I,J) = SM(I,J) + A(I,J)**(K-1) * F(I,J) * A(I,J)**(K-1)

SM(I,J) = SM(I,J) + E(I,J)

DO 41 I = 1, G

DO 41 J = 1, G

TOTAL(I,J) = TOTAL(I,J) + A(I,J)

MSE1(I,J) = MSE1(I,J) + (A(I,J) - D(I,J)**2)

MSE2(I,J) = MSE2(I,J) + (B(I,J) - P(I,J)**2)

AVCV(I,J) = AVCV(I,J) + H(I,J)

CMSE1(I,J) = CMSE1(I,J) + C(I,J) = ASM(I,J)**2

CMSE2(I,J) = CMSE2(I,J) + C(I,J) = ASM(I,J)**2

CMSE3(I,J) = CMSE3(I,J) + C(I,J) = ASM(I,J)**2

SUM(I,J) = SUM(I,J) + C(I,J)

SUM2(I,J) = SUM2(I,J) + C2(I,J)

CONTINUE

DO 44 I = 1, G

DO 44 J = 1, G

SUM1(I,J) = SUM1(I,J) + C1(I,J)

SUM2(I,J) = SUM2(I,J) + C2(I,J)

WRITE(*,10X,ESTIMATED MO)

FORMAT(/,10X,ESTIMATED MO)

C 002:02C0:5
C 002:02C0:5
C 002:02C0:5
C 002:02C0:5
C 002:02C0:5
C 002:02C0:5
C 002:02C0:5
C 002:02C0:5
C 002:02C0:5
C 002:02C0:5

CALL OUTPUT(M0)
WRITE(16,81)
81 FORMAT("D",19X,"M1")
CALL OUTPUT(M1)
WRITE(16,82)
82 FORMAT("D",19X,"M2")
CALL OUTPUT(M2)
WRITE(16,89)
89 FORMAT("D",5X,"MEAN SQUARE ERROR M0")
CALL OUTPUT(CMSE1)
WRITE(16,90)
90 FORMAT("D",22X,"M1")
CALL OUTPUT(CMSE2)
WRITE(16,91)
91 FORMAT("D",22X,"M2")
CALL OUTPUT(CMSE3)
WRITE(16,93)
83 FORMAT("D",10X,"ESTIMATED C")
CALL OUTPUT(FA)
WRITE(16,84)
84 FORMAT("D",19X,"E")
CALL OUTPUT(EB)
WRITE(16,85)
85 FORMAT("D",5X,"MEAN SQUARE ERROR C")
CALL OUTPUT(MSES1)
WRITE(16,86)
86 FORMAT("D",22X,"E")
CALL OUTPUT(MSES2)
WRITE(16,87)
87 FORMAT("D",10X,"ESTIMATED COVARIANCE")
CALL OUTPUT(MCV)
WRITE(16,88)
88 FORMAT("D",5X,"MEAN SQUARE ERROR OF COVARIANCE")
CALL OUTPUT(CMC)
STOP
END

002033740 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 00210042
002033742 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 00210073
002033514 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 00210044
002033510 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 00210055
002033512 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 00210046
002033514 IS THE LOCATION FOR EXCEPTIONAL ACTION ON THE I/O STATEMENT AT 00210006

SEGMENT 002 IS 0358 LONG
Appendix C

O'Connell's Table
<table>
<thead>
<tr>
<th>( \hat{\beta} )</th>
<th>( \hat{\beta}_t )</th>
<th>( \beta )</th>
<th>( \beta_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.32</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.84</td>
<td>0.114</td>
<td>0.114</td>
<td>0.114</td>
</tr>
<tr>
<td>0.80</td>
<td>0.189</td>
<td>0.189</td>
<td>0.189</td>
</tr>
<tr>
<td>0.76</td>
<td>0.269</td>
<td>0.269</td>
<td>0.269</td>
</tr>
<tr>
<td>0.72</td>
<td>0.349</td>
<td>0.349</td>
<td>0.349</td>
</tr>
<tr>
<td>0.68</td>
<td>0.429</td>
<td>0.429</td>
<td>0.429</td>
</tr>
<tr>
<td>0.64</td>
<td>0.509</td>
<td>0.509</td>
<td>0.509</td>
</tr>
<tr>
<td>0.60</td>
<td>0.589</td>
<td>0.589</td>
<td>0.589</td>
</tr>
<tr>
<td>0.56</td>
<td>0.669</td>
<td>0.669</td>
<td>0.669</td>
</tr>
<tr>
<td>0.52</td>
<td>0.749</td>
<td>0.749</td>
<td>0.749</td>
</tr>
</tbody>
</table>

Table (6.2) Values of \( \hat{\beta} \) and \( \hat{\beta}_t \) for selected values of \( \beta \) and \( \beta_t \).
### Table 9 (a) Values of $\bar{z}(x_n)$ and $\bar{z}(x_{1:n})$ for selected values of $\gamma$ and $\theta$

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\theta$</th>
<th>$n$</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>25</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.044</td>
<td>0.660</td>
<td>0.663</td>
<td>0.647</td>
<td>0.007</td>
<td>0.014</td>
<td>0.029</td>
<td></td>
</tr>
<tr>
<td>0.76</td>
<td>0.096</td>
<td>0.490</td>
<td>0.695</td>
<td>0.668</td>
<td>0.016</td>
<td>0.012</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>0.154</td>
<td>0.455</td>
<td>0.699</td>
<td>0.687</td>
<td>0.086</td>
<td>0.079</td>
<td>0.111</td>
<td></td>
</tr>
<tr>
<td>0.68</td>
<td>0.214</td>
<td>0.205</td>
<td>0.720</td>
<td>0.714</td>
<td>0.098</td>
<td>0.156</td>
<td>0.169</td>
<td></td>
</tr>
<tr>
<td>0.64</td>
<td>0.279</td>
<td>0.229</td>
<td>0.746</td>
<td>0.733</td>
<td>0.140</td>
<td>0.203</td>
<td>0.233</td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td>0.343</td>
<td>0.253</td>
<td>0.749</td>
<td>0.732</td>
<td>0.182</td>
<td>0.245</td>
<td>0.299</td>
<td></td>
</tr>
<tr>
<td>0.56</td>
<td>0.409</td>
<td>0.253</td>
<td>0.766</td>
<td>0.753</td>
<td>0.246</td>
<td>0.298</td>
<td>0.333</td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>0.455</td>
<td>0.261</td>
<td>0.764</td>
<td>0.773</td>
<td>0.294</td>
<td>0.355</td>
<td>0.406</td>
<td></td>
</tr>
</tbody>
</table>

### Table 9 (b) Values of $\bar{z}(x_n)$ and $\bar{z}(x_{1:n})$ for selected values of $\gamma$ and $\theta$

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\theta$</th>
<th>$n$</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>25</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.84</td>
<td>0.046</td>
<td>0.653</td>
<td>0.663</td>
<td>0.651</td>
<td>0.295</td>
<td>0.010</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.102</td>
<td>0.689</td>
<td>0.698</td>
<td>0.676</td>
<td>0.412</td>
<td>0.000</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>0.76</td>
<td>0.176</td>
<td>0.685</td>
<td>0.703</td>
<td>0.654</td>
<td>0.580</td>
<td>0.097</td>
<td>0.117</td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>0.253</td>
<td>0.703</td>
<td>0.728</td>
<td>0.738</td>
<td>0.691</td>
<td>0.158</td>
<td>0.196</td>
<td></td>
</tr>
<tr>
<td>0.68</td>
<td>0.330</td>
<td>0.729</td>
<td>0.755</td>
<td>0.739</td>
<td>0.126</td>
<td>0.198</td>
<td>0.225</td>
<td></td>
</tr>
<tr>
<td>0.64</td>
<td>0.405</td>
<td>0.742</td>
<td>0.772</td>
<td>0.764</td>
<td>0.176</td>
<td>0.262</td>
<td>0.309</td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td>0.479</td>
<td>0.751</td>
<td>0.773</td>
<td>0.778</td>
<td>0.223</td>
<td>0.302</td>
<td>0.363</td>
<td></td>
</tr>
<tr>
<td>0.56</td>
<td>0.550</td>
<td>0.774</td>
<td>0.798</td>
<td>0.792</td>
<td>0.268</td>
<td>0.356</td>
<td>0.407</td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>0.620</td>
<td>0.808</td>
<td>0.802</td>
<td>0.291</td>
<td>0.416</td>
<td>0.461</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table (4.6) Values of $\bar{X}(x)$ and $\bar{X}(x)$ for selected values of $\phi$ and $\beta$

#### $\phi = 0.40$

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$n$</th>
<th>$X(x)$ for $\sigma = 25$</th>
<th>$X(x)$ for $\sigma = 50$</th>
<th>$X(x)$ for $\sigma = 100$</th>
<th>$\phi$</th>
<th>$n$</th>
<th>$X(x)$ for $\sigma = 25$</th>
<th>$X(x)$ for $\sigma = 50$</th>
<th>$X(x)$ for $\sigma = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>0.025</td>
<td>0.466</td>
<td>0.497</td>
<td>0.499</td>
<td>-0.006</td>
<td>0.042</td>
<td>0.094</td>
<td>0.050</td>
<td>0.049</td>
</tr>
<tr>
<td>0.70</td>
<td>0.019</td>
<td>0.463</td>
<td>0.494</td>
<td>0.497</td>
<td>0.056</td>
<td>0.077</td>
<td>0.098</td>
<td>0.053</td>
<td>0.077</td>
</tr>
<tr>
<td>0.65</td>
<td>0.018</td>
<td>0.410</td>
<td>0.428</td>
<td>0.420</td>
<td>0.14</td>
<td>0.16</td>
<td>0.166</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>0.60</td>
<td>0.020</td>
<td>0.76</td>
<td>0.799</td>
<td>0.791</td>
<td>0.139</td>
<td>0.192</td>
<td>0.227</td>
<td>0.139</td>
<td>0.192</td>
</tr>
<tr>
<td>0.55</td>
<td>0.031</td>
<td>0.77</td>
<td>0.75</td>
<td>0.741</td>
<td>0.175</td>
<td>0.247</td>
<td>0.299</td>
<td>0.175</td>
<td>0.247</td>
</tr>
<tr>
<td>0.50</td>
<td>0.040</td>
<td>0.75</td>
<td>0.74</td>
<td>0.736</td>
<td>0.203</td>
<td>0.277</td>
<td>0.343</td>
<td>0.203</td>
<td>0.277</td>
</tr>
</tbody>
</table>

#### $\phi = 0.75$

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$n$</th>
<th>$X(x)$ for $\sigma = 25$</th>
<th>$X(x)$ for $\sigma = 50$</th>
<th>$X(x)$ for $\sigma = 100$</th>
<th>$\phi$</th>
<th>$n$</th>
<th>$X(x)$ for $\sigma = 25$</th>
<th>$X(x)$ for $\sigma = 50$</th>
<th>$X(x)$ for $\sigma = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>0.044</td>
<td>0.465</td>
<td>0.495</td>
<td>0.495</td>
<td>-0.004</td>
<td>0.05</td>
<td>0.084</td>
<td>0.05</td>
<td>0.084</td>
</tr>
<tr>
<td>0.70</td>
<td>0.115</td>
<td>0.468</td>
<td>0.498</td>
<td>0.498</td>
<td>0.059</td>
<td>0.079</td>
<td>0.096</td>
<td>0.059</td>
<td>0.079</td>
</tr>
<tr>
<td>0.65</td>
<td>0.179</td>
<td>0.697</td>
<td>0.698</td>
<td>0.698</td>
<td>0.117</td>
<td>0.162</td>
<td>0.191</td>
<td>0.117</td>
<td>0.162</td>
</tr>
<tr>
<td>0.60</td>
<td>0.246</td>
<td>0.793</td>
<td>0.793</td>
<td>0.793</td>
<td>0.174</td>
<td>0.245</td>
<td>0.319</td>
<td>0.174</td>
<td>0.245</td>
</tr>
<tr>
<td>0.55</td>
<td>0.313</td>
<td>0.728</td>
<td>0.728</td>
<td>0.728</td>
<td>0.234</td>
<td>0.307</td>
<td>0.397</td>
<td>0.234</td>
<td>0.307</td>
</tr>
<tr>
<td>0.50</td>
<td>0.377</td>
<td>0.731</td>
<td>0.734</td>
<td>0.734</td>
<td>0.284</td>
<td>0.357</td>
<td>0.459</td>
<td>0.284</td>
<td>0.357</td>
</tr>
</tbody>
</table>

Table (4.6) Values of $\bar{X}(x)$ and $\bar{X}(x)$ for selected values of $\phi$ and $\beta$.