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Quantification of evapotranspiration (ET) is crucial for understanding water balance and efficient water resource planning. However, there is limited understanding and scarce quantification of actual ET ($ET_A$) in natural ecosystems as compared to agricultural settings. The major focus of this study was to improve $ET_A$ estimation in montane (e.g., stony soil) ecosystems, where heterogeneity can be substantial due to diverse vegetation and non-uniform, often stony soils. Three major research objectives were addressed in Chapters 2 through 4 with each objective presented in a separate paper format. Chapter 1 provides an introduction to the topics with Chapter 5 providing a summary, conclusions and recommendations. The influence of stone content on bulk soil hydraulic properties was examined in chapter 2 by determining the water retention curve (WRC) of soil, stone and stone-soil mixtures with varied volumetric stone content. An averaging scheme to describe the WRC of stony soil was proposed based on the individual WRC of the background soil and stone inclusions, showing good agreement with experimental data.
Chapter 3 evaluates ET\(\lambda\) estimation from stony soils in montane ecosystems by accounting for the water retention properties of stones in the soil using our algorithm developed in chapter 2 within a numerical model (HYDRUS-1D). Model results suggested significant overestimation of simulated ET\(\lambda\) when effects of stone content were neglected in comparison to ET\(\lambda\) measured by eddy covariance. The ET\(\lambda\) was simulated for stony soils assuming highly and negligibly porous stones which lead to reductions in simulated ET\(\lambda\) of up to 10% and 30%, respectively, when compared with the ‘no stones’ condition. These results revealed the important role played by soil stones in modulating the water balance by affecting ET\(\lambda\) in montane ecosystems.

In chapter 4, performance of the Noah-Multiphysics (Noah-MP) land surface model in simulating soil moisture and evapotranspiration under various soil parameterizations was investigated. Noah-MP results were compared with simulations from the HYDRUS-1D numerical model, which provides more detailed representation of soil hydraulics. The Noah-MP model with parameterization including stone content and detailed soil properties was able to provide the best Noah-MP prediction of evapotranspiration. We conclude that improvement in representation of soil properties including stone content information, can substantially advance the ability of numerical and land surface models to more accurately simulate soil water flow and boundary fluxes.
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PUBLIC ABSTRACT

Advancing methods to quantify actual evapotranspiration in stony soil ecosystems

Kshitij Parajuli

Water is undeniably among the most important natural resources and the most critical in semi-arid regions like the Intermountain West of the United States. Such regions are characterized by low precipitation, the majority of which is transferred to the atmosphere from the soil and vegetation as evapotranspiration (ET). Quantification of ET is thus crucial for understanding the balance of water within the region, which is important for efficiently planning the available water resources. This study was motivated towards advancing the estimation of actual ET (ETA) in mountain ecosystems, where the variation in different types of vegetation and non-uniformity of soil including considerable stone content creates challenges for estimating water use as ET. With the aim of addressing the effect of stone content in controlling soil moisture and ET, this study examined the influence of stone content on bulk soil hydraulic properties. An averaging model referred to as a binary mixing model was used to describe the way in which water is held and released in stony soil. This approach was based on the individual hydraulic behavior of the background soil and of the stones within the soil. The effect of soil stone content on ETA was evaluated by accounting for the water retention properties of stones in the soil using a numerical simulation model (HYDRUS-1D). The results revealed overestimation of simulated ETA when effects of stone content were not accounted for in comparison to ETA.
measured by the state-of-the-art “eddy covariance” measurement method for ET$_A$. An even larger-scale model was evaluated, named the Noah-Multiphysics (Noah-MP) land surface model. The land surface model was run using different arrangements of complexity to determine the importance of stone content information on simulation results. The version of the model with information about stone content along with detailed soil properties was able to provide the best Noah-MP prediction of ET. The study suggests that improvement in representation of soil properties including stone content information, can substantially advance the ability of numerical and land surface models to more accurately simulate soil water flow and ET$_A$. 
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CHAPTER 1
INTRODUCTION

Water is undeniably among the most important natural resources and the most critical in semi-arid regions like the Intermountain West of the United States. Rapid population growth and urbanization has increased water demands leading to water shortages and drought conditions are on the rise. Moreover, effects of land use and climate change are expected to aggravate the situation by direct impact on water balance components leading to spatiotemporal variations in water availability (Bernstein et al., 2007; Parajuli et al., 2014; Shrestha et al., 2014; Wang and Gillies, 2012). Predicting the effects of land use and climate change on water resources necessitates a detailed understanding of the interactions between soil, vegetation, and the atmosphere (Gayler et al., 2014; Mu et al., 2007). Large volumes of water are transferred to the atmosphere from the soil and vegetation as evapotranspiration (ET). A major unknown variable associated with eco-hydrological systems, ET may constitute up to 95% of the water balance in arid regions, thus accurate quantification of ET is critical to land surface modelling, ecosystem and environmental assessment and water resources management (Kool et al., 2014; Wilcox et al., 2003; Wang et al., 2015). Broad application of eddy covariance method as a standard technique for measuring actual ET ($\text{ET}_A$) has been tested in various spatial scales at different land surface conditions (Liu et al., 2013; Nagler et al., 2005; Williams et al., 2004; Wilson et al., 2001). In order to measure the exchanges of carbon dioxide, water vapor, and energy between the land surface and the atmosphere, a number of eddy covariance towers are installed around the world in efforts such as FLUXNET (a global network of
micrometeorological towers). However, several complications exist with application of eddy covariance associated with its expensive installation, computationally challenging high frequency data and requirement of sophisticated micrometeorology expertise. Very few of those eddy covariance towers are installed in high elevation montane ecosystems, limiting the understanding of ETA in these settings.

Efforts to monitor ET in natural settings are associated with challenges of spatial heterogeneity in soil, and variably distributed vegetation in addition to several other biophysical processes. Various hydrological and land surface models are routinely applied to estimate ET in natural landscapes, however the capability of those models in simulating the spatial soil moisture dynamics which is a governing factor for ETA is limited due to inadequate soil information and lack of robust methods to account for complicating factors such as stone content in stone-dominant soils. This study focuses on application of numerical models and land surface models to quantify ETA with potential improvements by accounting for heterogeneity in soil due to stone content in montane ecosystems.

1.1. Research objectives

The goal of this research was to quantify and account for the effect of stone content in montane soil ecosystems and evaluate its influence in estimation of ETA using one-dimensional numerical- and land surface-models.

The specific objectives were to:

i. Examine the impact of stone content on soil hydraulic properties and explore ways to incorporate stone content into the soil water retention curve and applied models.
ii. Evaluate the influence of stone content on soil water properties and actual evapotranspiration using numerical model HYDRUS-1D

iii. Assess potential improvements in actual evapotranspiration simulated by a land surface model (i.e., Noah-MP) when incorporating detailed subsurface properties including the influence of soil-stone content.

1.2. Background

1.2.1. Effects of stone content on soil water retention

Soil evaporation is driven by the atmospheric demand during initial stages of drying, but as drying continues, \( \text{ET}_\text{A} \) becomes more restricted by available soil moisture. Soil moisture dynamics are a function of the soil hydraulic properties, which are governed by the soil particle size distribution and constituent composition (Jones and Or, 1998; Sakaki and Smits, 2015). Stone fragments embedded in soil alter the bulk hydraulic properties as a result of their particle-size and distribution. Non-arable soils in natural settings commonly have significant stone content as a result of their formation process and shallow depth to bedrock (Novak and Surda, 2010; Poesen and Lavee, 1994). Soils containing over 35% stone fragments (i.e., particles larger than 2 mm) by volume are referred to as stony-soils (Jahn et al., 2006; Tetegan et al., 2011; Hlavacikova et al., 2016).

The porosity and the density of different rock/stone types vary widely and typically have lower water retention capacity and hydraulic conductivity, depending on their parent rock properties (Flint and Childs, 1984; Ma and Shao, 2008; Ma et al., 2010). Rocks such as, fine sandstone, dolomite and granite may exhibit porosities as low as 3%, which can significantly decrease the stony-soil water storage (Manger, 1963; Parajuli et al., 2017). In
this situation, the soil water reservoir is altered reducing the water available for plant root extraction and thus diminishing the rate of $\text{ET}_A$ (Cousin et al., 2003; Tetegan et al. 2011). On the other hand, some stones are capable of holding substantial amount of water and contributing to root water uptake depending upon their water retention function (Coile, 1953; Flint and Childs, 1984; Ugolini et al., 1998). For example, there are rocks such as pumice and coarse sandstones which exhibit porosities nearly 80% and 35% respectively, that may considerably increase the water holding capacity of the soil (Blonquist et al., 2006) and may augment the water flow through the soil (Coile, 1953; Cousin et al., 2003; Ma et al., 2010). Such stones were shown to contribute an average of 15% to the total available water for plants over the range of 1.6% to 52.1% as presented in Flint and Childs (1984).

Two different approaches are common while dealing with stony soils. One approach assumes the stones as non-porous system, in which, stones were assumed to be non-porous inclusions hence any amount of water held by the stones were not accounted for, leading to reduced water estimation per unit volume as pointed out by Cousin et al. (2003) and Ugolini et al. (1998). Plant available water in the soil in such case may be underestimated by up to 34% as presented in Cousin et al. (2003). By contrast, when the stones were neglected and essentially considered similar to the fine soil matrix that has a higher water holding capacity than stones, plant available water was overestimated by 39%.

1.2.2. Estimating evapotranspiration from stony soil

Several analytical models have been developed to estimate ET where there are no direct measurements. The most widely used model is a modification of the Penman-
Monteith (PM) equation to estimate a reference ET (ET₀), value based on observed meteorological parameters such as net radiation, wind speed, humidity as well as temperature. This ET₀ value represents the rate of ET of a mythical short green crop (grass) of uniform height with unlimited water availability that fully covers the ground and has very low and uniform stomatal resistance (Allen et al., 1998). The ET₀ is therefore governed by meteorological parameters, and does not depend on soil water availability and vegetation characteristics, the actual ET (ETₐ) is different from ET₀ and is usually less, due to limited soil moisture and actual foliage conditions. Reference ET is often used along with empirical crop coefficients to approximate actual ET from irrigated crops. However, it is difficult to apply such coefficients in natural settings with wide assortment of vegetation where the ET demand is restricted by soil moisture availability (Spano et al., 2009).

Soil moisture dynamics play a role in many ecological and environmental processes including ET (Koster et al., 2004; Miyazawa et al., 2013; Wilson et al., 2001). Numerical models, often referred as Soil-Plant-Atmosphere Continuum (SPAC) models, are able to simulate plant root water uptake and surface evaporation precisely estimating ETₐ based on soil moisture dynamics. The HYDRUS-1D numerical model has been widely used for simulating ETₐ (Hilten et al., 2008; Hlaváčiková and Novák 2013; Ries et al 2015; Solyu et al., 2011; Sutanto et al., 2012). The HYDRUS-1D software couples a root water uptake model with reference ET equations such as FAO Penman-Monteith and Hargreaves to provide a sink term and soil surface boundary conditions for inversely solving the Richards equation (Feddes et al., 2001; Simunek et al., 2008). The model is able to simulate water flow in and out of the soil when sufficient soil and vegetation parameters are provided.
Moreover, the model can inversely fit the soil hydraulic parameters when temporally-measured soil properties such as water content or matric potential are input (Simunek et al., 2013).

However, obtaining detailed information on soil and vegetation, including stone content, root growth and distribution requires time- and labor-intensive sampling and analysis. Soil stone content distribution is often heterogeneous and affects hydraulic properties, requiring consideration for accurate simulation of root water uptake. Higher stone content is expected to lower the hydraulic conductivity as well as the soil water content of stony soil in comparison to the soil matrix (i.e., composed of particles below 2 mm in diameter; Novak and Knava, 2011; Hlaváčiková et al. 2016). Generally, stone content reduces water available for root uptake and hence may limit the rate and duration of \( ET_a \) (Novak and Knava, 2012; Parajuli et al., 2017; Tetegan et al. 2011). This research is aimed at better understanding the impact of stone fragments on estimation of \( ET_a \) in montane ecosystems using numerical modeling tools. This method also provides an opening to have improved \( ET_a \) information at regional scales using numerical modeling based on meteorological and soil moisture data available from hundreds of Soil Climate Analysis Network (SCAN) and SNOwpack TELemetry (SNOTEL) sites. The SCAN and SNOTEL sites in the state of Utah are shown in Fig. 1.1.

1.2.3. Soil parameterization of land surface models

Land surface models (LSMs) have gradually evolved since the early eighties. They have improved significantly over the past few decades with development in high-performance computing capabilities and taking advantage of increasingly finer temporal
and spatial resolution supported by ground-based measurements and remote sensing (Chen and Dudhia, 2001; Ek et al., 2003; Kumar et al., 2006; Mahrt and Ek 1984; Mahrt and Pan 1984; Niu et al., 2011; Yang et al., 2011). A number of studies have applied LSMs to simulate surface energy and water fluxes using near-surface atmospheric boundary forcing (Ek et al., 2003; Cai et al., 2014a; 2014b; Chen et al., 1996; Long et al., 2014; Gayler et al., 2013,2014). Several studies have applied LSMs to characterize ET, which simulates soil moisture impact on surface evaporation and plant uptake within the soil profile as transpiration (Cai et al., 2014; 2014a; Chen et al., 1996; Long et al., 2014). With the advancement of knowledge in the fields of hydrology, meteorology, bio- and soil-physics, LSMs have become more physically-based (Ek et al., 2003; Mahrt and Ek, 1984; Niu et al., 2011; Yang et al., 2011). Soil hydrology is still poorly represented in LSMs because soil property spatial variability is poorly represented using simplified concepts. The complexities of soil moisture and water flux exchange processes between the land surface and atmosphere are in need of improved representation in LSMs (Koster and Suarez, 1992; Li et al., 2013; Ke et al., 2013).

Noah-Multiparameterization (Noah-MP) LSM is one of the most commonly used LSMs and has incorporated schemes for runoff, leaf dynamics, stomatal resistance, and a soil moisture factor (Niu et al., 2011; Yang et al., 2011; Gayler et al., 2014). Noah-MP is available with multiple options for major land-atmosphere interaction processes, however the model assumes a vertically homogenous soil within its default setting (Cai et al 2014a; Niu et al., 2011; Yang et al., 2011; Barlage et al., 2015). The hydraulic properties are poorly characterized by the soil parameter values which are limited to a number of soil types based on textural class in a soil parameter table. The poorly defined soil texture creates further
limitations for LSMs to accurately simulate soil moisture and water fluxes, as identified in previous studies (Gayler et al., 2013; 2014; Koster et al., 2006; Niu et al., 2011). It is essential for LSMs to account for detailed sub-surface properties in order to advance their capability in simulating fluxes.

1.3. Outline

This dissertation uses a multiple-paper format. Chapters 2-4 are each written as independent paper. Chapter 2 presents a binary mixing model for stony-soil that accounts for the stone water retention. It introduces an averaging scheme based on individual water retention properties of stone and soil, which was tested with laboratory measurements using three distinct stone types embedded in soil at various volumetric stone contents. Chapter 3 presents the numerical simulation of the ET using soil moisture dynamics from various climate stations in northern Utah and southern Idaho characterized by stony soils. The stone fragments were found to be vital in modulating the actual ET in stony soil ecosystems, thus chapter 3 highlights the importance of incorporating information regarding hydraulic properties of stones to estimate the ET using soil moisture dynamics in stony soil. Chapter 4 evaluates the potential for improvement in land surface models towards better estimate of evapotranspiration by refining the soil parameterization. Inserting more detailed soil information into the land surface model resulted to a better simulation of soil moisture as well as evapotranspiration. Adding verification to the results in chapter 3, the Noah-MP land surface model with information on stone content resulted in best estimation of ET. Finally, chapter 5 provides overall conclusion for the studies presented in three substantive
chapters. It also reveals the connection between three chapters and their contribution towards advancing ET estimates in montane ecosystems.
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Fig. 1.1. Network of USDA Soil Climate Analysis Network (SCAN) and SNOwpack TELemetry (SNOTEL) network sites in Utah.
CHAPTER 2

A BINARY MIXING MODEL FOR CHARACTERIZING STONY-SOIL WATER RETENTION¹

Abstract

A century of research focused primarily on agricultural soils has largely ignored stony soils, which dominate some forests and are poorly understood in terms of the stone influence on soil hydraulic properties. Motivated by this knowledge gap, this research quantified the influence of soil-containing stone fragments on bulk soil hydraulic properties by determining the water retention curve (WRC) of soil, stone and stone-soil mixtures with varied volumetric stone content. The measured WRC for seven different stone types showed maximum and minimum saturated water contents of 0.55 m³ m⁻³ in pumice and 0.025 m³ m⁻³ in fine sandstone, respectively. The stony soil water retention function was measured using the simplified evaporation method. Contrasting scenarios were studied considering a broad range of stone inclusions; (i) negligibly porous, (ii) significantly porous but less porous than the background soil, (iii) more porous than the background soil. An averaging scheme to describe the WRC of stony soil was proposed based on the individual WRC of the background and stone inclusion which was in good agreement with the experimental data. The HYDRUS-3D model was also employed to simulate the

evaporation experiment used for the WRC measurements. The model simulations supported the basic assumptions of the proposed averaging scheme.

2.1. Introduction

Hydraulic properties of unsaturated soils, namely soil water retention characteristic (WRC) and unsaturated hydraulic conductivity, are critical physical aspects to model study the dynamics of flow and transport in soil (Coile, 1953; Cousin et al., 2003; Elliott et al., 1999; Low, 1954; Sauer and Logsdon, 2002; Schindler et al., 2006; Šimůnek et al., 1998; Yang et al., 2013 etc.). Soil hydraulic properties are mainly affected by the pore-size distribution, which is dictated by the soil particle size distribution (Jones and Or, 1998; Sakaki and Smits, 2015). Stone inclusions embedded in a background soil matrix will likewise alter the bulk hydraulic properties as a result of their pore-size distribution. With an emphasis on arable soils, the soil physics literature has largely focused on the properties of the soil matrix (i.e. particles passing through the 2-mm sieve), neglecting the influence of stones and rock fragments which are quite common in non-arable soils.

Soil containing over 35% stones by volume, i.e., soil particles larger than 2 mm, are classified as stony soil (Jahn et al., 2006; Tetergan et al., 2011; Hlavacikova et al., 2016). Unlike agricultural soils, most non-arable soils commonly have a significant stone content as a result of their formation process and shallow depth underlain by bedrock (Lv et al., 2017; Novak and Surda, 2010; Poesen and Lavee, 1994). Surface soils are commonly formed by the weathering of rock such as limestone, sandstone and quartzite, whose occurrence is spatially variable, both laterally and vertically.
As compared to the soil matrix, stones typically have lower water retention capacity and hydraulic conductivity, depending on their formation processes (Ma and Shao, 2008; Ma et al., 2010). The porosity and the density of different rock types are widely varied (Flint and Childs, 1984). For example, the porosity of sandstone may vary an order of magnitude between 0.03 to around 0.35 (Manger, 1963). There are rocks such as pumice which exhibit porosities greater than 80% that may significantly increase the water holding capacity of the soil (Blonquist et al., 2006) and may augment the water flow through the soil (Coile, 1953; Cousin et al., 2003; Ma et al., 2010). Some studies have shown stone fragments are capable of holding significant amounts of water available to plants (Coile, 1953; Flint and Childs, 1984; Ugolini et al., 1998). Flint and Childs (1984) found that stone fragments contributed an average of 15% to the total available water over the range of 1.6% to 52.1%. Apart from the water retention capacity, the stone fragments can alter the soil water movement by increasing the tortuosity and reducing the available soil-volume for the flow (Childs and Flint, 1990; Ma and Shao, 2008; Mehyus et al., 1975).

Several researchers examined the impact of stones on soil hydraulic properties (Reinhart, 1961; Bouwer and Rice, 1984; Childs and Flint, 1990; Fies et al., 2002; Poesen and Lavee, 1994; Sauer and Logan, 2002; Tokunaga et al., 2002, 2003; Cousin et al., 2003; Novák et al., 2011; Boateng et al., 2013; Wang et al., 2013). However, less attention has been paid to creating a predictive model for the hydraulic properties of stony soils. This study is a step toward developing a simple model for estimating the unsaturated hydraulic properties of soil-stone binary porous media. The main objective of this paper was to quantify the impact of stone fragments on the WRC using laboratory measurement techniques and numerical modelling. Three different classes of stone inclusions were
examined; (i) low porosity (fine sandstone), (ii) medium porosity, i.e., porosity below the background soil matrix (coarse sandstone), (iii) high porosity, i.e., porosity above the background soil matrix (pumice).

2.2. Theory

The van Genuchten (1980) model is assumed here to continuously represent the discrete WRC data for both the background soils and stone inclusions:

\[
S = \frac{\theta - \theta_r}{\theta_s - \theta_r} = \left[1 + (\alpha h)^n\right]^{-m}
\]

where \( S \) [-] is the effective degree of saturation, \( \theta [L^3L^{-3}] \) is the volumetric water content, \( h [L] \) is the matric potential (absolute values are used here for convenience), \( \theta_r \) and \( \theta_s \) are the residual and saturated volumetric water contents, respectively, \( \alpha [L^{-1}] \) is the scaling parameter and \( n [-] \) and \( m [-] \) are the shape parameters, assumed to be related as \( m = 1 - 1/n \) (van Genuchten, 1980). In the following, the volumetric water content \( (\theta) \) is distinguished between background soil, stone inclusion and soil-stone mixture as \( \theta_{soil} \), \( \theta_{stone} \) and \( \theta_{mix} \), respectively. Similarly, other variables and parameters are distinguished between different media with subscripts \textit{soil}, \textit{stone} or \textit{mix}.

Our proposed averaging scheme is based on a correction to the following equation, proposed by Bouwer and Rice (1984):

\[
\theta_{mix} = (1 - v)\theta_{soil}
\]

where \( v [L^3L^{-3}] \) is the volumetric stone content.

Equation (2) neglects the porosity of stone fragments, in spite of the fact that some types of stone (e.g., coarse sandstone, pumice) exhibit high porosity and water retention.
capacity (Ma et al., 2010; Novak et al., 2011; Wang et al., 2013). Hence, Eq. (2) is corrected here to account for the stone porosity:

$$\theta_{\text{mix}} = (1 - v)\theta_{\text{soil}} + v\theta_{\text{stone}}$$  \hspace{1cm} (3)

To solve for the WRC of the soil-stone binary mixture, the matric potential between the background and inclusions is assumed to be in equilibrium. This assumption is later evaluated using numerical simulations. Accepting the equilibrium assumption, the WRC of the mixture is obtained using Eq. (3) at any given $h$:

$$\theta_{\text{mix}}(h) = (1 - v)\theta_{\text{soil}}(h) + v\theta_{\text{stone}}(h)$$  \hspace{1cm} (4)

Equation (4) in conjunction with Eq. (1) can be written in the form of Durner’s (1992, 1994) dual-porosity soil WRC:

$$S_{\text{mix}} = w_{\text{soil}}S_{\text{soil}} + w_{\text{stone}}S_{\text{stone}} = w_{\text{soil}} \left[ 1 + \left( \alpha_{\text{soil}} h \right)^{n_{\text{soil}}} \right]^{-m_{\text{soil}}} + w_{\text{stone}} \left[ 1 + \left( \alpha_{\text{stone}} h \right)^{n_{\text{stone}}} \right]^{-m_{\text{stone}}}$$  \hspace{1cm} (5)

where the weighting factors for soil and stone fractions, $w_{\text{soil}}$ and $w_{\text{stone}}$, can be solved analytically using Eq. (3) at saturation:

$$w_{\text{soil}} = \frac{(1 - v)\theta_{s,\text{soil}}}{(1 - v)\theta_{s,\text{soil}} + v\theta_{s,\text{stone}}}$$  \hspace{1cm} (6)

$$w_{\text{stone}} = \frac{v\theta_{s,\text{stone}}}{(1 - v)\theta_{s,\text{soil}} + v\theta_{s,\text{stone}}}$$  \hspace{1cm} (7)

Equation (5) offers a simple averaging scheme to estimate the WRC of the soil-stone mixture by knowing the individual WRC for soil and stone. Based on the mass balance, the averaging scheme would be physically valid when the soil and stone are in equilibrium (i.e., identical matric potential). Therefore, Eq. (5) is assumed to be applicable
to static (i.e. no flow) condition. For the dynamic case, the validity of Eq. (5) will depend on the $h$ distribution within the mixture. The equilibrium assumption during soil evaporation processes will be discussed later.

As discussed in Gerke and van Genuchten (1993), the stony soil may behave as a dual porosity medium. In a dual-porosity heterogeneous soil system, water from the intra-aggregate pores drain earlier than the inter-aggregate pores. However stony soil may contain a significant overlapping region, described as the overlapping pore domain in Gerke and van Genuchten (1996), where both soil and stone concurrently contribute to the mixture WRC. Equations (5) to (7) provide an analytical approach to the empirical coefficients of the mixture WRC, rather than a regression analysis which requires laborious measurements of the soil-stone mixture WRC for any given volumetric stone content, $v$.

2.3. Materials and methods

2.3.1. Porous materials evaluated

Various types of stone inclusions, including dolostone (DS), limestone (LS), two coarse sandstones (CSS1 and CSS2), two fine sandstones (FSS1 and FSS2) and pumice (PM), embedded in two different background soils, Millville silt loam and Wedron Silica sand were studied. The bulk density and saturated water content of these materials are presented in Table 2.1.

To determine the bulk density of the stone samples, they were submerged in water for 48 hours followed by exposure to vacuum (0.85 bar) saturation for 30 min to enhance the release of entrapped air inside the pores. After being submerged in water for another 24 hours, the saturated mass of stone samples were obtained. Once the saturated mass was
recorded, the stones were placed in an oven at 110 °C for 48 hours to obtain the dry mass. The bulk density of each stone sample was computed as:

\[ \rho_b = \frac{M_s}{V_t} \]  

(8)

where \( \rho_b \) [ML\(^{-3}\)] is the bulk density, \( M_s \) [M] is the mass of oven dried sample, and \( V_t \) [L\(^3\)] is the total volume of the sample. The saturated water content of the stone samples were calculated as:

\[ \theta_s = \frac{\rho_b}{\rho_w} \left( \frac{M_{sat} - M_s}{M_s} \right) \]  

(9)

where \( M_{sat} \) [M] is the mass of the vacuum saturated stone sample and \( \rho_w \) [ML\(^{-3}\)] is the density of water.

2.3.2. WRC measurement methods

While historically the most common methods for measuring the WRC have been with pressure plates, pressure flow (Tempe) cells, and hanging water columns, new electronically controlled methods recently developed include use of the dew point and evaporation methods (Dane and Hopmans, 2002; Dane and Topp, 2002; Leong et al., 2003; Scanlon et al., 2002; Schindler et al., 2010a, 2010b; Tuller and Or, 2004). A combination of both traditional and new methods, including the pressure plates, dewpoint potentiometer and simplified evaporation method (SEM), were used in this study to measure the WRC of the soil, stone and mix samples. The pressure plate apparatus was used for measuring WRC of the stone samples only. The dewpoint potentiometer was used for both soil and stone samples. The SEM was used for the mix samples.
The pressure plate apparatus with a 5-bar (500-kPa) plate was used to measure the lower range water potential (i.e. wet end) of the stone samples. The method described in Dane and Hopmans (2002) was followed for using the pressure plate extractor.

A dewpoint potentiometer device (WP4-T, Decagon Devices, Inc.) was used to determine the dry end of the soil and stone WRC, where matric potential is relatively high (i.e. between 1 and 300 MPa; Scanlon et al., 2002). The matric potential in the stone or soil sample was estimated based on equilibrating the vapor-phase water inside the chamber with the liquid-phase water from the sample and estimating the dewpoint temperature of the equilibrated chamber air (Bittelli and Flury, 2009; Tuller and Or, 2005). The corresponding mass was measured using a digital scale with resolution of 100 µg (AL-204, ACCULAB®). The water content was calculated for each measurement after determining the dry mass of the sample. A detailed description of the dewpoint potentiometer is provided in Leong et al. (2003), Macek et al. (2013) and Scanlon et al. (2002).

The SEM (Peters and Durner, 2008; Peters et al., 2015) was used to measure WRC of soil and mix samples. The HYPROP (HYdraulic PROPerty analyzer, Decagon Devices Inc.; Schindler et al., 2010a, 2010b) device for the SEM was used that measures the WRC with simultaneous measurements of matric potential using two miniature tensiometers and sample average water content using mass balance (Macek et al., 2013; Peters et al., 2015; Schindler and Muller, 2006; Šimůnek et al., 1998). The HYPROP-measured WRC is limited to $h < 85$ kPa (Peters and Durner, 2008; Peters et al., 2015; Schindler et al., 2012; Schindler and Muller, 2006). Hence, some additional dry-end measurements for the soils were taken using the WP4-T.
2.3.3. Sample preparation

Stone samples were first cut to predetermined dimensions to enable measurement and tracking of changes in stone water content and also to accurately define the volumetric stone content in the mixture. Diamond dust-coated hole saws (2.5 cm i.d.) were used to cut cylindrical stone fragments for measurements in the WP4-T and HYPROP. The cylinders were then sliced to obtain the desired height using a diamond studded lapidary saw. Sample thickness was optimized to allow insertion into the WP4-T dew point potentiometer sample container, which has an internal diameter of 3.8 cm with 1 cm height.

Mixtures of Millville silt loam with CSS1 and FSS1 and mixtures of Wedron sand with pumice were evaluated considering seven different volumetric stone contents ($v = 0, 0.05, 0.1, 0.2, 0.3, 0.4$ and $1$). To prepare the mixtures for the HYPROP, oven-dried soils were packed layer-wise into the HYPROP’s sample holder (8 cm diameter and 5 cm height). A packing bulk density of 1.38 and 1.70 g cm$^{-3}$ was considered for the Millville silt loam and Wedron sand, respectively. A regular pattern for embedding the stones within the background soil was considered. Two to three layers of stone were embedded within the soil depending on the stone content, $v$. The prepared mixtures were then saturated using a water supply connected to the bottom of the samples after which they were used for the simplified evaporation experiment.

2.3.4. Numerical simulation using HYDRUS 3D

In order to evaluate the validity of the equilibrium assumption, the simplified evaporation experiment was simulated using HYDRUS 3D which numerically solves the Richard’s equation (Simunek et al., 2016). A three dimensional simulation was performed
for the mixture of Millville silt loam soil with 40% (i.e. \( \nu = 0.4 \)) of the coarse sandstone 1. The soil hydraulic parameters for the Millville silt loam and coarse sandstone were determined by fitting the van Genuchten model, Eq. (1), to their measured WRC data. The initial condition was set to saturated water content for both soil and stone inclusions. The upper boundary condition was set as the temporally variable evaporation rate measured during the evaporation experiment. The bottom boundary condition was set as zero flux.

2.4. Results and discussion

2.4.1. WRC of soils and stones

Measured bulk density and porosity of the stone samples are illustrated in Fig. 2.1. Stone bulk density is mainly a function of the mineral composition and the parent rock formation process. A wide variation in the bulk density was observed for different stone samples with the highest values for dolostone in the range of 2.6 g cm\(^{-3}\) to 2.65 g cm\(^{-3}\) and the lowest values for pumice (~ 1 g cm\(^{-3}\)). Fig. 2.1 indicates that the physical relationship between saturated water content and bulk density remains similar as that of soil, given as follows:

\[
\rho_b = 2.65(1 - \theta_s) \quad (10)
\]

where 2.65 (g cm\(^{-3}\)) is a common value for particle density of soils.

Equation (10) can be applied to estimate porosity or the saturated water content of stones based on bulk density, providing an approximation to the filed-scale saturated water content of the stony soils if the volumetric stone content (\( \nu \)) is known.

Fig. 2.2 illustrates measured WRCs for the studied soils and stones. It is evident that saturated water contents (\( \theta_s \)) for various porous materials varied over a broad range.
The pumice and coarse sandstones both exhibited medium to high values of $\theta_s$. In contrast, the fine sandstones, limestone and dolostone showed values of $\theta_s$ an order of magnitude lower than the higher porosity stones. The parameters $\alpha$ for all stone samples, except for the CSS1, were lower than that of the Millville silt loam, implying a higher air entry value of the inclusions than the background for the Millville mixtures (Fig. 2.3). The CSS1 on the other hand had a higher value of $n$ and a lower air entry-pressure exhibiting the water retention characteristics similar to that of the compact sand.

2.4.2. Pressure distribution within the stony soil sample

A basic assumption underlying the proposed averaging scheme, Eq. (5), is the equilibrium condition between the stone inclusions and background soil, i.e., stone fragments have the same matric potential as that of surrounding soil. Illustrating the spatial distribution of matric potential and volumetric water content within the sample during the drying process, Fig. 2.3 indicates the extent to which the equilibrium assumption is valid. The cross-section of the stone-soil mixture in three planes is depicted from the HYDRUS-3D simulation. Fig. 2.3a illustrates the transition in stone and matrix matric potentials during drying, showing equilibrium throughout the mixture of Millville silt loam soil and 40% coarse sandstone 1 through 1.5 days. A visible disparity in the matric potential is observed when stone water content approaches its residual value by day 2, developing a matric potential gradient between stone and soil. The spatial distribution of matric potential at day 2.5 shows an increasing vertical pressure gradient leading to more negative $h$ at the drying front. Based on this result, the proposed averaging method is expected to work well in the wet range of the WRC, but less correlation near the dry end. Errors associated in
applying the mixing model, Eq. (5), depend on the properties of both soil and stone as well as the heterogeneity structure. A discussion on the model error for the studied cases follows.

2.4.3. WRC of stony soil mixtures

The measured WRC for three different stone-soil mixtures, each with seven different stone contents, are presented in Fig. 2.4a, b and c, being representative of 3 vastly different mixing scenarios. The range of stone inclusions are; (i) low porosity (Fig. 2.4a), (ii) medium porosity, i.e., stone less porous than the background soil (Fig. 2.4b), and (iii) high porosity, i.e., stone more porous than the background soil (Fig. 2.4c).

A substantial difference between the various stone contents is evident, indicating the potentially significant role of stone fragments on the WRC of stony soils. These results contradict several past studies (e.g., Novak and Knava, 2012; Hlaváčiková et al., 2016) in which the WRC of stony soils were approximated based on the assumption of zero stone porosity. Fig. 2.4 highlights the fact that neglecting the porosity and water holding capacity of the stone fragments may result in a substantial underestimation of the actual water retention of stony soils. When low porosity stones are present in the soil, such as fine sandstone, the overall contribution to stony soil WRC is indeed negligible. In this case, the assumption of zero porosity for the stone fragments may provide a reasonable approximation. However, highly porous stones such as pumice (Fig 2.4c), if neglected, can for example lead to significant errors in modeling water flow processes.

Fig. 2.4 also presents estimates of the proposed averaging scheme, Eq. (5), in comparison with the measured data. The estimated WRCs are in a good agreement with the
observations for the case of Millville silt loam mixed with fine and coarse sandstones. However, modeled estimates of SWC for the Wedron sand and pumice mixture are not as consistent with measurements. To quantify the estimation errors, measured water contents for all mixtures were compared against the estimated water contents using Eq. (5). The total root mean squared error (RMSE) for Figs. 2.4a, 2.4b and 2.4c were obtained 0.015, 0.014 and 0.039 cm cm\(^{-3}\), respectively.

This mismatch in the sand-pumice mixture is partly due to the narrow pore-size distribution of the sand leading to a step-like WRC coupled with a broad variation in the porosity of the pumice stone samples (air-entrapment in pumice). The step-like function minimized the mixing range of \( h \) for the pumice samples and the variation in porosity of the pumice samples may not have been well-represented by the few samples providing the stone WRC. In addition, air entrapment in pumice fragments in the stone soil mixtures, would result in lower measured saturated water contents than what would be modeled.

Despite relatively poor performance of Eq. (5) for the case of Fig. 2.4c, it was able to accurately model the shape of WRC for the Wedron sand-pumice mixture, as illustrated in Fig. 2.5, where a least-squares fit of Eq. (5) to the measured data is shown. The WRCs were developed with the van Genuchten parameters, \( \theta_r, \alpha \) and \( n \) fitted to individual Wedron sand and pumice measurements (Fig. 2.2), whereas \( w_{\text{soil}}, w_{\text{stones}} \) and \( \theta_s \) were fitted to match the measurements in Fig. 2.5. The fitted weighting factor \( w_{\text{soil}} \) and \( w_{\text{stones}} \) in Fig. 2.5 were approaching the calculated values using Eqs. (6) and (7). However, \( \theta_s \) values were smaller than the values calculated based on the weighted average as defined by Eq. (3), supporting the assumption of air entrapment during the process of saturation. These results illustrate
how small adjustments in the model parameters can produce a well-modeled WRC describing the soil-stone mixture using the Durner dual-porosity model.

### 2.5. Summary and conclusion

Our experimental data along with the numerical simulations demonstrated that stones can play an important role in the bulk stony-soil water retention characteristic. An averaging scheme based on individual water retention properties of stone and of soil was introduced and tested with laboratory measurements using three distinct stone types embedded in a background soil at various volumetric stone contents ($v = 0, 0.05, 0.1, 0.2, 0.3, 0.4$ and $1$). All WRC measurements presented here demonstrated the extent to which the stone fragments contributed to water retention and holding capacity of the stony soil. Stones exhibiting low porosity (FSS1, CSS1) contributed less to water retention than the background soil (Millville silt loam) leading to a reduced water retention with increased volumetric stone content. However, the bulk stony soil water retention was increased significantly with the increased volume fraction of stones exhibiting medium and high porosity. It is evident from this analysis that the WRC estimated without considering the holding capacity of stone inclusions may result in underestimation of water retention for highly porous stones such as pumice and coarse sandstone. This study has demonstrated, how stones present in soil can alter the effective hydraulic properties. Because stone hydraulic properties (i.e., porosity, pore-size distribution, etc.) vary widely, there is a need to expand studies on stony soils, emphasizing stone porosity and fraction of stone content in order to better estimate the resulting soil hydraulic properties. Developing more accurate averaging schemes to estimate the WRC (e.g., under non-equilibrium condition) as well as
predictive models for unsaturated hydraulic conductivity of stony soils are part of ongoing research.
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Fig. 2.1. Relationship between stone bulk density and saturated water content for different stone types. The relationship is in agreement with the physical relation of Eq. 10) with the determination coefficient R^2 of 0.95.

Fig. 1.1. Network of USDA Soil Climate Analysis Network (SCAN) and SNOwpack TELemetry (SNOTEL) network sites in Utah.
Fig. 2.2. Water retention data (points) and fitted van Genuchten (VG) curves (solid lines) for different soil samples Millville silt loam and Wedron sand and the stone samples including coarse sandstones, fine sandstones, limestone, dolostone and pumice measured using the pressure plate, dew point potentiometer (WP4) and HYPROP.
Fig. 2.3. HYDRUS-3D simulation results for distribution of matric potential and volumetric water content in Millville silt loam mixed with 40% coarse sandstone 1 during soil drying.
Fig. 2.4. Measured (points) and estimated [lines, Eq. (5)] water retention curves for different mixtures with various volumetric stone content (ν).
Fig. 2.5. Measured (points) water retention curves and the best fit of Eq. (5) (lines) for different mixtures of Wedron sand and pumice with various volumetric stone content ($\nu$).
Table 2.1. Physical properties of the studied background soils (Millville silt loam and Wedron silica sand) and stone inclusions (DS, LS, CSS, FSS and PM). The bulk density ($\rho_b$) and saturated water content ($\theta_s$) for each stone type were estimated as the mean of six different samples.

<table>
<thead>
<tr>
<th>Porous material</th>
<th>Source</th>
<th>$\rho_b$ (g cm$^{-3}$)</th>
<th>$\theta_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Millville silt loam</td>
<td>Greenville Farm*</td>
<td>1.38</td>
<td>0.437</td>
</tr>
<tr>
<td>Wedron silica sand</td>
<td>Wedron silica Co.</td>
<td>1.7</td>
<td>0.350</td>
</tr>
<tr>
<td>Dolostone, DS</td>
<td>Canyon mouth†</td>
<td>2.6</td>
<td>0.042</td>
</tr>
<tr>
<td>Limestone, LS</td>
<td>Tony Grove‡</td>
<td>2.3</td>
<td>0.061</td>
</tr>
<tr>
<td>Coarse sandstones 1, CSS1</td>
<td>TWDEF ‡</td>
<td>1.65</td>
<td>0.363</td>
</tr>
<tr>
<td>Coarse sandstones 2, CSS2</td>
<td>Franklyn Basin†</td>
<td>1.8</td>
<td>0.291</td>
</tr>
<tr>
<td>Fine sandstones 1, FSS1</td>
<td>TWDEF ‡</td>
<td>2.35</td>
<td>0.034</td>
</tr>
<tr>
<td>Fine sandstones 2, FSS2</td>
<td>Franklyn Basin†</td>
<td>2.45</td>
<td>0.028</td>
</tr>
<tr>
<td>Pumice, PM</td>
<td>Different Sources§</td>
<td>0.96</td>
<td>0.523</td>
</tr>
</tbody>
</table>

*North Logan, UT.
†Logan Canyon, Cache National Forest, Northern UT.
‡T.W. Daniel Experimental Forest, Cache National Forest, Northern UT.
§Coso range, California; Pocatello, Idaho.
Abstract

Quantification of evapotranspiration (ET) is crucial for understanding the water balance and efficient water resources planning. Agricultural settings have received much attention regarding ET measurements while there is less knowledge for actual ET (ETA) in natural ecosystems. This study is focused on modelling ETA from stony soil in montane ecosystems where we account for the contribution of stone water retention properties in soil. We employed a numerical model (HYDRUS-1D) to simulate ETA in natural settings in northern Utah and southern Idaho during the 2015 and 2016 growing season based on meteorological and soil moisture measurements at a range of depths. We simulate ETA under three different scenarios, considering soil with (i) no stones, (ii) highly porous stones, and (iii) negligibly porous stones. The simulation results showed significant overestimation of modeled ETA when neglecting stones, in comparison to ETA measured by eddy covariance. The modeled ETA estimates with negligibly porous stone were much lower in all stations due to the substantial decrease in soil water storage compared with estimates made considering highly porous stone. Assumptions of highly porous or negligibly porous stones in the soil, lead to reductions in simulated ETA of between 10% and 30%.
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respectively, when compared with the no stone condition. These results reveal the important role played by stones, common in many forest soils, in modulating water balance by affecting $ET_A$ in montane ecosystems.

### 3.1. Introduction

Evapotranspiration (ET) is the largest outward flux of water and a key component of the hydrological cycle and is therefore essential in quantifying the water budget and planning water resources (Baldocchi and Ryu, 2011; Mu et al., 2007; Schelde et al., 2011; Sheffield et al., 2010). Water flux to the atmosphere by the process of ET constitutes up to 95% of the water balance in arid regions (Kool et al., 2014; Wilcox et al., 2003). However, ET remains a major uncertainty in eco-hydrological systems, and this uncertainty motivates research on more accurate quantification of ET within large-scale irrigated projects and natural ecosystems. Forests have been recognized as a fundamental part of ecosystems that play a key part in regulating hydrological balance by altering streamflow and ET (Andreassia 2004; Ice and Stednick, 2004; Sun et al., 2008). Despite the fact that many studies have been conducted on ET estimation across different spatial scales ranging from point- to basin-scale (Parajuli 2015; Senay et al., 2011; Schelde et al., 2011), very few focused on the natural ecosystems as compared to agricultural settings. Accurate quantification of ET in natural ecosystems is essential to evaluate the effects of land management and global change on availability of water, streamflow, and ecosystem productivity (Andreassia 2004; Sun et al., 2008; Zhou et al, 2008).

Correct information about temporal and spatial variations in ET is critical for better understanding of the interactions between land surfaces and the atmosphere and solving
the water and energy balances used in hydrological and climate models (Kumar et al., 2006; Mu et al., 2007; Niu et al., 2011; Yang et al., 2011). Better estimates of ET are furthermore important to improve management of water resources and agricultural systems by assisting in decision making processes related to water allocations (Allen et al., 1998; Kumar et al., 2006; Mu et al., 2007, Raziei & Pereira, 2013). However, it is challenging to calculate ET over land surfaces characterized by heterogeneity in soil and vegetation type and other parameters affecting the ET phenomenon (Mu et al., 2007; Senay et al., 2011; Sheffield et al., 2010; Sun et al., 2008).

A number of techniques to estimate ET such as the catchment water budget method direct measurements using soil and plant weighing lysimeters, Bowen ratio and eddy covariance have been developed and applied at different scales (Prueger et al., 1997; Wilson et al., 2001). Watershed ET measurements that are based on a catchment scale water budget approach where ET is calculated as the residual of the water balance (Baldocchi and Ryu, 2011) depend on the reliability and accuracy of measurements or estimates of other parameters such as precipitation, runoff, drainage and infiltration. Lysimeters on the other hand can provide actual ET (ETₐ) by measuring the weight change, though their installation and maintenance costs are high. The surface energy balance approach and eddy covariance technique provide alternatives to measure ETₐ at spatial- and point-scales, while their applications are limited due to the requirement of intensive measurements and information about energy balance components (Law et al., 2002; Wilson et al., 2001). The latent heat flux data collected at eddy covariance towers are considered as validation of the results from hydrologic models at point as well as regional scales (Baldocchi et al., 1988; Wilson et al., 2001).
Various analytical models have been developed to estimate ET where there are no direct measurements. A widely used model is the Penman-Monteith (PM) equation that calculates ET for a leaf or complete cover canopy based on observed meteorological parameters such as net radiation, wind speed and saturation deficit. The equation also includes turbulence characteristics by considering aerodynamic resistance and physiology via stomatal resistance. Both are however, difficult to determine. The PM equation can be used to estimate reference ET (ET₀), which represents a mythical ET of a short green crop (grass) with unlimited water availability that fully covers the ground, and has arbitrarily low stomatal resistance (Allen et al., 1998). The ET₀ is estimated based on meteorological parameters and does not depend on soil water and vegetation. The actual ET (ETₐ) will differ and is usually less due to limited soil moisture or stomatal responses to environment in natural ecosystems. As available soil moisture affects many ecological and environmental processes including ET, in principle, ET can be quantified by studying the soil moisture dynamics (Cai et al., 2017; Koster et al., 2004; Lv et al., 2014; Miyazawa et al., 2013; Wilson et al., 2001).

There are numerical modeling approaches that can estimate ETₐ by accounting for soil moisture dynamics in the simulation of plant root water uptake and surface evaporation. HYDRUS-1D is one such model that has been widely used for simulating ETₐ (Hilten et al., 2008; Hlaváčková and Novák 2013; Ries et al 2015; Solyu et al., 2011; Sutanto et al., 2012). The HYDRUS-1D software couples a root water uptake model with an ET₀ equation based on a simplified Penman-Monteith, or Hargreaves equation to inversely solve the Richards equation (Feddes et al., 2001; Simunek et al., 2008). The model is able to simulate water flow in and out of the soil when adequate soil and
vegetation parameters are provided. Both soil and vegetation are however, extremely diverse in montane ecosystems. Soil hydraulic properties vary horizontally and vertically due to non-uniformity in soil types, representation of which requires detailed information on soil parameters to simulate the soil water flow and root water uptake (Mohanty 2013). An advantage of the HYDRUS-1D model is that it can inversely fit the soil hydraulic parameters when the measured soil water content or matric potential is provided (Simunek et al., 2008).

Apart from the variation in soil texture, non-arable soils contain significant quantities of stone fragments (particles with diameter >2 mm) that modify the water storage capacity of soil. Stones furthermore alter the soil hydraulic transport properties, which in turn affect the available water for root uptake (Cousin et al., 2003; Novak and Knava, 2012). Higher stone content is expected to lower the soil water storage of stony soils in comparison to the fine soils (soil particles that are less than 2 mm in diameter; Hlaváčiková et al. 2016; Novak et al., 2011). Stones reduce the water available for root uptake of soil water and hence limit the rate of ET (Novak and Knava, 2012; Parajuli et al., 2017; Tetegan et al. 2011). Many studies in the past have neglected the presence of stone fragments in soil while simulating soil moisture dynamics. Two different approaches are common while dealing with stony soils. One approach assumes the stones as a non-porous system, hence any water held by the stones is not accounted for. This leads to reduced water estimation per unit volume as pointed out by Cousin et al. (2003) and Ugolini et al. (1998). Plant available soil water in such cases may be underestimated by up to 34% as reported in Cousin et al. (2003). By contrast, the second approach essentially considers the stones as behaving similar to the fine soil matrix, which typically has a higher water holding capacity.
than stones. In Cousin et al. (2003), plant available water was overestimated by 39%. It may therefore be important to consider the contribution of stone fragments to soil water storage when simulating soil moisture dynamics involving ET estimation, especially when soil stone content is significant.

The objectives of this research involved: (i) Modelling $ET_A$ using the physically based numerical model, HYDRUS-1D, and validating its output against eddy covariance measurements. (ii) Examining the effect of stone content on estimation of $ET_A$ from natural vegetation in stony soils. (iii) Comparing simulated $ET_A$ while neglecting the presence of stone with the simulations considering the soil stone content with highly and negligibly porous stones.

3.2. Site description

In this study, we selected four climate stations in northern Utah and one in southern Idaho as shown in Fig. 3.1. The location and general vegetation around the stations are presented in Table 3.1. The stations in Utah are part of the innovative Urban Transitions and Arid region Hydro-sustainability (iUTAH) project. The iUTAH project has developed and installed several weather- and aquatic-stations to monitor and understand Utah’s water resources. These are referred to as GAMUT sites as they are intended to quantify processes on a Gradient Along Mountain to Urban Transition (GAMUT). These stations measure different aspects of climate, hydrology, and water quality in three watersheds (Logan River-, Red Butte Creek- and Provo River-Watersheds).

The climate of northern Utah and southern Idaho is typical of the montane semi-arid intermountain west and varies widely with four distinct seasons, cold snowy winter,
hot dry summer and transition periods of spring and autumn. The majority of precipitation occurs as snowfall. The higher elevation weather stations are covered with snow until May or June whereas early snowmelt occurs at the weather stations in lower elevation. Patches of sagebrush surround the observation sites at Tony Grove, Beaver Divide and Soapstone, while the station at the Knowlton Fork is located in a sloping meadow with tall ferns. The meteorological parameters required for calculating $ET_o$ (reference ET), such as air temperatures, saturation deficit, net radiation and wind speed were recorded every fifteen minutes. In addition, the soil moisture and temperature were measured at depths of 5-, 10-, 20-, 50-, and 100- cm using time-domain-transmissometry (TDT) at the same time step as the meteorological parameters (iUTAH 2014). Blonquist et al., (2005) and Jones et al., (2005) have detailed description about the principles of TDT, where the calibration to moisture is based on the method given in Topp et al. (1980).

The Low Sage site in southern Idaho is part of the Critical Zone Observatory (CZO) located in Reynolds Creek Experimental Watershed of southwestern Idaho, approximately 80 km southwest of Boise, Idaho, USA. The site was equipped with sensors to collect meteorological and soil data along with an eddy covariance tower to quantify water and carbon fluxes in a sagebrush ecosystem. Short and long wave radiation, air temperature and humidity were collected at the eddy covariance station every 30 minutes using a four-component net radiometer (CNR-1, Kipp & Zonen, Delft, The Netherlands), and a temperature/humidity probe (HMP155C, Vaisala, Helsinki, Finland). Ground heat flux was measured with six heat flux sensors (HFT3, REBS, Seattle, WA) installed 0.08-m deep within the soil and three sets of self-averaging thermocouples installed at 0.02 and 0.06-m deep (Fellows et al., 2017). The meteorological station near the EC tower includes
measurements of air temperature, humidity, wind speed and direction and solar radiation. Weather and soil data were processed at 30-minute intervals. Precipitation was measured using a dual-gauge system especially designed for windy and snow dominated conditions and aggregated hourly. Volumetric soil water content was recorded every hour at mean depths of 5-, 15-, 30-, 60-, and 90- cm.

During the process of soil moisture sensor installation in each station, the excavated soil was analyzed in order to determine the soil texture, root distribution and stone content (Parajuli et al., 2017a; Patton et al., 2018). The soil description for the selected stations exhibited a high degree of heterogeneity along the depth with significant volumetric stone content (v). The vertical distribution of stone content and root density derived from the root information obtained from soil pit description at different sites is presented in Fig. 3.2.

The soil pit descriptions extended to a 100 cm depth in most of the stations. The stone content in the bottommost layer was assumed to be valid and constant down to 200 cm. As shown in Fig. 3.2, Low Sage, Tony Grove, Knowlton Fork and Soapstone exhibited around 0.45 m$^3$ m$^{-3}$ volumetric stone content between the depth of 40- to 80-cm. Average stone content within a one-meter soil profile ranged from 0.07 m$^3$ m$^{-3}$ at Knowlton Fork to 0.38 m$^3$ m$^{-3}$ at Tony Grove. The majority of stones collected from soil pits in iUTAH stations were sandstone varying in terms of their porosities. Sandstones with coarser grains had higher porosities, close to thirty percent and exhibited water retention properties similar to sandy soil. However, fine grained sandstones were negligibly porous with porosities between three to five percent. The water retention properties of the stones were measured by Parajuli et al. (2017) and are presented in Table 3.2.
3.3. Theoretical considerations

3.3.1. HYDRUS-1D numerical modeling

A physically based numerical model, HYDRUS-1D (Šimůnek et al., 2008; 2009) was applied to simulate the root water uptake, by coupling with different reference ET equations (eg. Allen et al., 1998; Hargreaves and Samani 1985). HYDRUS-1D solves the Richards equation (Richards, 1931) inversely for the sink term that represents root water uptake and surface evaporation (Simunek et al., 2008; 2013). The Richards equation used to simulate water flow in soil is expressed as:

\[
\frac{\partial \theta(h)}{\partial t} = \frac{\partial}{\partial z} \left[ K(h) \left( \frac{\partial h}{\partial z} + 1 \right) \right] - S
\]

(1)

where, \( \theta \) is volumetric water content \([m^3 m^{-3}]\), \( z \) is the vertical coordinate \([m]\), \( t \) is time \([s]\), \( h \) is matric potential \([m]\), \( K(h) \) is the unsaturated hydraulic conductivity as a function of matric potential \([m s^{-1}]\), i.e. product of relative hydraulic conductivity \( K_r \) (dimensionless) and the saturated hydraulic conductivity \( K_s \) \([m s^{-1}]\) and \( S \) is a sink term representing root water uptake or some other source or sink \([m^3 m^{-3} s^{-1}]\).

The sink term, \( S \), can be computed as the volume of water lost from the soil in unit time due to root water uptake (Feddes et al., 1978) as

\[
S(h, z) = \alpha(h, z) b(z) \cdot T_p
\]

(2)

where \( \alpha(h, z) \) is defined as the reduction coefficient for root water uptake (Feddes et al., 1974, 1978) with the depth. Water uptake is zero when it is close to the pressure corresponding to saturation and wilting point. Hence uptake is optimum at \( \alpha(h, z) = 1 \), and \( T_p \) is the potential water uptake rate when uptake is optimum. The normalized water uptake distribution function, \( b(z) \), describes the spatial variation of \( S \) over the root zone. There are
three ways to express \( b(z) \): Constant with depth, Linear (Feddes et al., 1978), or the Hoffman and van Genuchten distribution, (1983). A detailed explanation is available in Simunek et al. (2013). The \( b(z) \) function was estimated using the Hoffman and van Genuchten (1983) root distribution function in this study.

The reference evapotranspiration (\( ET_0 \)) was calculated in HYDRUS-1D using the FAO simplified Penman-Monteith combination equation using meteorological parameters (Allen et al., 1998; FAO, 1990) as:

\[
ET_0 = \frac{1}{\lambda} \left[ \frac{\Delta (R_n - G) + \left\{ \rho c_p (e_a - e_d) / r_a \right\}}{\Delta + \gamma \left( 1 + r_c / r_a \right)} \right]
\]  

where \( \lambda \) is latent heat of vaporization [MJ kg\(^{-1}\)], \( R_n \) is net radiation at surface [MJ m\(^{-2}\) d\(^{-1}\)], \( G \) is soil heat flux [MJ m\(^{-2}\) d\(^{-1}\)], \( \rho \) is atmospheric density [kg m\(^{-3}\)], \( c_p \) is specific heat of moist air [i.e., 1.013 kJ kg\(^{-1}\) oC\(^{-1}\)], \( e_a \) is saturation vapor pressure at temperature T [kPa], \( e_d \) is actual vapor pressure [kPa], \( r_c \) is crop canopy resistance [s m\(^{-1}\)], and \( r_a \) is aerodynamic resistance [s m\(^{-1}\)], \( \Delta \) is slope of the vapor pressure curve, [kPa oC\(^{-1}\)] and \( \gamma \) is psychrometric constant [kPa oC\(^{-1}\)].

As suggested by Ritchie (1972), \( ET_0 \), was partitioned into potential evaporation (\( E_p \)) and potential transpiration (\( T_p \)) fluxes using Beer’s Law assuming a canopy structure as follows:

\[
T_p = ET_0 \cdot (1 - e^{-k \cdot LAI}) = ET_0 \cdot SCF
\]

\[
E_p = ET_0 \cdot (e^{-k \cdot LAI}) = ET_0 \cdot (1 - SCF)
\]
where, soil cover fraction, \( SCF=1-\exp(-k \cdot LAI) \), \( k \) is radiation extinction coefficient and is function of sun angle, distribution of plants and arrangement of leaves [-] and \( LAI \) is leaf area index (Simunek et al., 2008; 2013).

The root water uptake or the actual transpiration \( (T_a) \) can be then obtained by integrating the sink term in Eq. (2) over the root zone \( (L_r) \),

\[
T_a = \int_{L_r} S(h, z) \, dz = T_p \int_{L_r} \alpha(h, z) b(z) \, dz
\]

The variable boundary condition in HYDRUS-1D is governed by the effective precipitation. Some precipitation gets intercepted by the canopy before it infiltrates to the soil. Hence, the maximum infiltration rate at the soil surface was computed as the difference between precipitation \( (P) \), and interception \( (I) \) where, \( I \) is calculated as (Braden 1985; Schwärzel et al., 2006; van Dam et al., 1997):

\[
I = a \cdot LAI \left[ 1 - \frac{1}{1 + \frac{SCF \cdot P}{a \cdot LAI}} \right]
\]

where, \( a \) is an empirical coefficient [m]. Parameter \( a \) is assumed to be 0.25 (Simunek et al., 2008).

The initial conditions were described by the initial moisture content along the soil profile at time \( t = 0 \). The surface boundary condition of the soil domain was set to the atmospheric boundary condition with surface runoff. The actual flux exchange at the soil-atmosphere interface was driven by the atmospheric demand and controlled by the near-surface soil moisture, expressed as (Simunek et al., 2008):

\[
-K \left( \frac{\partial h}{\partial z} + 1 \right) \leq E
\]
where, $E$ is the maximum rate of infiltration or evaporation under given atmospheric conditions [LT\(^{-1}\)]; $h_a$ and $h_s$ are minimum and maximum pressure heads, [L] at the soil surface, respectively. The value of $h_a$ can be computed from the relative humidity in the air (Feddes, et al., 1974).

The lower boundary condition was set as a free drainage boundary, assuming an infinitely deep soil profile with no effect of ground water table. For every station, a 200 cm soil profile was used for simulation, which was divided into five layers according to the soil textural classification with one soil moisture sensor in each layer.

The initial hydraulic parameters of each layer were estimated based on the soil texture information obtained from the soil pit analysis. The soil parameters for van Genuchten-Maulem Model (Mualem 1976; van Genuchten 1980) were calibrated for each layers using inverse modelling in HYDRUS-1D. The van Genuchten (1980) model is expressed as:

$$
S_e = \frac{\theta - \theta_r}{\theta_s - \theta_r} = \left[1 + (\alpha |h|)^n\right]^{-m}
$$

where, $S_e$ is the effective degree of saturation [-], $\theta_r$ and $\theta_s$ are the residual and saturated volumetric water contents [m\(^3\) m\(^{-3}\)], $\alpha$ is the factor related to the inverse of air entry pressure [m\(^{-1}\)], $n$ and $m$ are empirical fitting parameters that gives measure of pore-size distribution.

The inverse simulations were carried out based on the measured soil moisture values at each measured depth. The optimization process using the HYDRUS-1D simulation was interactive until it achieved the highest correlation between simulated and measured soil moisture content (Simunek et al., 2008). The primary objective of inverse
modeling was to optimize the hydraulic parameters for the van Genuchten model for each layer of soil to fit the observed and simulated volumetric water contents for the soil. The HYDRUS-1D model takes consideration of the root density along the soil profile while simulating root water uptake. However, the rock fragments in the soil may alter the soil water retention properties and thus affect water availability for ET_A, as described subsequently.

3.3.2. Accounting for stone content in the HYDRUS-1D simulation

In order to address the impact of stone content on soil hydraulic properties and thus estimation of ET_A, the stony soil was assumed to be a binary porous medium allowing two different water retention properties for stone and fine soil in each layer. The dual porosity model (Durner 1994) within the HYDRUS-1D software was applied to satisfy the algorithm suggested by Parajuli et al., (2017) to account for the effect of stone fragments in the soil.

\[
\frac{\theta_{\text{soil}} - \theta_{\text{air}}}{\theta_{s_{\text{soil}}}^{\text{soil}} - \theta_{S_{\text{min}}}^{\text{soil}}} = w_{\text{soil}} \left[ 1 + (\alpha_{\text{soil}} h)^{m_{\text{soil}}} \right]^{-m_{\text{soil}}} + w_{\text{stone}} \left[ 1 + (\alpha_{\text{stone}} h)^{m_{\text{stone}}} \right]^{-m_{\text{stone}}} 
\]

(11)

where the parameters with subscript \textit{soil}, \textit{stone} and \textit{mix} are van Genuchten parameters for background soil, stone inclusion and soil-stone mixture respectively. The weighting factors for soil and stone fractions, \(w_{\text{soil}}\) and \(w_{\text{stone}}\), at saturation are defined as:

\[
w_{\text{soil}} = \frac{(1 - v)\theta_{s_{\text{soil}}}}{(1 - v)\theta_{s_{\text{soil}}} + v\theta_{s_{\text{stone}}}}
\]

(12)

\[
w_{\text{stone}} = \frac{v\theta_{s_{\text{stone}}}}{(1 - v)\theta_{s_{\text{soil}}} + v\theta_{s_{\text{stone}}}}
\]

(13)
where, \( v \) is the ratio of the stone fragment volume to the total soil volume (or volume fraction of the stone content).

In order to understand the impact of variably porous stones in simulation of \( \text{ET}_A \), two scenarios were studied where all the stones were considered as either coarse sandstones (highly porous) or fine sandstones (negligibly porous) with water retention properties expressed in Table 3.2.

The unsaturated hydraulic conductivity as function of effective saturation of the stony soil is defined by combining Eq. (11) with Mualem’s (1976) pore-size distribution model as:

\[
K(S_e) = K_s \left( \frac{w_1S_{e1} + w_2S_{e2}}{(w_1\alpha_1 + w_2\alpha_2)^2} \right) \left( 1 - \left( \frac{S_{e1}}{S_{es1}} \right)^{m_1} \right) + w_2\alpha_2 \left( 1 - \left( \frac{S_{e2}}{S_{es2}} \right)^{m_2} \right) \]

(14)

where subscripts 1 and 2 represent parameters for soil and stones respectively, \( l \) is empirical parameter of the hydraulic function.

3.4. Results

3.4.1. Calibration of the HYDRUS-1D model

The simulation period started following snowmelt, when the soil moisture was near field capacity. The Low Sage station in Idaho had early snowmelt allowing us to initialize the model on DOY 100 (10 April 2015), while iUTAH stations in Northern Utah were snow covered until about the middle to the latter part of May. In order to compare the same time period, simulations started on DOY 148 (28 May 2015) at all iUTAH stations running until the September (DOY 274). The same period was selected for both years to have better comparison of ET estimates under different conditions. Daily precipitation plotted in Fig. 3.3 shows that 2016 experienced much less rainfall than 2015. The four iUTAH stations
illustrated in Fig. (3.1) have recorded similar rainfall patterns over the period. There were several rain events during the simulation period in 2015, but 2016 remained relatively dry with one major precipitation event towards the end of September (DOY 268).

The HYDRUS-1D numerical model was initialized using the soil hydraulic parameters obtained from field measurements. The initial soil hydraulic parameters were estimated using Rosetta Lite v1.1 software in HYDRUS-1D, based on the sand, silt and clay fraction of soil obtained from soil pit descriptions (Parajuli et al., 2017a; Patton et al., 2018). Model calibration was achieved primarily by inversely fitting the soil hydraulic parameters and trial-and-error adjustment of the vegetation parameters such as the water stress reduction function to minimize the root mean squared error (RMSE) and improve graphical fit between simulated and measured volumetric water content for each soil layer.

Volumetric water content measured using time-domain-transmissometry (TDT) and HYDRUS-1D simulations of water content at soil profile depths of 5-, 15-, 30-, 60-, and 90-cm from the Low Sage station are presented in Fig. 3.4. Variation in rainfall is expected to alter the soil moisture dynamics in both years. The volumetric water content approached the saturation level during spring snowmelt, but these montane soils drain quickly to field capacity once snowmelt ceases. Rain events during the summer of 2015 are able to recharge the soil profile to a depth of 30 cm as shown in Fig. 3.4. There was no significant rain event during the simulation period in 2016, and the soil dried down towards the end of the growing season.
Simulation results for the four iUTAH sites using HYDRUS-1D are compared with TDT measured soil moisture content at 5-, 10-, 20-, 50-, and 100-cm in Fig. 3.5. Soil moisture dropped rapidly from a near-saturated condition at the beginning of the growing season/simulation period. As in Fig. 3.4, the sensors at depths 5-, 10- and 20-cm reflected the effect of rainfall with rapid rise in moisture content readings during 2015; however, the amount of precipitation was not enough to wet the sensors below 20 cm throughout the growing season.

The goodness of fit to the measured soil moisture values with the HYDRUS-1D simulation are expressed in terms of coefficients of determination ($R^2$) and root mean squared errors (RMSE) shown in Table 3.3. The calibrated HYDRUS-1D simulation results compared well with measured soil moisture at each depth for both years. The coefficients of determination ($R^2$) were greater than 0.8 for most depths, while a few of the simulation depths had $R^2$ as low as 0.65 (Table 3.3). The RMSE remained less than 0.04 m$^3$ m$^{-3}$ on average for all the stations. The few $R^2$ values below 0.8 and RMSE values greater than 0.03 m$^3$ m$^{-3}$ for individual depths are bolded for clarity in Table 3.3. The match between simulated and observed water contents at different depths in all stations suggests the HYDRUS-1D model hydraulic parameters were well calibrated to represent the soil hydrodynamics.

**3.4.2. Simulation of actual evapotranspiration**

Root water uptake and evaporative fluxes from soil and plants were simulated by HYDRUS-1D to provide an estimate of the $ET_A$. Daily $ET_A$ estimates simulated by HYDRUS-1D were compared with eddy covariance measurements of $ET_A$ at the Low Sage
station as illustrated in Fig. 3.6. The daily $\text{ET}_A$ simulated by the HYDRUS-1D model followed the seasonal patterns of eddy covariance measured $\text{ET}_A$ very well (Fig. 3.6). The correlation was reasonable with $R^2$ values of 0.78 and 0.76 for year 2015 and 2016, respectively (Fig. 3.7, Table 3.4). The RMSE values for 2015 and 2016 were 0.64 mm/day and 0.51 mm/day, respectively (Table 3.4). The HYDRUS-1D model periodically overestimated $\text{ET}_A$ compared to the eddy covariance measurements mostly around rain events. The cumulative $\text{ET}_A$ measured by eddy covariance for the period DOY 101 (10 April) to DOY 273 (30 September) was 305 mm and 221 mm in 2015 and 2016, whereas the HYDRUS-1D simulation estimated 332 mm and 198 mm in 2015 and 2016, respectively. This overestimation of $\text{ET}_A$ simulated by HYDRUS-1D in 2015 and the underestimation in 2016 is also evident from the scatter plot in Fig. 3.7. However, the seasonal total $\text{ET}_A$ values from HYDRUS-1D were in good agreement with the eddy covariance results.

3.4.3. Effect of stone content on evapotranspiration

With the aim of analyzing the impact of stone content on $\text{ET}_A$, we simulated three different scenarios assuming soil for all five sites with: no stones; highly porous stones (Coarse Sandstone); and negligibly porous stones (Fine Sandstone). The average stone content for each layer was estimated based on the soil pit description also presented in Fig. 3.2. The water retention parameters for the highly and negligibly porous stone considered for this study were measured in the laboratory (Parajuli et al., 2017) and are presented in Table 3.2.
The simulation in the Low Sage site where the average stone content was 0.18 m³ m⁻³ showed substantial improvement in estimation of ETA, when the stones were considered as negligibly porous stones. The R² values increased slightly while RMSE values were lower under the negligibly porous stone scenario for both years (Table 3.4). The result supported our assumption, namely, that if we could quantify the stone content in the soil properly and include that in the soil moisture simulation, the ETA from stony soil would be estimated more accurately.

Fig. 3.8 shows the cumulative ETA simulated by HYDRUS-1D under the three different scenarios considering soil with no stone, highly porous stone and negligibly porous stone at each station. With the purpose of comparing ETA over the same period for each site, the cumulative ET is presented from DOY 148 (28 May) to DOY 273 (30 September) for all stations. In general, the cumulative ETA over the same period in 2016 is much less than that from 2015 for all stations providing us with the impression that the available soil moisture limited the ETA. The year 2016 was considerably drier than 2015, resulting in reduced soil water storage, which is also implicit in Fig. 3.4 and 3.5.

The simulations under different conditions revealed significant reductions in cumulative ETA at the Tony Grove and Soapstone stations. The percent changes in simulated actual transpiration (TA), evaporation (EA) and ETA for conditions with highly porous stones and negligibly porous stones with reference to soil without stones, is presented in Table 3.5. The cumulative ETA was reduced by 10% and 21% at Tony Grove and 1% and 17% at Soapstone for assumptions of highly- and negligibly-porous stones, respectively (Table 3.5). However, there was not any noticeable change in cumulative ETA at the Knowlton Fork station where the average stone content was 0.07 m³ m⁻³. The Low Sage station that
has average stone contents of 0.16 m$^3$ m$^{-3}$, exhibited a slight reduction in cumulative ETA, about 4% and 10% when considering stony soil with negligibly porous and highly porous stones. Similarly, the Beaver Divide station with average stone content of 0.18 m$^3$ m$^{-3}$, showed reduction in ETA by nearly 3% while assuming highly porous stone, the ETA reduced by 7% under consideration of negligibly porous stones for both years. In contrast, the ETA simulations for Beaver Divide in 2016 showed incremental changes when considering either stone type.

### 3.5. Discussion

#### 3.5.1. Soil moisture dynamics and model calibration

HYDRUS-1D model was able to simulate the soil moisture remarkably well in all five stations with significant correlation of R$^2$ greater than 0.8 and RMSE less than 0.04 m$^3$ m$^{-3}$, averaged for over the depth at five stations for both years (Table 3.3). Some discrepancies were observed such as at depth 20 cm in Beaver Divide and Soapstone that showed relatively lower R$^2$ of 0.651 and higher RMSE of 0.05 m$^3$ m$^{-3}$ and 0.04 m$^3$ m$^{-3}$ respectively. The source of discrepancies between measured and simulated soil moisture is likely due to the inability of HYDRUS-1D model to account for the complexity caused by soil heterogeneity, which is quite common in forest soil (Flinn and Marks, 2007; Hawley et al., 1983). Though the soil texture varied extremely along the depth with significant amount of stones, the soil profile at each station within the simulation domain (2m deep) were clustered into five distinct layers based on textural information obtained from the soil pit description. This simplification of soil representation has likely increased errors in previous simulations of soil moisture to some extent.
3.5.2. Simulation of actual evapotranspiration

The HYDRUS-1D simulation for 2015 and 2016 suggested that the ETA was strongly correlated to the soil moisture availability during the growing season as 2016 showed lower cumulative ETA corresponding to the drier soil profile (Fig. 3.4; 3.5; 3.8). The ETA measured by the eddy covariance system at the Low Sage station and simulated by HYDRUS-1D followed the same trend (Fig. 3.6). However, the HYDRUS-1D model overestimated the peak values noticeably, usually after the rain events in 2015. Despite the difference between spatial scales of the eddy covariance footprint and the point scale simulation of HYDRUS-1D, the results validate the potential of quantifying ETA using soil moisture dynamics in natural settings.

Slight differences between modeled daily ETA and values measured by eddy covariance were expected. The eddy covariance method does not always provide energy balance closure consistently, which may lead to underestimation of latent heat flux or ETA (Wilson et al., 2002). When comparing the sum of latent heat flux and sensible heat with available energy (Rn - G), Wilson et al. (2002) reported an average error of 20% from 22 FLUXNET (a network of eddy covariance sites) sites. Although the energy budget ratio at the Low Sage site over the two years during snow-free, non-freezing periods was 0.96, weekly values over the simulation period in Fig. 3.6 were as low as 0.80. Moreover, error in HYDRUS-1D simulation may result from inaccuracy of model parameterization of soil hydraulics. Soils in natural settings are highly heterogeneous within the profile with extremely variable hydraulic properties. Limitation of the HYDRUS-1D model to represent soil complexity might have resulted into incorrect estimations of water balance leading to erroneous ETA estimates in some cases.
3.5.3. Accounting for stone content

The magnitude of the effects of stone content on the ET$_A$ simulation was dependent upon the type of stones and their hydraulic properties. As presented in Durner (1994), prediction of both the water retention and hydraulic conductivity function near saturation may be highly unreliable and subject to large estimation error with even in the best quality measurements. Acknowledging this, we assumed the saturated hydraulic conductivity of the stony soil was similar to that of the fine soil matrix while the unsaturated hydraulic conductivity for stony soil was defined by Eq. (14) as a function of effective saturation. Several studies suggest reduction in hydraulic conductivity due to increase in stone content, while conversely, the hydraulic conductivity has also been shown to increase in stony soil near saturation (Beckers et al., 2016; Sauer and Logsdon, 2002). Our assumption of soil with lower porosity stone have a tendency to simulate ET$_A$ that matched well with the eddy covariance observations (Fig. 3.6). Consideration of stony soil with negligibly porous stone reduced the simulation of total cumulative ET$_A$ considerably in all stations for both years except for Knowlton Fork, which exhibited the lowest average stone content (Fig. 3.2). However, the higher porosity stone, with water retention behavior similar to coarse sandstone had the least effect on ET$_A$ simulation. The cumulative ET$_A$ over the simulation period was reduced by up to 30% for the Soapstone site in 2016 when accounting for the stones as negligibly porous stones (Table 3.5). This correlates well with results in Cousin et al. (2003) that showed overestimation of available water content by 39% while the presence of stones in the soil were not accounted for.

3.6. Conclusion
In this study, we demonstrated the influence of soil stone content on the uptake of water as evapotranspiration (ET) using stony-soil moisture dynamics. The soil moisture and ET\textsubscript{A} simulated by HYDRUS-1D were found to be in good agreement with directly measured soil moisture and ET\textsubscript{A} using the eddy covariance system indicating that the model is efficient in simulating the boundary fluxes including ET\textsubscript{A}. The simulated root water uptake from stony soil was found to be sensitive to stone content, showing significant reduction in cumulative simulated ET\textsubscript{A} over the simulation period up to 30% percent of the total ET\textsubscript{A} computed without accounting for the stone content. The simulated ET\textsubscript{A} values were least affected when considering soil with highly porous stones, while estimates were reduced significantly for the stations with higher average stone content, when considering soil with negligibly porous stones. It was revealed that lower- and higher-porosity stones might reduce ET\textsubscript{A} by 30% and 10%, respectively, suggesting the overestimation of ET\textsubscript{A} while the stone content is neglected in the simulation. It is hence important to incorporate the hydraulic properties of stones to estimate ET\textsubscript{A} using soil moisture dynamics in stony soil. This study thus provides backing for potential application of numerical simulation of soil moisture dynamics to estimate ET\textsubscript{A} from montane forest ecosystems with stony soils.
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Fig. 3.1. Selected climate stations in Northern Utah and Reynolds Creek, Idaho installed by iUTAH and the Critical Zone Observatory (CZO) respectively. All stations have measurements of meteorological parameters including volumetric soil water content. The Low Sage station is furthermore equipped with an eddy covariance tower.
Fig. 3.2. Root density distribution and volumetric stone content along the soil profile at (a) Low Sage, (b) Tony Grove, (c) Knowlton Fork, (d) Beaver Divide and (e) Soapstone weather stations. The root density fraction and stone content were obtained from the soil pit description during the installation of climate stations. Information on stone content was available to the depth of around 100 cm. Below that depth the stone content is considered similar to the stone content in the bottom most layer from the soil pit description. The average stone content is taken from stone distribution in the entire 200 cm soil profile.
Fig. 3.3. Daily precipitation during the HYDRUS-1D simulation period in the selected sites for 2015 and 2016.
Fig. 3.4. Volumetric water content reported by Hydaprobe sensors (points) at different depths and as simulated by HYDRUS-1D (lines) after calibration for the growing seasons of 2015 and 2016 at the low sage station. The simulation period was between DOY 100 (10 April) and DOY 273 (30 September).
Fig. 3.5. Volumetric water content reported by TDT sensor (points) at different depths and as simulated by HYDRUS-1D (lines) after calibration for the growing season of 2015 and 2016 at Tony Grove (TG), Knowlton Fork (KF), Beaver Divide (BD) and Soapstone (SP). The simulation period was between DOY 147 (27 May) and DOY 273 (30 September).
Fig. 3.6. Actual evapotranspiration measurements from the eddy covariance system compared with actual evapotranspiration simulated using HYDRUS-1D at the Low Sage station in Reynolds Creek Watershed for the year 2015 and 2016.
Fig. 3.7. Scatter plot between the evapotranspiration measured by the Eddy Covariance tower at the low sage station and the HYDRUS-1D simulations of actual evapotranspiration assuming no stones, highly porous and negligibly porous stones along with their regression line for 2015 and 2016.
Fig. 3.8. Cumulative evapotranspiration simulated by HYDRUS-1D under three different scenarios considering soil with -no stone, -highly porous stone and -negligibly porous stone at the Low Sage (LS), Tony Grove (TG), Knowlton Fork (KF), Beaver Divide (BD) and Soapstone (SP) stations for 2015 and 2016. The ET is cumulative from DOY 148 (28 May) to DOY 273 (30 September). The stone content along the soil profile is presented in Fig. 3.2. Average stone content ($v$) for each site is presented on the right side of each plot.
Table 3.1. Location and description of weather stations

<table>
<thead>
<tr>
<th>Station</th>
<th>Watershed, State</th>
<th>Lat</th>
<th>Lon</th>
<th>Elev (m)</th>
<th>Vegetation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Sage (LS)</td>
<td>Reynolds Creek, ID</td>
<td>43.14</td>
<td>-116.74</td>
<td>1608</td>
<td>Sagebrush</td>
</tr>
<tr>
<td>Tony Grove (TG)</td>
<td>Logan River, UT</td>
<td>41.89</td>
<td>-111.57</td>
<td>1928</td>
<td>Sagebrush, Grass</td>
</tr>
<tr>
<td>Knowlton Fork (KF)</td>
<td>Red Butte Creek, UT</td>
<td>40.81</td>
<td>-111.77</td>
<td>2178</td>
<td>Grass, Fern</td>
</tr>
<tr>
<td>Beaver Divide (BD)</td>
<td>Provo River, UT</td>
<td>40.61</td>
<td>-111.10</td>
<td>2508</td>
<td>Sagebrush, Grass</td>
</tr>
<tr>
<td>Soapstone (SP)</td>
<td>Provo River, UT</td>
<td>40.57</td>
<td>-111.04</td>
<td>2388</td>
<td>Sagebrush, Grass</td>
</tr>
</tbody>
</table>
Table 3.2. Measured water retention parameters: saturated water content ($\theta_s$), residual water content ($\theta_r$), shape parameters $\alpha$ and $n$ for the stone fragments obtained from Parajuli et al., (2017).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Highly Porous Stone (Coarse Sandstone)</th>
<th>Negligibly Porous Stones (Fine Sandstone)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_s$ [m$^3$ m$^{-3}$]</td>
<td>0.28</td>
<td>0.036</td>
</tr>
<tr>
<td>$\theta_r$ [m$^3$ m$^{-3}$]</td>
<td>0.012</td>
<td>0</td>
</tr>
<tr>
<td>$\alpha$ [m$^{-1}$]</td>
<td>0.032</td>
<td>0.084</td>
</tr>
<tr>
<td>$n$</td>
<td>2.115</td>
<td>1.219</td>
</tr>
</tbody>
</table>
Table 3.3. Goodness of fit for measured soil moisture content with the HYDRUS-1D simulation, expressed in terms of the coefficients of determination ($R^2$) and root mean squared errors (RMSE)

<table>
<thead>
<tr>
<th>Year</th>
<th>Sensor</th>
<th>Depth</th>
<th>Low Sage $R^2$</th>
<th>Low Sage RMSE (m$^3$ m$^{-3}$)</th>
<th>Tony Grove $R^2$</th>
<th>Tony Grove RMSE (m$^3$ m$^{-3}$)</th>
<th>Knowlton Fork $R^2$</th>
<th>Knowlton Fork RMSE (m$^3$ m$^{-3}$)</th>
<th>Beaver Divide $R^2$</th>
<th>Beaver Divide RMSE (m$^3$ m$^{-3}$)</th>
<th>Soapstone $R^2$</th>
<th>Soapstone RMSE (m$^3$ m$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>Sensor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 cm</td>
<td></td>
<td>0.853</td>
<td>0.025</td>
<td>5 cm</td>
<td>0.927</td>
<td>0.021</td>
<td>0.667</td>
<td>0.028</td>
<td>0.671</td>
<td>0.047</td>
<td>0.927</td>
</tr>
<tr>
<td></td>
<td>15 cm</td>
<td></td>
<td>0.931</td>
<td>0.013</td>
<td>10 cm</td>
<td>0.951</td>
<td>0.014</td>
<td>0.853</td>
<td>0.017</td>
<td>0.889</td>
<td>0.032</td>
<td>0.873</td>
</tr>
<tr>
<td></td>
<td>30 cm</td>
<td></td>
<td>0.957</td>
<td>0.028</td>
<td>20 cm</td>
<td>0.903</td>
<td>0.019</td>
<td>0.839</td>
<td>0.025</td>
<td>0.651</td>
<td>0.052</td>
<td>0.651</td>
</tr>
<tr>
<td></td>
<td>60 cm</td>
<td></td>
<td>0.975</td>
<td>0.006</td>
<td>50 cm</td>
<td>0.989</td>
<td>0.006</td>
<td>0.962</td>
<td>0.008</td>
<td>0.866</td>
<td>0.026</td>
<td>0.638</td>
</tr>
<tr>
<td></td>
<td>90 cm</td>
<td></td>
<td>0.967</td>
<td>0.019</td>
<td>100 cm</td>
<td>0.976</td>
<td>0.009</td>
<td>0.994</td>
<td>0.005</td>
<td>0.936</td>
<td>0.033</td>
<td>0.976</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td></td>
<td>0.937</td>
<td>0.018</td>
<td></td>
<td>0.949</td>
<td>0.014</td>
<td>0.863</td>
<td>0.017</td>
<td>0.803</td>
<td>0.038</td>
<td>0.813</td>
</tr>
<tr>
<td>2016</td>
<td>Sensor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 cm</td>
<td></td>
<td>0.817</td>
<td>0.016</td>
<td>5 cm</td>
<td>0.989</td>
<td>0.011</td>
<td>0.893</td>
<td>0.017</td>
<td>0.771</td>
<td>0.044</td>
<td>0.966</td>
</tr>
<tr>
<td></td>
<td>15 cm</td>
<td></td>
<td>0.837</td>
<td>0.022</td>
<td>10 cm</td>
<td>0.990</td>
<td>0.007</td>
<td>0.974</td>
<td>0.010</td>
<td>0.875</td>
<td>0.030</td>
<td>0.978</td>
</tr>
<tr>
<td></td>
<td>30 cm</td>
<td></td>
<td>0.984</td>
<td>0.026</td>
<td>20 cm</td>
<td>0.989</td>
<td>0.014</td>
<td>0.942</td>
<td>0.016</td>
<td>0.919</td>
<td>0.029</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td>60 cm</td>
<td></td>
<td>0.957</td>
<td>0.012</td>
<td>50 cm</td>
<td>0.985</td>
<td>0.012</td>
<td>0.986</td>
<td>0.012</td>
<td>0.807</td>
<td>0.036</td>
<td>0.705</td>
</tr>
<tr>
<td></td>
<td>90 cm</td>
<td></td>
<td>0.935</td>
<td>0.022</td>
<td>100 cm</td>
<td>0.947</td>
<td>0.027</td>
<td>0.980</td>
<td>0.015</td>
<td>0.904</td>
<td>0.040</td>
<td>0.707</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td></td>
<td>0.906</td>
<td>0.020</td>
<td></td>
<td>0.980</td>
<td>0.014</td>
<td>0.955</td>
<td>0.014</td>
<td>0.855</td>
<td>0.036</td>
<td>0.854</td>
</tr>
</tbody>
</table>
Table 3.4. Goodness of fit for evapotranspiration measured by eddy covariance with HYDRUS-1D simulation considering soil with: (1) no stones, (2) highly porous stones, and (3) negligibly porous stones, expressed in terms of coefficients of determination ($R^2$) and root mean squared errors (RMSE).

<table>
<thead>
<tr>
<th></th>
<th>2015</th>
<th>2016</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>RMSE (mm/day)</td>
</tr>
<tr>
<td>No Stone</td>
<td>0.78</td>
<td>0.64</td>
</tr>
<tr>
<td>Highly Porous Stone</td>
<td>0.76</td>
<td>0.73</td>
</tr>
<tr>
<td>Negligibly Porous Stone</td>
<td>0.79</td>
<td>0.55</td>
</tr>
</tbody>
</table>
Table 3.5. HYDRUS-1D simulated actual-Transpiration ($T_A$), Evaporation ($E_A$) and Evapotranspiration ($ET_A$) reported as mm of water loss at different sites in years 2015 and 2016 under three different scenarios considering soil with no stones, highly porous stones and negligibly porous stones. The numbers on right hand side are percent change while considering the highly- and negligibly-porous stones as compared to no stone condition.

<table>
<thead>
<tr>
<th>Year</th>
<th>Scenario</th>
<th>Component</th>
<th>Low Sage</th>
<th>Tony Grove</th>
<th>Knowlton Fork</th>
<th>Beaver Divide</th>
<th>Soapstone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(mm)</td>
<td>(mm)</td>
<td>(mm)</td>
<td>(mm)</td>
<td>(mm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T_A$</td>
<td>134</td>
<td>262</td>
<td>228</td>
<td>267</td>
<td>384</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E_A$</td>
<td>95</td>
<td>92</td>
<td>78</td>
<td>69</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$ET_A$</td>
<td>229</td>
<td>354</td>
<td>306</td>
<td>336</td>
<td>466</td>
</tr>
<tr>
<td>2015</td>
<td>No Stone</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Highly Porous</td>
<td>$T_A$</td>
<td>130</td>
<td>-3.06</td>
<td>258</td>
<td>-1.61</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E_A$</td>
<td>101</td>
<td>5.97</td>
<td>59</td>
<td>-35.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$ET_A$</td>
<td>231</td>
<td>0.70</td>
<td>317</td>
<td>-10.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Negligibly</td>
<td>$T_A$</td>
<td>124</td>
<td>-6.97</td>
<td>180</td>
<td>-31.46</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Porous Stone</td>
<td>$E_A$</td>
<td>81</td>
<td>-14.57</td>
<td>99</td>
<td>7.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$ET_A$</td>
<td>206</td>
<td>-10.13</td>
<td>278</td>
<td>-21.41</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No Stone</td>
<td>$T_A$</td>
<td>103</td>
<td></td>
<td>156</td>
<td></td>
<td>165</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E_A$</td>
<td>9</td>
<td></td>
<td>57</td>
<td></td>
<td>56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$ET_A$</td>
<td>112</td>
<td></td>
<td>213</td>
<td></td>
<td>221</td>
</tr>
<tr>
<td>2016</td>
<td>Highly Porous</td>
<td>$T_A$</td>
<td>99</td>
<td>-4.56</td>
<td>148</td>
<td>-5.07</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E_A$</td>
<td>10</td>
<td>10.17</td>
<td>54</td>
<td>-6.41</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$ET_A$</td>
<td>109</td>
<td>-3.38</td>
<td>202</td>
<td>-5.43</td>
<td>222</td>
</tr>
<tr>
<td></td>
<td>Negligibly</td>
<td>$T_A$</td>
<td>92</td>
<td>-11.31</td>
<td>111</td>
<td>-28.76</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>Porous Stone</td>
<td>$E_A$</td>
<td>9</td>
<td>-0.52</td>
<td>55</td>
<td>-3.80</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$ET_A$</td>
<td>101</td>
<td>-10.44</td>
<td>166</td>
<td>-22.05</td>
<td>218</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
CHAPTER 4

EVALUATING THE NOAH-MP LAND SURFACE MODEL FOR SIMULATION OF EVAPOTRANSPIRATION AND HYDRODYNAMICS IN STONY SOILS

Abstract

There has been considerable advancement in spatiotemporal resolution of remote sensing and ground-based measurements enabling refinements to the parameters used in land surface models for simulating surface fluxes. However, inadequate representation of subsurface processes and soil parameters still create limitations for land surface model simulation. This study investigates the performance of the Noah-Multiphysics (Noah-MP) land surface model for simulating soil moisture and evapotranspiration under various soil parameterizations. A comprehensive field data set including soil profile property measurements, micrometeorological data and soil moisture from different depths from the Low Sagebrush eddy covariance tower at Reynolds Creek watershed in Southwestern Idaho was employed to drive Noah-MP and assess the simulation results. We evaluated the performance of Noah-MP considering four different scenarios: 1-layer soil profile with (i) Noah-MP default hydraulic parameters, and 5-layer soil profile with -(ii) soil hydraulic parameters from look up table that Noah-MP uses and SSURGO/STATSGO soils information at the depth corresponding to each layer, -(iii) hydraulic parameters from field observations –(iv) hydraulic parameters from field, accounting for stone content in each
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layer. Additional simulations were performed using the HYDRUS-1D numerical model employing more detailed representation of soil hydraulic functions. These included 5-layer soil profile -(i) neglecting the presence of stones and -(ii) considering the effect of stone content. Each experiment was forced with the same set of initial conditions, atmospheric forcing and vegetation parameters. The best simulation fit to measured soil moisture was obtained with the HYDRUS-1D numerical model. Significant improvement in the Noah-MP soil moisture simulation was achieved using the improved soil parameters. The Noah-MP model incorporating stone content effects and using detailed soil properties as obtained from field observations provided the better estimation of evapotranspiration compared to eddy covariance measurements. We conclude that improvement in representation of soil properties along with stone content information can substantially improve the ability of land surface models to simulate soil water flow and boundary fluxes.

Keywords: Land surface models, Soil hydrology, Noah-MP, Evapotranspiration, Stony soil

4.1. Introduction

Land surface models (LSMs) have been used widely in studying interactions between soil, vegetation and the atmosphere continuum, in addition to predicting water- and energy- fluxes. Understanding of the land-atmosphere interaction enhances the capability of weather and climate predictions (Barlage et al., 2015; Chen et al., 2001; Gao et al., 2015; Kumar et al., 2014). Detailed land-atmosphere processes and vegetation characteristics are incorporated in state-of-the-art versions of LSMs for improved prediction of soil-atmosphere boundary fluxes (Chen and Dudhia 2001; Gayler et al., 2013, Niu et al., 2011; Oleson et al., 2013). In addition, high-performance computing facilities
and improved spatiotemporal resolution of remote sensing and ground-based measurements have contributed to enhancement of these models. This has resulted in extensive applications of LSMs to characterize evapotranspiration (ET) and soil moisture dynamics at regional scales (Cai et al., 2014; 2014a; Gayler et al., 2013; Koster and Suarez, 1992; Chen et al., 1996; Long et al., 2014). Nevertheless, inadequacy in simulating water- and energy-fluxes from soil still exist due to poor representation of subsurface processes and soil parameters (Gayler et al., 2013; 2014; Koster et al., 2009; Zheng et al., 2015).

Soil moisture is a key variable and fundamental in governing the exchange of water- and energy-flux at the soil-atmosphere boundary (Dirmeyer and 1994; Dirmeyer 1995; Gayler et al., 2014; Poltoradnev et al., 2018; Zheng et al., 2015). Soil moisture content interacts with atmospheric processes and directly influences the energy partitioning into sensible and latent heat flux (Goodrich et al., 1994; Heathman et al., 2009). Despite being a prime variable in controlling the transfer of water and energy fluxes from land surfaces, past studies have reported the inability of LSMs to accurately simulate soil moisture (Chen et al., 2013; Dirmeyer et al. 2006; Xia et al. 2014; Koster et al., 2009; Xue et al., 2013). Soil moisture dynamics computed within LSMs are dependent on the specified soil hydraulic properties. These are often simplified and therefore poorly characterized in LSMs because the soil parameter values may be limited to a number of soil types based on textural class in a soil parameter lookup table. Soils are highly heterogeneous spatially and vertically with distinct plant-dependent root systems, soil textures, organic matter content and stone fragment distributions (Chen et al., 2013;2016; Yang et al., 2005; Zheng et al., 2015; 2017; Cousin et al., 2003). These contrasting physical and hydraulic properties
augment complexities in calculating heat and water transfer within the soil (Koster and Suarez, 1992; Li et al., 2013; Gayler et al., 2013; Ke et al., 2013). Poorly defined soil parameters have been identified as one of the limitations for LSMs to accurately simulate soil moisture and water fluxes in previous studies (Gayler et al., 2013; 2014; Koster et al., 2006; Niu et al., 2011). Soil moisture content simulated by LSMs is therefore highly dependent on the model and are inconsistent among different models even when the models are driven with precisely the same boundary forcing due to differences in soil parameters and model physics accounting for the subsurface processes (Dirmeyer et al. 2006; Koster et al., 2009; Zheng et al., 2015). This necessitates more detailed accounting for subsurface processes with improved soil parameterization in LSMs in order to enhance simulation of soil moisture and water- and energy-fluxes between the land surface and atmosphere (Koster and Suarez, 1992; Li et al., 2013; Ke et al., 2013).

Current LSMs use soil information from soil maps generated by the National Resources Conservation Service (NRCS), State Soil Geographic (STATSGO) and the Food and Agricultural Organization (FAO) soil databases. These were developed in the early 90s at 1 km resolution for the contiguous United States (CONUS) and at 10 km resolution elsewhere (FAO, 1991; Yang et al., 2011; ). These maps provide two soil layers; 0-30 cm and 30-100 cm. There has been notable improvement in soil mapping in recent years. For example, a new soil database known as POLARIS has remapped the Soil Survey Geographic (SSURGO) database using high-resolution geospatial environmental data and machine learning algorithms to obtain soil parameters at various depths for CONUS at a 30-m spatial resolution (Chaney et al., 2016). SoilGrids250m is another noteworthy
resource that provides global prediction for several soil properties such as organic carbon, bulk density, pH, soil texture fractions and coarse fragments at seven standard depths (0, 5, 15, 30, 60, and 200 cm), with 250-m resolution (Hengl et al., 2017). These soil datasets have delivered options for including detailed soil information in order to improve soil parameterization in LSMs at regional scales.

In natural settings, the complexity in representing soils is amplified by the extreme heterogeneity in stone distribution and content (particle size greater than 2 mm) throughout the soil profile (Cousin et al., 2003; Novak and Surda, 2010; Parajuli et al., 2017). Stone content in soil disturbs the soil physical properties affecting available water content and soil hydrodynamics, which further impacts root water uptake and ET (Cousin et al., 2003). Stone content in the soil alters the soil hydraulic properties and usually reduces soil water storage. The magnitude of this effect depends upon the type and origin of stones, the volumetric fraction of stone content and the size and porosity of stones (Cousin et al., 2003; Parajuli et al., 2017). The majority of studies cited above disregard the presence of stones in the soil. In order to close this knowledge gap, the main motivation of this study has been to address the effects of stone content on soil moisture dynamics and ET simulated by LSMs.

This study applies one of the most widely used LSMs, Noah-Multiphysics (Noah-MP). The specific objective of this study was to investigate the potential improvement in the Noah-MP LSM soil moisture and ET simulations through improved soil hydraulic parameterization and accounting for the stone content. We first simulate ET using Noah-MP with default soil parameters from the lookup table with single soil type for the whole soil
profile. Then, we estimate ET by accounting for vertical heterogeneity in the soil using five distinct layers. First we use soil hydraulic parameters from a lookup table for soil type defined by USDA soil textural class. Then we adjust soil parameters based on textural and stone content information obtained from field observations for each layers. We also compare the Noah-MP soil moisture and ET simulations with those of the HYDRUS-1D numerical model, that employs a more accurate parameterization of soil hydraulic functions and root water uptake.

4.2. Materials and methods

4.2.1. Site description and data

The data for this study were collected from the lower sage station (43.14°N, 116.74°E) at Reynolds Creek experimental watershed in southwestern Idaho, USA. The site is located at an altitude of 1600 m above sea level and is part of the Reynolds Creek Critical Zone Observatory (CZO). Climate in Reynolds creek watershed varies with the montane elevation gradient, while the mean annual temperature and precipitation for the lower sage station were 8.5 °C and 345 mm (Fellows et al., 2017).

Meteorological observations, including humidity, air temperature, wind speed, pressure, precipitation, incoming short- and long-wave radiation were obtained from an established eddy covariance station. These variables were used as atmospheric forcing data to drive a one-dimensional Noah-MP simulation in an offline mode. The data were collected every 15 minutes and processed at 30-minute intervals. Precipitation was measured using a dual-gauge system especially designed for windy and snow dominated conditions and processed hourly. Volumetric soil water content and soil temperature were
recorded every hour at depths of 5-, 15-, 30-, 60-, and 90- cm using Hydra-probe II soil moisture sensors (Stevens Water Monitoring System, Inc., Portland, OR).

The site was further instrumented with an eddy covariance (EC) tower with the system mounted at a height of 2.09 m above the ground surface to measure water and carbon fluxes within the sagebrush ecosystem. Short- and long-wave radiation, air temperature and humidity were collected at the eddy covariance station every 30 minutes using a four-component net radiometer (CNR-1, Kipp & Zonen, Delft, The Netherlands), and a temperature/humidity probe (HMP155C, Vaisala, Helsinki, Finland). Soil heat flux was determined using six soil heat flux sensors (HFT3, REBS, Seattle, WA) installed 0.08-m deep within the soil along with three sets of self-averaging thermocouples installed at 0.02 and 0.06 m (Fellows et al., 2017). A three-dimensional sonic anemometer (Model CSAT3, Campbell Scientific, Inc., Logan UT) and an open path infrared gas analyzer (IRGA; Model LI-7500a, LI-COR, Inc., Lincoln, NE) were sampled at 10 Hz as part of the eddy covariance system.

During the process of soil moisture sensor installation, the excavated soil was analyzed in order to determine soil texture, bulk density, root distribution, stone content etc. The site was highly heterogeneous in terms of soil distribution with significant stone content within the profile. The soil description for the site was obtained from Patton et al. (2018), presented in Table 4.1.

The soil textural analysis was performed for multiple horizons at increments of nearly 10 cm. However, only five distinct soil layers were assumed for the improved Noah-MP
simulation. Soils collected from the site had high stone content within the soil depth with nearly 40% stones by volume between 30 and 80 cm (Table 4.1, Fig. 4.1).

4.2.2. Noah-MP land surface model

Noah-MP is one of the most commonly used LSMs and has incorporated schemes for runoff, leaf dynamics, stomatal resistance, and a soil moisture factor (Niu et al., 2011, Yang et al., 2011). In addition to the previously available Noah LSM, Noah-MP has added biophysical processes such as; unconfined aquifer for groundwater storage and a dynamic water table, interactive vegetation canopy, multilayer snowpack, and a simple TOPMODEL-based (TOPography based hydrological MODEL) runoff production function (Dickinson et al., 1998; Niu et al., 2005, 2007; Yang and Niu, 2003 in Cai et al 2014a). While Noah-MP has mostly been used as a component of the Weather Research and Forecasting (WRF) model, it is also available as a stand alone one-dimensional model (Noah-MP v2.0), which we have used in this study.

The soil water flow component in the Noah-MP LSM is simulated using the diffusivity form of the Richards’ equation or, more accurately to say, Richardson-Richards equation (Raats and Knight, 2018):

$$\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial z} \left( D(\theta) \frac{\partial \theta}{\partial z} \right) + \frac{\partial K(\theta)}{\partial z} + S(\theta)$$

(1)

where $D$ is soil water hydraulic diffusivity [$m^2 s^{-1}$], $S$ represents sources and sinks (i.e. precipitation, $P$, evapotranspiration, $ET$, and runoff, $R$) and is expressed as: $S = P + ET + R$. The soil hydraulic diffusivity for one-dimensional vertical flow in soil is expressed in
terms of the soil hydraulic conductivity ($K$), matric potential ($h$), and volumetric water content ($\theta$):

$$D = K(\theta) \left( \frac{dh}{d\theta} \right)$$

(2)

Note that, for the sake of simplicity, absolute value of $h$ is considered in Eq. (2) and the following equations.

The Clapp-Hornberger parameterization of water retention and hydraulic conductivity functions (Clapp and Hornberger, 1978) are used with Eq. (1) to simulate the soil water flow (Chen and Dudhia, 2001; Cosby et. al., 1984):

$$h(\theta) = h_\text{s} \left( \frac{\theta}{\theta_\text{s}} \right)^{-b}$$

(3)

$$K(\theta) = K_\text{s} \left( \frac{\theta}{\theta_\text{s}} \right)^{2b+3}$$

(4)

where $h_\text{s}$ is matric potential at air entry, often referred as “bubbling pressure” [m], $K_\text{s}$ is saturated soil hydraulic conductivity [m s$^{-1}$] and $b$ is a fitting parameter related to the soil pore-size distribution. The parameters in this study were determined from the Noah-MP soil parameter lookup table for the soil type based on soil textural class. The $K(\theta)$ and $D(\theta)$ functions are non-linearly dependent on $\theta$ and vary by several orders of magnitude for small variation in $\theta$ as the soil gets drier.
In Noah-MP, the latent heat flux \((LE)\) is calculated in terms of potential evapotranspiration \((ET_o)\) using a Penman-Monteith (Monteith 1973; Penman, 1953) energy balance approach written (Bonan 2008; Mahrt and Ek, 1984; Cai et al 2014a):

\[
\lambda ET_o = \frac{\Delta(R_n - G_o) + \rho_a c_p (e_s - e_a)}{r_a} \left[\frac{1}{\Delta + \gamma \left(1 + \frac{r_c}{r_a}\right)}\right]
\]

where \(R_n\) is the net radiation \([\text{W m}^{-2}]\), \(G\) is the soil heat flux \([\text{W m}^{-2}]\), \(e_s\) and \(e_a\) are saturated and actual vapor pressure \([\text{kPa}]\), respectively, \(\rho_a\) is the mean air density at constant pressure \([\text{kg m}^{-3}]\), \(c_p\) is the specific heat of the air \([\text{J kg}^{-1} \text{K}^{-1}]\), \(\Delta\) is the slope of the saturated vapor pressure curve \([\text{kPa K}^{-1}]\), \(\lambda\) is the latent heat of vaporization \([\text{J kg}^{-1}]\), \(\gamma\) is the psychrometric constant \([-\text{]}\), \(r_c\) and \(r_a\) are the canopy- and aerodynamic- resistances \([\text{s m}^{-1}]\), respectively.

The actual ET is then computed as the sum of these three components, which are soil evaporation \((E_{dir})\), evaporation of intercepted precipitation by the canopy \((E_c)\), and transpiration through the vegetation \((E_t)\). The evaporation from the top soil layer is calculated as:

\[
E_{dir} = (1 - f_c) \left(\frac{\theta_s - \theta_{wp}}{\theta_s - \theta_{wp}}\right)^{f_x} E_o
\]

where, \(f_c\) is the fractional vegetation cover \([-\text{]}\), \(f_x\) is an empirical constant assumed equal to 2.0 \([-\text{]}\), \(\theta_s\) is the saturated soil moisture content \([\text{m}^3 \text{ m}^{-3}]\), \(\theta_{wp}\) is the soil moisture content at wilting point \([\text{m}^3 \text{ m}^{-3}]\), and \(\theta_l\) is the soil moisture content in the first soil layer.
The direct evaporation of rain intercepted by the plant canopy is determined as (Huang 2016):

\[ E_c = f_e E_o \sqrt{\frac{C_{MC}}{C_{MC_{\text{max}}}}} \]  

(7)

where, \( C_{MC} \) and \( C_{MC_{\text{max}}} \) are the actual and maximum canopy moisture contents [kg m\(^{-2}\)]. Similarly, the transpiration from the plant is determined as:

\[ E_t = f_e P_e \left( 1 - \sqrt{\frac{C_{MC}}{C_{MC_{\text{max}}}}} \right) E_o \]  

(8)

where \( P_e \) is the plant coefficient [-].

### 4.2.3. HYDRUS-1D numerical model

HYDRUS-1D (Šimůnek et al., 2016) is a physically-based numerical modelling software package used to simulate unsaturated hydrodynamics including root water uptake, by inversely solving the sink term \( S \) in Richards’ equation (Eq. 1). The soil hydraulic functions were defined by the van Genuchten (1980) model:

\[ \Theta = \frac{\theta - \theta_r}{\theta_s - \theta_r} = \left[ 1 + \left( \frac{\alpha h}{\theta_s - \theta_r} \right)^n \right]^{-m} \]  

(9)

where \( \Theta \) is effective degree of saturation [-], \( \theta_r \) and \( \theta_s \) are the residual and saturated volumetric water contents [m\(^3\) m\(^{-3}\)], \( \alpha \) is a scaling factor related to the inverse of air entry pressure [m\(^{-1}\)], \( n \) and \( m \) are empirical fitting parameters related to the soil pore-size distribution.
The unsaturated hydraulic conductivity of the soil is described by the van Genuchten-Mualem (VGM) model expressed as (Mualem, 1976; van Genuchten, 1980):

$$K(h) = K_s \left[ \frac{1 - (\alpha h)^{\alpha-1}\left[1+(\alpha h)^{\alpha}\right]^{-m}}{1+(\alpha h)^{\alpha/m}} \right]$$

\[ (10) \]

4.2.4. Experimental design

In this study, four numerical experiments were designed to evaluate the performance of the Noah-MP LSM for simulating soil moisture and ET under different soil parameterization (summarized in Table 4.2). Each experiment was forced with the same set of atmospheric forcing conditions and vegetation parameters between 15 April and 28 September 2015. The first simulation (NMP I) was performed using default settings where a single soil type was considered for the entire soil profile, represented by a single set of soil parameters ($\theta_s$, $K_s$, $h_s$, and $b$) obtained from the Noah-MP soil parameter lookup table.

In the second simulation (NMP II), five soil layers were used. However, the soil parameters were obtained from the soil parameter lookup table based on general soil classification defined by United States Department of Agriculture (USDA) soil textural class. The third simulation (NMP III) used the same five soil layers with more descriptive soil parameters derived for each soil layer using a pedotransfer function based on textural information of sand-, silt-, clay-percentage and bulk density. The saturated water content ($\theta_s$) was estimated by neural network prediction (Rosetta Lite v. 1.1; Schaap et al., 2001; Schaap and Bouten, 1996; Schaap et al., 1998; Simunek et al., 2008) that required the same information on sand-, silt-, and clay-percentage and bulk density of the soil. Other
parameters $K_s$, $h_s$, and $b$ in Eqs. (3) and (4) were estimated by pedotransfer functions of Clapp and Hornberger (1978). Finally, in the fourth simulation (NMP IV) we accounted for the stone content by adjusting the total water holding capacity of the soil (i.e. saturated water content) for each layer based on the volumetric stone content as shown in Table 4.1. The stone’s porosity was considered to be 15% assuming an average between highly porous (coarse sandstones) and negligibly porous (fine sandstones) stones as presented in Parajuli et al. (2017). The effective water content at saturation for stony soil was calculated as a weighted average:

$$\theta_{mix} = (1 - v)\theta_{soil} + v\theta_{stone}$$

where $\theta_{mix}$, $\theta_{soil}$, and $\theta_{stone}$ are volumetric water contents for stony soil, background soil, and stone fragments ($m^3 m^{-3}$) and $v$ is the volumetric stone content ($m^3 m^{-3}$).

Two additional numerical experiments were performed using a one-dimensional numerical model HYDRUS-1D, (i) neglecting the stone content (H1D I) and (ii) assuming stones with 15% porosity (H1D II). The van Genuchten soil parameters as shown in Eq. (9) in HYDRUS-1D were obtained from the Rosetta Lite software. Furthermore, $\alpha$, $n$ and $K_s$ were optimized by inverse simulation in HYDRUS-1D, yielding the best fit of the simulated soil moisture to the measured soil moisture values.

In order to account for the effect of stone fragments in the soil, the dual porosity model (Durner 1994) within the HYDRUS-1D software was applied to satisfy the algorithm suggested by Parajuli et al. (2017):
where the parameters with subscript \(\text{soil}\), \(\text{stone}\) and \(\text{mix}\) are van Genuchten parameters for background soil, stone inclusion and soil-stone mixture, respectively. The weighting factors for soil and stone fractions, \(w_{\text{soil}}\) and \(w_{\text{stone}}\), at saturation are defined as:

\[
\frac{\theta_{\text{mix}} - \theta_{r,\text{mix}}}{\theta_{s,\text{mix}} - \theta_{r,\text{mix}}} = w_{\text{soil}} \left[ 1 + (\alpha_{\text{soil}} h)^{n_{\text{soil}}} \right]^{-m_{\text{soil}}} + w_{\text{stone}} \left[ 1 + (\alpha_{\text{stone}} h)^{n_{\text{stone}}} \right]^{-m_{\text{stone}}} \tag{12}
\]

\[
w_{\text{soil}} = \frac{(1-v)\theta_{s,\text{soil}}}{(1-v)\theta_{s,\text{soil}} + v\theta_{s,\text{stone}}} \tag{13}
\]

\[
w_{\text{stone}} = \frac{v\theta_{s,\text{stone}}}{(1-v)\theta_{s,\text{soil}} + v\theta_{s,\text{stone}}} \tag{14}
\]

### 4.3. Results

#### 4.3.1. Simulation of soil moisture

The time series of daily average measured soil moisture is shown in Fig. 4.2 along with the different numerically simulated values from Noah-MP and HYDRUS-1D as described in Section 3.3. The Hydraprobe measurements of soil volumetric water content and simulations from Noah-MP and HYDRUS-1D for depths 5, 15, 30, 60 and 90 cm are compared (Fig. 4.2). The soil is distinctly drying down from the beginning of the simulation period (15 April) with a recharge up to the depth of 30 cm in mid-July. When considering a single soil type for the entire soil profile (NMP I), the Noah-MP simulation showed less dry-down of the soil. Under this consideration, overestimation of soil moisture in the top two layers can be perceived from Fig. 4.2 contrasting with Zheng et al. (2015), where underestimation of soil moisture for the two upper soil layers (depth 5 cm and 25 cm) were reported. A similar trend is observed in the second simulation (NMP II), where the soil
profile is divided into five different layers based on a general soil textural class in each layer. The soil moisture simulation showed significant improvement when the soil parameters were derived from the pedotransfer function based on actual observation of sand, silt and clay fraction and bulk density in the third experiment (NMP III).

While considering the presence of stone content in NMP IV, soil moisture was underestimated due to significant reduction in maximum water holding capacity caused by the presence of stone content (NMP IV). A notable disagreement in measured and simulated soil moisture was detected at the 30-cm depth for all four simulations. A low $K_s$ value for the clay layer above the depth of 30 cm could be a possible reason for restriction of water flow to the lower layers. Thus, the impact of rain events was not well-represented by the Noah-MP model at 30 cm.

The HYDRUS-1D without stone inclusion (H1D I) was able to simulate soil moisture at all depths with the best fit (Fig. 4.2). The performance of HYDRUS-1D in accurately simulating soil moisture is due to its ability to inversely fit the soil hydraulic parameters optimized to fit simulated soil moisture with measured one in process of simulation. Simulated soil moisture with consideration of stone content under H1D II was underestimated considerably at the 30 cm depth, where the maximum water content value was controlled by reduced saturated water content as in Noah-MP. However, HYDRUS-1D was able to capture the trend of soil moisture in both simulations (H1D I and H1D II) unlike Noah-MP. The scatter plot between the measured soil moisture at depths of 5, 15, 30, 60 and 90 cm are compared with the simulated values under four different simulations (NMP I, NMP II, NMP III and NMP IV) using Noah-MP LSM and two different
simulations (H1D I and H1D II) using the HYDRUS-1D numerical model, shown in Fig. 4.3. It is evident from the Fig. that HYDRUS-1D is most efficient in simulating soil moisture at all depths. The Noah-MP simulation with improved soil parameters (NMP III) improved the match between measured and simulated soil moisture.

Table 4.3 presents the error statistics in terms of root mean square error (RMSE) and coefficient of determination ($R^2$) computed between the measured soil moisture at the 5, 15, 30, 60 and 90 cm depths with those simulated from four Noah-MP and two HYDRUS-1D experiments. The low RMSE values closer to zero represent the better fit, whereas higher $R^2$ infer better correlation between observation and model results. As depicted in Fig. 4.3, the greatest correlation and least RMSE were found for H1D I simulation with the average RMSE and $R^2$ for five depths to be 0.02 m$^3$m$^{-3}$ and 0.91, respectively. Among the Noah-MP simulations the third experiment (NMP III) where the soil parameters were derived from actual physical properties of the soil with detailed layering was able to simulate the most accurate soil moisture. The highest $R^2$ of 0.79 and least RMSE of 0.04 m$^3$m$^{-3}$ between observations and simulations were obtained in NMP III. The values of $R^2$ decreased in NMP IV and H1D II compared with similar simulations neglecting stone content (i.e. NMP III and H1D I) due the underestimation of soil moisture in both cases.

4.3.2. Evaluation of evapotranspiration estimates

The daily averaged values of measured latent heat flux were compared with the simulated values produced by the four Noah-MP simulations and the two HYDRUS-1D simulations as presented in Fig. 4.4. The Noah-MP simulated latent heat flux under NMP
I and NMP II showed overestimation towards the beginning of the simulation period but were able to match the observations during drier periods. The Noah-MP simulations with improved soil parameters (NMP III) and with stone content information (NMP IV) matched the eddy covariance estimates agreeably. The overestimation of ET can be observed following rain events in mid July for NMP I and NMP II. For the same period, NMP III, NMP IV and both HYDRUS-1D simulations (H1D I and H1D II) performed well. The H1D and H1D II simulations slightly overestimated the latent heat flux at the beginning of June.

Comparison between the measured and simulated latent heat flux under different experiments is presented by scatter plots in Fig. 4.5. The error statistics between the measured and simulated latent heat fluxes are shown in terms of RMSE and $R^2$. The scatter plot in Fig. 4.5 and $R^2$ values in Table 4.3 exhibit a significant correlation between the measured latent heat flux with those simulated by Noah-MP and HYDRUS-1D. The HYDRUS-1D simulations showed better correlation as compared to the Noah-MP results (Fig. 4.5; Table 4.3). However, the HYDRUS-1D RMSE values were higher than NMP III and NMP IV. The lowest RMSE of 13.4 W m$^{-2}$ (0.5 mm day$^{-1}$, Table 4.3) suggests the improved soil parameterization with consideration of stone content more accurately simulated latent heat fluxes or evapotranspiration using LSMs.

Box plots showing measured daily evapotranspiration along with different simulated values for each month are shown in Fig. 4.6. The middle line within the box represents the median value, which is the 50th percentile of daily ET. The box represents the middle 50% of ET values (from 25th to 75th percentile) and the whiskers represent
values outside the middle 50% of ET estimates. The measured ET was maximum during May and June with monthly averages of 2.6 mm day$^{-1}$. The lowest ET occurred during September with less than 1 mm day$^{-1}$ on average. The Noah-MP simulation considering stone content (NMP IV) showed reasonable consistency in predicting daily ET. The HYDRUS-1D simulations were able to predict ET closer to the mean value, however, with more fluctuations towards maximum and minimum values of daily ET.

The cumulative ET simulated under NMP IV (Noah-MP with stone content) over the simulation period (15 Apr – 28 Sep 2018) produced the closest match with the measured cumulative ET of 302 mm. The cumulative ET simulated in H1D II was 306 mm while that of H1D I was 329 mm. The monthly cumulative ET (Fig. 4.7a) showed that NMP IV estimates of ET were much lower than the actual measurements until July. On the other hand, the H1D I and H1D II simulations showed better estimation of cumulative ET for all months except June, where considerable overestimation of daily ET is observed (Fig. 4.4).

### 4.4. Discussion

Soil moisture has substantial influence on the surface energy balance as it dictates the partitioning of available energy into latent and sensible heat fluxes. Soil moisture also affects the soil heat conductivity inducing the heat flow into the soil as soil heat flux. Hence, all the components of energy balance are reliant on available soil moisture, meaning that the simulation of soil moisture has direct influence on the simulation of heat fluxes and ET. Soil moisture simulations were substantially improved using the modified soil hydraulic parameterization with some uncertainties as expressed by average RMSE of 0.04 m$^3$m$^{-3}$ and 0.07 m$^3$m$^{-3}$ under the NMP III and NMP IV, respectively (Table 4.3). The RMSE
between soil moisture measured by the Hydraprobe sensor at the 30 cm depth and predicted by the NMP III and NMP IV simulations for respective layer were 0.1 m³m⁻³ and 0.17 m³m⁻³ (Table 4.3). Similarly, for the same depth the RMSE increased from 0.02 m³m⁻³ in the H1D I simulation to 0.15 m³m⁻³ in the H1D II output. The increased RMSE was due to underestimation of soil moisture (Fig.s 4.2 and 4.3) when the effect of stone content was accounted for in the Noah-MP and HYDRUS-1D models. This under-estimation of soil moisture resulted from high stone content (0.38 m³m⁻³) at the 30 cm depth, which seems that have significantly reduced water storage for the respective soil layer. In reality, soil moisture content recorded by the Hydraprobe sensors is more representative of the fine soil matrix than of the total soil volume including stones (at different soil moisture) because the sensors are generally only embedded within the soil matrix, minimizing contact with the stones. This placement likely overestimates the average moisture content for the whole layer, which contains almost 40% stone. A comprehensive investigation on the effect of stone content on the soil moisture sensors is required to have better understanding of soil moisture measurements and their interpretation for stony soils. However, this is beyond the scope of the current study.

The latent heat flux simulated by the Noah-MP model depends on water availability in the root zone, thus the modification in soil parametrization has significantly influenced the ET estimation. Adjustment of the soil parameters to account for the stone content within Noah-MP (NMP IV) resulted in improved simulation of ET, yielding the closest estimates to the eddy covariance measured values. The RMSE values were reduced to 13 Wm⁻² from 20 Wm⁻² in NMP I and 14.3 Wm⁻² in NMP III. Although HYDRUS-1D simulations of soil
moisture showed greater accuracy than Noah-MP simulations, overestimation of ET values were observed for both H1D I and H1D II simulations. The HYDRUS-1D simulations, however, showed the best correlations and the RMSE was lower than that of NMP IV. This discrepancy likely resulted from over estimation of ET during the month of June, which is clear from Fig. 4.7(a). The over prediction of the median value as compared to the eddy covariance measurement for the month of June under H1D I is evident also from the box plot in Fig. 4.6. The error in HYDRUS-1D simulations may result from inaccuracy of soil hydraulic parameters estimates. On the other hand, though eddy covariance represents the most direct and accurate measurements of latent heat flux or ET at the local scale, there are limitations of its application as the flux footprint varies with the wind speed and direction. The flux footprint of eddy covariance measurements extends well beyond the point scale simulations using Noah-MP and HYDRUS-1D but for 1-dimensional vertical fluxes these should be highly correlated. Furthermore, instrumentation error and site condition can affect the flux measurements. Ryu et al. (2008) reported the uncertainty in ET measured by eddy covariance over a California grassland to be nearly 9% at the 90% confidence level. The NMP IV simulations of ET yielded an $R^2$ value of 0.76 while achieving the lowest RMSE within the 95% confidence prediction interval (Fig. 4.5). Regardless of the difference between spatial scales of the eddy covariance footprint and the single column simulation of Noah-MP, the results suggest that the improvement in soil parameterization with effects of stone content can significantly advance estimates of ET in the natural settings using Land Surface Models.

4.5. Conclusions
Performance of Noah-MP in simulating soil moisture and evapotranspiration was evaluated using various representations of soil and stone content. These revealed mixed influences of stones and soil details for simulating measured soil moisture with better results generally coming from more detailed information. Results showed significant enhancement in the ability to simulate soil moisture as well as evapotranspiration with improved soil parameters in Noah-MP LSM. Distinct bias in simulated soil moisture was observed while accounting for the presence of stone fragments. On the other hand, accounting for stone content improved the evapotranspiration estimates using Noah-MP as well as the HYDRUS-1D numerical model. Both models are dependent on parameter sets with combinations of alternative equations for different processes. Nevertheless, HYDRUS-1D with more detailed soil parametrization was able to simulate the soil moisture with greater accuracy for all depths, while significant biases were observed in simulated evapotranspiration as compared to the eddy covariance measurements. Noah-MP on the other hand effectively improved the simulation of evapotranspiration predicting the closest cumulative value for the simulation period when considering the soil stone content. This suggested the substantial role of stones in modulating soil moisture dynamics and evapotranspiration. Thus, apart from detailed representation of subsurface processes, it is equally important to incorporate the presence of stone content that could possibly have greater impact on soil moisture dynamics and evapotranspiration for larger scale simulations.
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Fig. 4.1. Distribution of stone content along the depth visible from the soil pit dug during the installation of sensors at low sage station of Reynolds creek watershed.
Fig. 4.2. Comparison of the daily average of Hydraprobe measured soil moisture and simulations produced by four Noah-MP (NMP I, NMP II, NMP III, NMP IV) and two HYDRUS-1D (H1D I, H1D II) simulations as described in Table 4.2, at depths; 5, 15, 30, 60 and 90 cm along with observed daily precipitation from 15 April to 28 September 2015.
Fig. 4.3. Scatter plots between Hydrometer measured and simulated soil moisture at 5, 15, 30, 60 and 90 cm depth. Four different Noah-MP land surface models were carried out along with two HYDRUS-1D numerical model simulations as described in Table 4.2.
Fig. 4.4. Time series of the eddy covariance measured latent heat flux and estimated by four Noah-MP and two HYDRUS-1D simulations as mentioned in Table 4.2.
Fig. 4.5. Scatter plots between eddy covariance measured latent heat flux and estimated by four Noah-MP and two HYDRUS-1D simulations (Table 4.2). Regression lines and prediction intervals with 95% confidence are also shown. Root mean square error (RMSE) and coefficient of determination ($R^2$) computed between measured and simulated latent heat flux are reported as well.
Fig. 4.6. Box plots showing daily evapotranspiration for each month during the simulation period (15 Apr – 28 Sep 2018) for the four Noah-MP and two HYDRUS-1D simulations (Table 4.2), along with eddy covariance system measurements at the lower sage station.
Fig. 4.7. Cumulative (a) monthly and (b) seasonal evapotranspiration measured by eddy covariance compared with the four Noah-MP two HYDRUS-1D simulations (Table 4.2) for the simulation period (15 Apr – 28 Sep 2018).
Table 4.1. Soil texture descriptions within the soil profile at the low sage site at Reynolds Creek Watershed. Soil bulk density listed is for the fine soil fraction without stone.

<table>
<thead>
<tr>
<th>Depth (cm)</th>
<th>Sand (%)</th>
<th>Silt (%)</th>
<th>Clay (%)</th>
<th>USDA Textural Class</th>
<th>Soil Bulk Density (g/cm³)</th>
<th>Volumetric Stone Content (m³/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-6</td>
<td>41</td>
<td>31</td>
<td>28</td>
<td>Clay Loam</td>
<td>0.848</td>
<td>0.27</td>
</tr>
<tr>
<td>6-20</td>
<td>25</td>
<td>34</td>
<td>41</td>
<td>Clay</td>
<td>1.173</td>
<td>0.17</td>
</tr>
<tr>
<td>20-31</td>
<td>23</td>
<td>32</td>
<td>45</td>
<td>Clay</td>
<td>0.813</td>
<td>0.38</td>
</tr>
<tr>
<td>31-80</td>
<td>54</td>
<td>5</td>
<td>41</td>
<td>Sandy Clay</td>
<td>1.355</td>
<td>0.39</td>
</tr>
<tr>
<td>80-135</td>
<td>53</td>
<td>23</td>
<td>24</td>
<td>Sandy Clay Loam</td>
<td>1.433</td>
<td>0.29</td>
</tr>
</tbody>
</table>
Table 4.2. Summary of the numerical experiments performed in this study.

<table>
<thead>
<tr>
<th>Numerical Experiment</th>
<th>Model</th>
<th>No. of Soil Materials</th>
<th>Parametrization Method</th>
<th>Stone Inclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMP I</td>
<td>Noah-MP</td>
<td>1</td>
<td>Lookup table</td>
<td>No</td>
</tr>
<tr>
<td>NMP II</td>
<td>Noah-MP</td>
<td>5</td>
<td>Lookup table</td>
<td>No</td>
</tr>
<tr>
<td>NMP III</td>
<td>Noah-MP</td>
<td>5</td>
<td>Pedotransfer function</td>
<td>No</td>
</tr>
<tr>
<td>NMP IV</td>
<td>Noah-MP</td>
<td>5</td>
<td>Pedotransfer function</td>
<td>Yes</td>
</tr>
<tr>
<td>H1D I</td>
<td>HYDRUS-1D</td>
<td>5</td>
<td>Inverse Simulation</td>
<td>No</td>
</tr>
<tr>
<td>H1D II</td>
<td>HYDRUS-1D</td>
<td>5</td>
<td>Inverse Simulation</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Table 4.3. Root mean square error (RMSE) and coefficient of determination ($R^2$) computed between measured and simulated soil moisture at 5, 15, 30, 60 and 90 cm depth produced by four Noah-MP simulations (NMP I, NMP II, NMP III and NMP IV) and two HYDRUS-1D simulations (H1D I, H1D II) as described in Table 4.2.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Depth (cm)</th>
<th>NMP I</th>
<th>NMP II</th>
<th>NMP III</th>
<th>NMP IV</th>
<th>H1D I</th>
<th>H1D II</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE ($m^3 m^{-3}$)</td>
<td>5</td>
<td>0.09</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.18</td>
<td>0.17</td>
<td>0.02</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.11</td>
<td>0.12</td>
<td>0.10</td>
<td>0.17</td>
<td>0.02</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
<td>0.06</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0.06</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td><strong>0.09</strong></td>
<td><strong>0.08</strong></td>
<td><strong>0.04</strong></td>
<td><strong>0.07</strong></td>
<td><strong>0.02</strong></td>
<td><strong>0.05</strong></td>
</tr>
<tr>
<td>R$^2$</td>
<td>5</td>
<td>0.51</td>
<td>0.59</td>
<td>0.45</td>
<td>0.43</td>
<td>0.81</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.68</td>
<td>0.50</td>
<td>0.80</td>
<td>0.71</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.88</td>
<td>0.89</td>
<td>0.84</td>
<td>0.89</td>
<td>0.95</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.91</td>
<td>0.89</td>
<td>0.93</td>
<td>0.96</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0.93</td>
<td>0.91</td>
<td>0.92</td>
<td>0.89</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td><strong>0.78</strong></td>
<td><strong>0.76</strong></td>
<td><strong>0.79</strong></td>
<td><strong>0.78</strong></td>
<td><strong>0.91</strong></td>
<td><strong>0.90</strong></td>
</tr>
</tbody>
</table>
CHAPTER 5
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

This dissertation has quantified and accounted for the effect of stone content in montane soil ecosystems and evaluated its influence on estimation of actual evapotranspiration (ET\(_A\)) using one-dimensional numerical- and land surface-models. Chapters 2 through 4 presented the main scientific results of this dissertation. In this chapter, the important conclusions from these chapters are summarized with recommendations regarding the future directions and opportunities for research.

5.1. Summary

After introducing the dissertation topic in chapter 1, we determined the water retention curve (WRC) of soil, stone and stone-soil mixtures with varied volumetric stone content in chapter 2 to better understand the effect of stone content on soil hydraulic properties. The measured WRC for seven different stone types showed maximum and minimum saturated water contents of 0.55 m\(^3\) m\(^{-3}\) in pumice and 0.025 m\(^3\) m\(^{-3}\) in fine sandstone, respectively. Contrasting scenarios were studied considering a broad range of stone inclusions; (i) negligibly porous, (ii) significantly porous but less porous than the background soil, and (iii) more porous than the background soil. Our experimental data along with the numerical simulations demonstrated that stones can play an important role in the bulk stony-soil water retention characteristic. An averaging scheme based on individual water retention properties of stone fragments and of the soil matrix was introduced and tested using laboratory measurements with three distinct stone types embedded in a background soil matrix at various volumetric stone contents (\(v = 0, 0.05,\))
0.1, 0.2, 0.3, 0.4 and 1). All WRC measurements demonstrated the extent to which the stone fragments contributed to water retention and water holding capacity of the stony soil. Stones exhibiting low porosity contribute less to water retention than the background soil matrix leading to a reduction in water retention with increasing volumetric stone content. However, the bulk stony soil water retention may increase significantly with increasing volume fraction of stones exhibiting high porosity such as with pumice. Hence, chapter 1 examines how stones present in soil, alter the effective hydraulic properties (particularly water holding capacity). A binary mixing model accounting for the effect of stone content on the resulting WRC for bulk stony soil was also introduced.

Chapter 3 described numerical model adjustments made for simulating \( \text{ET}_A \) of stony soil in montane ecosystems, accounting for the water retention properties of soil stones. A numerical model (HYDRUS-1D) was employed to simulate \( \text{ET}_A \) in natural settings in northern Utah and southern Idaho during the growing seasons of 2015 and 2016 based on meteorological and soil moisture measurements through a range of depths, adding information about volumetric stone content within the soil profile. The \( \text{ET}_A \) was simulated under three different scenarios, considering soil with (i) no stones, (ii) highly porous stones, and (iii) negligibly porous stones. The simulation results showed significant overestimation of modeled \( \text{ET}_A \) when neglecting stones, in comparison to \( \text{ET}_A \) measured by eddy covariance. The modeled \( \text{ET}_A \) assuming negligibly porous stones was much lower in all stations than estimates made considering highly porous stones due to the substantial decrease in soil water storage. The simulated root water uptake from stony soil was found to be sensitive to stone content, showing significant reductions in cumulative simulated \( \text{ET}_A \) over the simulation period up to 30 percent of the total \( \text{ET}_A \) computed without
accounting for the stone content. Assumptions of highly porous or negligibly porous stones in the soil, lead to reductions in simulated ET\textsubscript{A} of between 10% and 30%, respectively, when compared with the ‘no stones’ condition. The ET\textsubscript{A} was least affected when considering soil with highly porous stones, while the estimates were reduced significantly for stations with higher average stone content, when considering soil with negligibly porous stones.

Chapter 4, evaluated the performance of Noah-MP in simulating soil moisture and ET\textsubscript{A} by different numerical simulations. The numerical simulations were designed by representing the soil profile using five layers with; (i) single soil type and default parameter settings using different soil types for each layer, (ii) default soil parameters based on textural class, (iii) improved soil parameters from field observation and (iv) adjusted parameters accounting for stones. Additional simulations were performed using the HYDRUS-1D numerical model employing more detailed representation of soil hydraulic functions. These included; (i) neglecting the presence of stones and (ii) considering the effect of stone content. Results showed significant enhancement in the ability to simulate soil moisture as well as evapotranspiration with improved soil parameters in the Noah-MP LSM. Distinct bias in simulated soil moisture was observed while accounting for the presence of stone fragments. Accounting for stone content also improved the evapotranspiration estimates using Noah-MP as well as the HYDRUS-1D numerical model. Both models are dependent on parameter sets with combinations of alternative equations for different processes. The HYDRUS-1D model using more detailed soil parametrization was able to simulate soil moisture with greater accuracy, while significant biases were observed in simulated evapotranspiration as compared to the eddy covariance
measurements. Noah-MP on the other hand, effectively improved the simulation of evapotranspiration predicting the closest cumulative value for the simulation period when considering the soil stone content.

5.2. Conclusions

This dissertation examined the impact of stone content on soil hydraulic properties and facilitated incorporation of the developed concepts into the numerical and land surface models for estimation of ETA in montane ecosystems. Based on the research presented in chapters 2 – 4, the following conclusions are drawn:

i) Water retention curves estimated without considering stone water holding capacity may underestimate the water retention for stony soil with highly porous stones such as pumice and coarse sandstone.

ii) Stone hydraulic properties (i.e., porosity, pore-size distribution, etc.) must be accounted to better estimate stony soil hydraulic properties.

iii) Significant reductions in root water uptake might be expected due to the presence of stones with low porosity.

iv) The numerical simulation of ETA under different assumptions revealed the important role played by stones, common in many forest soils, in modulating water balance by affecting ETA in montane ecosystems.

v) The Noah-MP model informed with stone content information and using detailed soil properties, provided the best prediction of ETA.
vi) Improvement in representation of soil properties along with stone content information can substantially improve the ability of land surface models to simulate soil water flow and $E_{TA}$.

5.3. Recommendations

As most forest soils are dominated by significant stone content, there is a need to expand studies on stony soils, emphasizing stone porosity and the fraction of stone content in order to better estimate the resulting stony soil hydraulic properties. Developing more accurate averaging schemes to estimate the WRC (e.g., under non-equilibrium condition) as well as predictive models for unsaturated hydraulic conductivity of stony soils should become an integral part of future research on numerical- and land surface-models.

Numerical models could be the best way to estimate $E_{TA}$ based on meteorological and soil moisture data where the advanced measurements (i.e., eddy covariance) are not available. More work is needed to address the spatial as well as vertical heterogeneity of soil including effects of stone content in stone-dominated soils common in montane ecosystems. We suggest it will become more important that soil surveys properly represent soil heterogeneity with better quantification of stone hydraulic properties. Further studies should also focus on investigating the effect of stone content on soil moisture sensors resulting in improvement in sensor placement and measurement approaches for stony soils. Soil map information should also take advantage of the latest databases to better account for variations in soil texture and stone content to improve land surface model simulations of $E_{TA}$ at regional scales. Higher resolution soil information and detailed sub-surface
processes are recommended for better simulations of soil moisture as well as boundary fluxes which could potentially improve studies focusing on land atmosphere interactions.
APPENDICES

(Coauthors’ approval letters)
Dear Dr. Flerchinger,

I am in the process of preparing my dissertation in the civil and environmental engineering department at Utah State University. I hope to complete my degree program in August 2018.

I am requesting your permission to include the attached paper of which you are coauthor as a chapter in my dissertation. I will include acknowledgments to your contribution as indicated. Please advise me of any changes you require.

Please indicate your approval of this request by signing in the space provided, attaching any other form or instruction necessary to confirm permission. If you have any questions, please contact me. I hope you will be able to reply immediately.

Thank you for your cooperation.

Yours Sincerely
Kshitij Parajuli

I hereby give permission to Kshitij Parajuli to use and reprint all of the material I have contributed to chapter 3 and chapter 4 of this dissertation.

Gerald N Flerchinger
Morteza Sadeghi  
Research Assistant Professor  
Utah State University  
Logan, Utah  
morteza.sadeghi@usu.edu

Dear Dr. Sadeghi,

I am in the process of preparing my dissertation in the civil and environmental engineering department at Utah State University. I hope to complete my degree program in August 2018.

I am requesting your permission to include the attached paper of which you are coauthor as a chapter in my dissertation. I will include acknowledgments to your contribution as indicated. Please advise me of any changes you require.

Please indicate your approval of this request by signing in the space provided, attaching any other form or instruction necessary to confirm permission. If you have any questions, please contact me. I hope you will be able to reply immediately.

Thank you for your cooperation.

Yours Sincerely  
Kshitij Parajuli

I hereby give permission to Kshitij Parajuli to use and reprint all of the material I have contributed to chapter 2 and chapter 4 of this dissertation.

Morteza Sadeghi
Lin Zhao  
Northwest Institute of Eco-Environment and Resources  
Chinese Academy of Sciences  
Lanzhou, Gansu, China  
zhaolin_110@lzb.ac

Dear Dr. Zhao,

I am in the process of preparing my dissertation in the civil and environmental engineering department at Utah State University. I hope to complete my degree program in August 2018.

I am requesting your permission to include the attached paper of which you are coauthor as a chapter in my dissertation. I will include acknowledgments to your contribution as indicated. Please advise me of any changes you require.

Please indicate your approval of this request by signing in the space provided, attaching any other form or instruction necessary to confirm permission. If you have any questions, please contact me. I hope you will be able to reply immediately.

Thank you for your cooperation.

Yours Sincerely  
Kshitij Parajuli

I hereby give permission to Kshitij Parajuli to use and reprint all of the material I have contributed to chapter 4 of this dissertation.

________________________________________
Lin Zhao
Dear Dr. Seyfried,

I am in the process of preparing my dissertation in the civil and environmental engineering department at Utah State University. I hope to complete my degree program in August 2018.

I am requesting your permission to include the attached paper of which you are coauthor as a chapter in my dissertation. I will include acknowledgments to your contribution as indicated. Please advise me of any changes you require.

Please indicate your approval of this request by signing in the space provided, attaching any other form or instruction necessary to confirm permission. If you have any questions, please contact me. I hope you will be able to reply immediately.

Thank you for your cooperation.

Yours Sincerely

Kshitij Parajuli

I hereby give permission to Kshitij Parajuli to use and reprint all of the material I have contributed to chapter 3 of this dissertation.

Mark S Seyfried
Dear Kshitij Parajuli

We hereby grant you permission to reproduce the publication, “Parajuli K., Sadeghi, M., Jones S. B. (2017). A Binary Mixing Model for Characterizing Stony-Soil Water Retention. *Agricultural and Forest Meteorology*, 244, pp 1-8”, at no charge in your thesis, in print and on DigitalCommon and subject to the following conditions:

1. If any part of the material to be used (for example, figures) has appeared in our publication with credit or acknowledgement to another source, permission must also be sought from that source. If such permission is not obtained then that material may not be included in your publication/copies.

2. Suitable acknowledgment to the source must be made, either as a footnote or in a reference list at the end of your publication, as follows:

“This article was published in Publication title, Vol number, Author(s), Title of article, Page Nos, Copyright Elsevier (or appropriate Society name) (Year).”

3. Your thesis may be submitted to your institution in either print or electronic form.

4. Reproduction of this material is confined to the purpose for which permission is hereby given.

5. This permission is granted for non-exclusive world English rights only. For other languages please reapply separately for each one required. Permission excludes use in an electronic form other than as specified above. Should you have a specific electronic project in mind please reapply for permission.

6. This includes permission for UMI to supply single copies, on demand, of the complete thesis. Should your thesis be published commercially, please reapply for permission.

Yours sincerely

Jennifer Jones
Permissions Specialist
J.Jones@elsevier.com
CURRICULUM VITAE

Kshitij (K) Parajuli, Ph.D.
Civil and Environmental Engineering
Utah State University
parajuli@usu.edu
https://www.linkedin.com/in/kshparajuli/

EDUCATION

Ph. D., Civil and Environmental Engineering, Utah State University, USA (2014 - 2018)

M. Eng., Water Engineering and Management, Asian Institute of Technology, Thailand (2011 - 2013)


PROFESSIONAL EXPERIENCE

Research Assistant, Aug 2014 - Jul 2018
Utah State University, Logan, UT, USA

Research Associate, Jun 2013 - May 2014
Asian Institute of Technology, Thailand

Visiting Scientist, Oct 2012 - Dec 2012
APEC Climate Center (APCC), Busan, South Korea

Civil Engineer (Level-7), Jun 2011 - Dec 2011
Nepal Electricity Authority, Kathmandu, Nepal

Civil Engineer (Gazzeted, Class III), Dec 2009 - Jul 2011
Ministry of Peace and Reconstruction, Government of Nepal

Civil Engineer, Jun 2009 - Dec 2009
Mailun Khola Hydropower Company (Pvt.) Ltd. Kathmandu, Nepal
TEACHING AND MENTORING EXPERIENCE

1. Teaching Assistant, Utah State University, Faculty: Scott B. Jones; Course: Environmental Soil Physics - PSC 5670-6670 (Fall 2016)

2. Research Mentor, iUTAH Undergraduate Research Fellows (iFellows), Utah State University. Faculty mentor: Scott B. Jones; Student/Institute: Shanae Tate/Brigham Young University; Research Title: The effects of elevation on evapotranspiration. (May – July 2016)

3. Research Mentor, iUTAH Undergraduate Research Fellows (iFellows), Utah State University. Faculty mentor: Scott B. Jones; Student/Institute: Joseph Ipson/Snow College; Research Title: Improving evapotranspiration estimates using soil heat flux. (May – July 2015)

HONORS, AWARDS, FELLOWSHIPS

Outstanding Oral and Poster Presentation, SSSA Annual Meeting 2017
Robert Luxmoore Student Travel Award, Soil Science Society of America (SSSA) 2017
Dissertation Fellowship, Utah State University 2017-18
Graduate Student Leadership Conference, SSSA 2016
Outstanding Oral and Poster Presentation, SSSA Annual Meeting 2016
Outstanding Paper, J. Paul Riley Paper Competition, AWRA Utah Section 2015
Outstanding Paper, EWRI World Env. & Water Resources Congress 2015
Doctoral Fellowship, iUTAH-EPSCOR, Utah State University 2014-17
[Scholarship] CLIM-RUN School, International Center for Theoretical Physics 2013
[Scholarship] Summer School on Coastal Hazards, Kiel University 2013
Nepal Bidhya Bhusan Class ’B´ Gold Medal, Government of Nepal 2013
Hodaka Prize for Outstanding Student, Asian Institute of Technology (AIT) 2013
[Travel scholarship] Exceed Expert Seminar, Exceed Excellence Center 2013
NMFA Thesis Grant, Asian Institute of Technology 2013
[Scholarship] Young Scientist Support Program , APEC Climate Center 2012
Master’s Fellowship, Norwegian Ministry of Foreign Affairs (NMFA) - AIT 2011-13
Merit Scholarship, Kantipur Engineering College 2007, 09
PUBLICATIONS

Scientific Journals (Refereed)


Conference Proceedings (Refereed)
Thesis & Reports

Abstracts of Presentations


23. Parajuli, K., (2015), Estimating Actual Evapotranspiration in Logan River Watershed, *Annual J. Paul Riley AWRA-Utah Section Student Conference*, Brigham Young University; Salt Lake Center, SLC, Utah. 13 April 2015 (*Awarded as top 5 paper in PhD category*).


**PROFESSIONAL TRAININGS**


11. A Training on Roadside Bio Engineering for Engineers and Environmentalists, Geo-environment and Social Unit (GESU) and Department of Road, Kathmandu, Nepal, 20 - 26 May, 2011.


SKILLS

Modeling tools
- Hydrus-1D/2D/3D, HEC-HMS, HEC-RESSIM, SDSM, CROPWAT,
- Qual2K, MODFLOW, Noah-MP

Software
- AutoCAD, ArcGIS, ERDAS

Programming
- MATLAB, Python, GrADS, NCL, R

Field and Lab
- Experienced in working in laboratory and remote field locations, conducting instrumentation and measurement.

PROFESSIONAL AFFILIATION & MEMBERSHIP

2. Soil Science Society of America (SSSA), Member since 2015
3. American Society of Civil Engineers (ASCE), Member since 2015
4. American Geophysical Union (AGU), Member since 2015

PROFESSIONAL ACTIVITIES

Manuscript Review
- Journal of Cleaner Production

Session Chair
- Water Resources Planning and Management, iUTAH all hands meeting, Utah State University, Logan, UT. 14 July 2017.
Poster Review Panel

ii. iUTAH all hands meeting, Utah State University, Logan UT, 14 July 2017
iii. iFellow Symposium, University of Utah, Salt Lake City, UT, 15 July 2016.

SOCIAL ACTIVITY AND PART TIME INVOLVEMENT

1. Treasurer: Executive committee of Utah State University – Nepali Student Association (USUNSA), (March 2015 – August 2016)
2. Webmaster: USUNSA Website (www.usunsa.org), (March 2015 – August 2016)
4. Member of Executive Committee: Nepal Engineers Association- Bangkok Centre (NEA-BC), (March 2012 – February 2013)
5. Volunteer: CWIN- Nepal, a leading child right organization. Involved in creating the case studies of risk background children and teaching (April- June 2002)

REFERENCES

Scott B. Jones, Ph. D.
Professor
Department of Plants, Soils and Climate
4820 Old Main Hill
Utah State University
Logan, UT 84322-4820
+1 (435) 797 2175
scott.jones@usu.edu

David G. Tarboton, Sc. D.
Professor
Civil and Environmental Engineering
4110 Old Main Hill
Utah State University
Logan, UT 84322-4110
+1 (435) 797 3172
dtarb@usu.edu

Lawrence E. Hipps, Ph. D.
Professor
Department of Plants, Soils and Climate
4820 Old Main Hill
Utah State University
Logan, UT 84322-4820
+1 (435) 797 2009
lawrence.hipps@usu.edu