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ABSTRACT

Communication-less Synchronous Rectification for In Motion Wireless Charging

by

Joshua B. Larsen, Master of Science
Utah State University, 2023

Major Professor: Abhilash Kamineni, Ph.D.
Department: Electrical and Computer Engineering

This thesis puts forward a control scheme to allow for synchronous rectification for dynamic wireless power transfer. The automotive industry is transitioning away from internal combustion engines (ICEs) and towards electric vehicles (EVs). This transition is spurred by the environmental and economic benefits EVs offer over ICEs. However, further improvements can still be made to how electric vehicles operate. One of these improvements is the technology of in motion wireless charging or dynamic wireless power transfer. In motion wireless charging offers the ability to remove existing range anxiety concerns for EVs. It also offers the potential for a reduction in battery sizes for EVs, which are the primary cost of EVs, this in turn decreases the total costs of mass EV adoption.

Traditional implementations of in motion wireless charging utilize passive rectification to simplify controls between embedded primary pads and the vehicle. However, this solution, while effective, limits the potential benefits of wireless charging. The use of synchronous or active rectification techniques, offer improved performance, control techniques, and bidirectional capabilities. However, the reason synchronous rectification is not already used in motion charging is the complexity of synchronization over wireless communication.

To move past this challenge, this thesis investigates a synchronization scheme that can be achieved without communication by taking advantage of induced free resonant currents
in the vehicle’s tuning network to synchronize the switching transitions to receive power. In this thesis, a traditional in motion wireless charging system utilizing passive rectification is designed and built as a benchmark for dynamic charging. Simulations of this control scheme are presented. Practical considerations are addressed for hardware realization. Finally, the control approach is validated through hardware in static and dynamic applications.
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1.1 Background

As of 2021, the current market share in the US for light duty vehicles that are fully electric vehicles (EV) is 3.4%. This is up from the less than 1% market share as of 2018 [1]. This gradual but consistent increase in electric vehicle sales in the United States is expected to continue for the foreseeable future, and its trend for the last several years can be seen in Fig. 1.1. This growing shift in the automotive industry away from traditional internal combustion engines (ICEs) and towards EVs is being driven by many facets. One of the primary driving forces is the push to reduce greenhouse gas emissions.

The transportation industry is one of the main contributors to CO$_2$ emissions [9]. In 2020, 27% of greenhouse gas emission emitted in the United States came from transportation [2]. The breakdown of greenhouse gas emission by sector in the United States can be seen in Fig. 1.2. Within the 27% of greenhouse gas emissions given off by the transportation industry, 83% is from light, medium, and heavy-duty vehicles used along American roadways as seen in Fig. 1.3. Many governments across the globe are implementing increasingly strict
emission regulations for traditional vehicles and increasing tax incentives and subsidies on electric vehicles. As of 2015, 194 parties have signed the Paris Agreement, which aims to be a worldwide collective effort in a pathway to a net-zero emission world [3]. As of 2021, almost all the signing countries have ratified the agreement, as seen in Fig. 1.4. Thus, a government-aided transition to reduce the amount of greenhouse gases emitted by the transportation industry is assured.

Electrified vehicles offer a solution to reduce this large section of greenhouse gas emissions within the United States and around the world. EVs are a zero-emission source of transportation after production, in that driving an electric vehicle emits zero-emissions. EVs are also more energy efficient in their power train than internal combustion engines. EVs typically operate with a grid-to-wheel efficiency of 60-73% [10]. ICEs operate with a tank-to-wheel energy efficiency of 12-30% [10]. However, converting the transportation industry to electric is not an effective solution on its own, since the energy generation for an electric vehicle can still be powered by emission producing sources. These sources of energy production are of a higher efficiency than cars in burning fossil fuels, with a range of 32-45% [11]. However, the actual power generation to wheel utilization for electric vehicles becomes only 19-32% efficient when using fossil fuels as an energy source. This means that EVs are currently more environmentally friendly than ICEs, but still lead to the production of greenhouse gas emissions during use due to the utilization of fossil fuels for power generation on a comparable level to ICEs [12].

With 25% of greenhouse gases produced within the US coming directly from electricity production, adding the transportation energy needs to the current breakup of energy producing sources would only lead to marginal decreases or no measurable decrease in emissions. However, by powering newly made electric vehicles from greener or renewable sources of energy such as nuclear, solar, or wind, a major reduction in greenhouse gases can occur since the source to wheel emissions of EVs can be greatly reduced and possibly be negated. This process of electrifying the transportation industry stands as an important sector in the transition towards a green future [13].
Fig. 1.2: Break Down of US Greenhouse Gas Emissions [2]

Fig. 1.3: Break Down of US Greenhouse Gas Emissions within Transportation [2]
1.1.1 Current State of Electric Vehicles

Outside the large scale implications of greenhouse gas emissions and government policies pushing shifts within the transportation industry towards electric vehicles, EVs offer several compelling advantages to gasoline powered vehicles that an average consumer may enjoy. Electric vehicles are quieter and have performance benefits such as instantaneous torque. They do not idle or consume much energy while stopped. Newer electric vehicles generally offer regenerative breaking allowing for energy recuperation, improving efficiency and allowing for one-pedal driving. They can also provide unique advantages outside traditional applications, such as the new Ford Lightning pickup truck, which offers backup power in case of a power outage for a consumer’s home. The Ford Lightning can also operate as a power supply for work equipment, coolers and other devices, allowing for more convenient outdoor uses or worksite deployments [14].

The adoption rates of EVs are still limited due to the challenges that come with an emerging technological field and as a consumer good. There are many facets affecting adoption rates of EVs, including demographics, driving patterns, exposure, and expected benefits. Each of these have an effect in a consumer’s opinion of electric vehicles [15]. One of, the largest impediments from a technological standpoint is current battery technology.
Currently, the specific energy of batteries is still relatively small when compared to the specific energy of gasoline, restricting the range of EVs [16]. Batteries are also costly; as of 2021, a battery pack costs on average $132 per kWh to produce [17]. The number most experts have touted for EV battery cost to become cost competitive to current internal combustion engines is $100 per kWh. This would entail that if the only method of improvement for EVs range was through battery technology, there would have to be a reduction of almost 25% in cost to produce. This creates an issue since any direct improvement of EV range is mostly dependent on increasing battery size, which increases cost and weight of already costly and heavy vehicles. The restriction on range for electric vehicles, the currently small network of charging infrastructure, and the relatively long refueling times, leads to the concept of range anxiety. Range anxiety is a consumer’s fear of running out of charge while driving an electric vehicle and being unable to recharge [18]. Range anxiety manifests itself in the recharging patterns of consumers. For consumers going on long trips, regular hour long stops need to be budgeted into the trip’s time. Also, when those breaks occur may be dependent upon future charging locations along the route, causing anxiety about refueling and time of travel.

Adding on top of the consumer’s concept of range anxiety, the method of charging an increasing market share of EVs has a large impact on the current electrical grid and the price of energy production [19]. As the grid gradually shifts away from fossil fuels and towards green energy sources in line with government policies, the grid’s behavior and structure will change drastically. As of 2022, the grid is still largely operating as a monolithic power source with large momentum. The stability generated on the grid is drawn from the fossil fuel plants driving it. However, most green energy sources, excluding nuclear, do not operate in the same fashion. They are more prone to large fluctuations from an ever-changing environment. As such, these variations need to be accounted for and smoothed out through additional energy storage being introduced. One promising method to help with grid stability is through vehicle-to-grid (V2G) connections of EVs. Vehicle-to-grid is the concept of utilizing the large batteries available within electric vehicles as an energy storage
mechanism for the grid [20–23]. V2G would entail consumers allowing utility companies or vehicle manufacturers and dealerships to purchase electricity from their vehicles at defined rates, and or offer subsidies to consumers when purchasing EVs for use of their battery pack.

Regardless of dealing with range anxiety, grid stability, and the price and size of batteries, multiple areas of research are being pursued and show promising trends [24–30]. This thesis is focused on the charging infrastructure for electric vehicles that would help with range anxiety concerns. Charging solutions for EVs can be broken down into three complementary and often overlapping areas of research and application: extreme fast charging, plug-in-charging and wireless static/dynamic charging.

1.1.2 Charging Technologies

Extreme fast charging (XFC) is the research field related to the increase of power delivery to vehicles for quick recharging [25, 26, 31]. This field of research aims to minimize charging times to be more comparable to ICEs’ refueling time of only a few minutes. Typically, this technology is applied to plug-in chargers, but it can also be applied to wireless charging. Some automakers such as Tesla and Porsche already offer XFC plug-in technologies. A Tesla Supercharger location shown in Fig. 1.5 [32, 33]. Plug in chargers are an efficient method to charge vehicles, offering a range of 80-90% efficiency, with a high of 94% [34]. Many research areas are focused on high power connections to the grid and the power electronics necessary to convert medium grid voltage to usable levels for EV charging [31, 35]

However, there are limitations with XFC and plug-in charging as the primary method to recharge EVs. First, plug-in chargers are inconvenient for consumers to use. These inconveniences stem from the charging cable itself. The cable can be a cause of concern given the cables may be rather large and difficult to handle given that they are required to carry currents in the hundreds of amperes. The cable could also be water cooled to decrease the size of the cable at the cost of increasing the points of failure and increasing complexity. Plug-in chargers are prone to weathering given the need to have increasing
amounts of convenient locations for people to charge as seen in Fig. 1.6. The convenient locations for EV charging often lead to chargers being built in locations causing eyesores and impediments to pedestrian traffic. They also pose a risk of vandalism and cybersecurity, given the exposed hardware [36,37].

Additionally, XFC technology is at a point in which it is no longer being limited by the power electronics but by the charging rates of batteries. For current lithium based batteries, the extremely high charging rates or C rates are only available for a small portion of the batteries overall charging time [38]. The power delivery vs. state of charge curve for several vehicles can be seen in Fig. 1.7. This entails that for most of the vehicle’s charging time, the power delivery is limited to a much slower rate. Even though the overall power delivery is limited for much of its charging cycle, the initial power delivery at these extreme rates is very beneficial for quick recharges that don’t need to fully recharge the vehicle. The second consideration, is that charging at higher rates, the battery’s lifetime is degraded at a higher rate leading to increased vehicle maintenance, cost, and carbon footprint [38,39].

Another technology that is emerging for the transportation industry is wireless power transfer (WPT), more specifically, inductive wireless power transfer (IPT). This technology has been studied extensively at lower power levels for consumer electronics and is now starting to see commercial use at higher power levels for EV charging [40]. WPT offers a solution to several of the concerns listed with plug in charging. Specifically, allowing for park and charge without interaction with high power cabling [30]. This improves the convenience...
Fig. 1.6: Charging Stations built in a remote part of Palmdale, California [5]

Fig. 1.7: Power Delivery vs SOC curve [6]
for the consumer, removes potential failure points, lowers cybersecurity risks with DC-DC connections, and moves charging infrastructure from posts seen in 1.6 to underground shown in Fig. 1.8a. It also would promote the concept of opportunity charging if enough wireless chargers were deployed. Opportunity charging would allow the consumer to charge whenever the vehicle is stopped without any direct interaction with a charger.

Extending the technology of wireless power transfer, another emerging technology is known as in motion wireless charging or dynamic wireless power transfer (DWPT). DWPT offers a new approach to vehicle charging through a new method of recharging without stopping. This is an excellent solution for long-haul trucking applications and commuting. As well as quasi-dynamic charging for fixed bus routes or high density intersections [24,27, 28], DWPT allows for several improved benefits for EVs. First, DWPT is a method to help deal with range anxiety for consumers by enabling consumers to recharge while driving. Range anxiety can be overcome completely if enough roadways are electrified or electrified to a high enough power level. Second, is a reduction in the size of EV batteries. The use of DWPT decreases the need for electric vehicles to have large batteries capable of handling long durations without charging. Bringing the charge to the vehicle more regularly will lead to cost reductions and performance improvements across the board for EVs. Third, is by charging the vehicles more regularly, the need for XFC is diminished. This can aid in reducing the wear and tear on EV batteries.

Initial applications for this technology are focused on fixed route applications and quasi-dynamic systems, but can grow into highway and interstate installations. Several companies such as WAVE, Witricity, Momentum, Electreon have implemented working DWPT systems [40]. The company WAVE has developed a wireless charging station for an electric bus route in California, which has been in operation for over 5 years, seen in Fig.1.8. Its application falls under the static category since it is only utilized for short bus stops.

Electreon, another company, has implemented several other pilot projects, including a kilometer long DWPT system in Italy along an inter-city toll road that powers city
buses. The pad embedding of the system can be seen in Fig. 1.9. As the deployment of DWPT systems increases to a larger scale, there will be a shift in the transportation industry towards the benefits explained earlier. This technology does not discount the need for plug in charging or XFC technology. There are still many use cases and needs for them in an electrified transportation industry. Therefore, a combination of both of these technologies offer the best result for EV adoption and deployment. This thesis focuses on the application of in motion or dynamic wireless power transfer.

1.2 Literature Review

1.2.1 Static Wireless Power Transfer

Wireless Power Transfer Technologies

The fundamental component of in motion wireless charging is founded from traditional or static wireless power transfer. The field of wireless power transfer covers a large area of power levels and use cases, ranging from charging small consumer electronics like cell phones, biomedical devices, and transmitting power to remote areas without direct connection to the power grid [41]. There are several types of WPT technologies that exist. At the highest level there are two distinct categories of wireless power transfer, near-field and far-field or non-radiative and radiative respectively. Near-field WPT technologies include Inductive and capacitive coupling. Far-field includes the use of microwaves or lasers to transmit power. The categories of wireless power transfer are also shown in Fig. 1.10. These systems are generally used for applications specific to their respective radiative type. For EV charging, near field technologies are typically utilized. Simple example circuits for inductive and capacitive coupling can be seen in Fig 1.11. These circuits transmit power through magnetic and electric fields, respectively.

For the given application of charging EVs, there are some major constraints. The main two being safety and the ability to provide large amounts of power, from tens to hundreds of kilowatts. The only technology that currently shows promise, in literature for EV charging,
(a) WAVE charging pad  
(b) California Bus Charging

Fig. 1.8: Wireless Charging Installation [7]

Fig. 1.9: Electreon In-Motion Charging Solution
Fig. 1.10: WPT Technologies

(a) Simple IPT System [42]  (b) Simple CPT System [42]

Fig. 1.11: Near Field Wireless Circuits
is inductive power transfer \[27, 28, 30, 43–46\]. Capacitive charging offers promise but is currently limited in power delivery \[47\]. Far-field technologies have been proposed for in motion wireless charging systems and applications in remote areas where running power cables are difficult. For EV static charging, there are still concerns regarding safety systems for far field technology and currently do not show as much promise as inductive \[48, 49\].

**Inductive Power Transfer**

Inductive power transfer utilizes magnetic coupling to transmit power between a transmitting and receiving coil of wire, as shown in fig 1.11a. The magnetic coupling is generated by applying an alternating current to the transmitting wire, which generates a magnetic flux as described by Ampere’s Law given in (1.1). Where \(H\) is the Magnetic field intensity, \(D\) is the electric flux density, and \(J\) is the current density. When the magnetic flux generated by the transmitting pad interacts with the receiving coil, it produces an alternating voltage and is described by Faraday’s law of induction given in (1.2) \[41\]. Where \(E\) is the electric field intensity and \(B\) is the magnetic flux density.

\[
\nabla \times H = J + \frac{\partial D}{\partial t} \quad (1.1)
\]
\[
\nabla \times E = -\frac{\partial B}{\partial t} \quad (1.2)
\]

This relationship can in turn be represented as a loosely coupled transformer, as shown in fig 1.12. Where the self inductance of each coil are represented as \(L_1\) and \(L_2\). The mutual inductance generated is given by \(M_{12}\) and is usually expressed as a coupling coefficient \(k_{12}\), which has been proposed as a figure of merit in representing how effectively the magnetic fields generated by the transmitting coil are received by the secondary coil. The relationship between mutual inductance and the coupling coefficient is shown in (1.3). The voltage and current equations for the loosely coupled transformer are shown in (1.4) and (1.5) \[50\].

\[
K_{12} = \frac{M_{12}}{\sqrt{L_1 L_2}} \quad (1.3)
\]
For an IPT system to be able to transmit large amounts of power in the range of tens to hundreds of kilowatts, over large air gaps in the tens of centimeters, the loosely coupled coils need to be tuned to a resonance frequency utilizing resonant networks which, allow the system to maximize power transfer [51]. A generalized circuit representation of a resonant IPT system is shown in Fig. 1.16. This places this style of IPT charging for electric vehicles under the umbrella of resonant converters. For these systems, power transfer and power density are dependent on the tuned resonant frequency. Where increasing switching frequency increases power density. For EV applications, there is a standard frequency utilized of 85 kHz for static WPT as defined by SAE J2954 [52]. For the remainder of this paper, wireless power transfer (WPT) refers to this resonant IPT technology.

For EV charging there are many desirable metrics for system performance including miss alignment tolerance, stability, power output, control ability, simplicity, etc. The primary areas of research have revolved around pad and tuning topology design to achieve several of these metrics [53–61, 61–64, 64–69]. Pad design research has mainly been focused on miss alignment tolerance and power output. Several pad designs have been proposed throughout literature, and hundreds of variations of those pads have been de-
signed [53–65, 70]. The primary styles of pad discussed in literature can be broken up into a few fundamental types circular/square, solenoid, DD, DD quadrature, and bi-polar. Each pad type offers unique benefits that can help shape system design for specific applications based on their flux paths. An overview of the various pad types can be seen in 1.14. For most static applications, circular or square shaped primary and secondary pads have been utilized due to their simplicity. While for in motion charging, DD and DD-Q pads have shown promise due to their misalignment tolerance and interoperability [66].

Several tuning topologies have been proposed throughout literature which, have focused on metrics including misalignment tolerance, control ability, simplicity, and allowed tolerance variation of components. Some basic and widely used tuning typologies are shown in table 1.15. As with pad design, more simple tuning typologies like series-series or parallel-parallel may be preferred for static or quasi-dynamic, where the system is in a more defined environment. While with in motion charging, higher order systems, like LCCL to any, may be selected to filter out high $\frac{dv}{dt}$ and $\frac{di}{dt}$ from the coils to meet EMI specifications.

Controls of WPT

The field of static wireless power transfer has generated many control strategies for various applications. These control strategies have various objectives in their implementations, ranging from optimal power regulation, maximum efficiency tracking, synchronization techniques for active rectification, bidirectional power flow, and startup transient control to name a few [71–81].

Many of these control strategies for electric vehicle charging have been accomplished with a standard circuit approach shown in fig 1.16 [81–84]. Where there is an H-bridge inverter followed by the networks primary compensation, primary coil, receiver coil, receiver compensation, diode bridge rectifier, followed by if necessary for the research being done a DC-DC converter to help with power regulation and output voltage control.

The authors of [81] proposed a dual loop controller strategy for a traditional style system that achieves maximum system efficiency in the face of misalignment. The authors of [82] propose a modified approach for the DC-DC regulator, in which it is simplified to a
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Fig. 1.14: Typical Pad designs
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Fig. 1.15: Typical Tuning Typologies

(a) Series-Series Tuning [69]
(b) LCCL-Series Tuning [70]
(c) Parallel-Parallel Tuning [64]
(d) LCCL-Parallel Tuning [68]
(e) Series-Parallel Tuning [67]
(f) LCCL-LCCL Tuning [61]

Fig. 1.16: Traditional System
single switch to regulate output voltage. Their system improved overall system efficiency, power density and removed communication requirements between primary and secondary. The authors of [83] utilize a simple logic controller applied to the traditional system to achieve a constant current or constant voltage output. Other authors have done comparative analysis on two different control strategies to regulate power flow. The two strategies are frequency and phase shift controllers for the primary in a series-series compensated tank [84].

However, some techniques and strategies proposed in literature have diverged from this approach. The authors of [71], [80], and [79] have utilized active lower switches on their rectifier to successfully regulate power transfer from the secondary side and reduce the communication requirements. The reduction of communication in wireless power transfer is a key component for DWPT, and strategies proven in static could be extended to dynamic. Including use of active lower switches on the secondary side rectifier. Additionally, these circuits decrease system complexity by no longer requiring a DC-DC converter to regulate output power. The circuit discussed in [71] is shown in Fig 1.17.

Extending further, research has been done utilizing fully synchronous rectifiers or bidirectional wireless power systems. The primary driving force of research looking into synchronous rectification for electric vehicles is vehicle to grid applications (V2G). Vehicle to grid applications for electric vehicles offer a unique way that EVs can help maintain grid stability, as we transition to more variable sources of energy with renewables. Several papers have been written about the modeling of a bidirectional system for WPT [72, 73, 76]. These papers have proposed small signal phasor modeling, steady state models and dynamic multi-variable state space models.

Fig. 1.17: Semi-Active Rectifier
Many papers have been written on different control approaches for bidirectional WPT \cite{74,75,77,78,85,86}. A power-frequency droop controller is proposed in \cite{77}. This approach ensures power regulation is kept within margin for either transmitting or receiving power electronics. The authors of \cite{78} propose a new controller that allows for synchronization and power regulation in both directions by utilizing a third pickup coil as a sensing circuit. An optimal efficiency controller is presented in \cite{75}. The control strategy maximizes system efficiency despite miss tuned components in the circuit. A control strategy that utilizes active and reactive components of the primary pickup is utilized in \cite{74} to regulate the bidirectional synchronization and power flow. The authors of \cite{85} use a genetic algorithm to optimize a discrete PID controller for power regulation. Finally, \cite{86}, proposes a frequency jitter control to regulate multiple secondaries on a single primary. In general, bidirectional solutions for controls of wireless power transfer offer a very compelling approach given the potential needs for V2G applications and the increased level of control with a fully active secondary.

### 1.2.2 Dynamic Wireless Power Transfer

#### Types of DWPT systems

Dynamic wireless power transfer is not a large extension of research from SWPT. However, the application of DWPT has several challenges that make its adoption, and use, a distinct and active field of research. Currently, there are several prominent dynamic wireless power transfer system styles proposed in literature that utilize inductive power transfer. These systems are broken up into three categories. First, are track or rail based systems. Second, is segmented or lumped pads and third, is reflexive or field focusing circuits.

Most of the original research done with dynamic wireless power transfer was in the form of track based systems \cite{87,88}. These applications utilize a long high current track laid out along a specified route and the secondary coil is slotted into the track. This style allows for multiple secondaries to receive power from a single primary, while keeping the overall system...
as simple as possible [89,90]. An example system is shown in fig 1.18. These systems are an excellent solution for very well-defined routes and moderate power levels. The difficulties with this style of DWPT system for EV charging, is the large inductance created with a large primary coil. The large inductance make it difficult to drive the pads with enough voltage to induce the necessary current to transmit the necessary power requirements for EVs at higher frequencies. Most of these systems have been operated at lower frequencies which, will not meet the new SAE J2954 specification of 85 kHz. Currently, there is no standard for DWPT’s operating frequency, but to have interoperable systems with static charging major consideration is being placed on 85 kHz for DWPT. Increasing the frequency of these systems will significantly increase the losses and increase the cost of the systems by increasing the necessary copper or removing ferrite in their long tracks to counteract said losses [91]. This leaves this style of system as not an ideal approach for in motion EV charging.

The opposite of a track based system is a lumped or segmented system. This approach utilizes individual primaries in the road one after another [92–106]. By segmenting the primary coil, it creates a more complex and costly system overall, but at the benefit of increased efficiency and system robustness. Segmented systems are more efficient by allowing for control schemes to activate and deactivate primary pads when in the presence of a secondary coil. The system improves robustness by removing single point failure that would be present in a track based system. However, these benefits come at a greatly increased system cost due to extra power electronic costs. This system does not have to be a one to one pad and power electronics pair. There are cases in which a single primary inverter could energize several primary pads. An example lumped or segmented system is shown in fig 1.19. Where the primary electronics section includes system tuning.

In-between track and segmented systems is a more recent development of reflexive or field focusing systems [107–111]. These DWPT systems operate by utilizing a single inverter to energize multiple primary pads. This system operates by utilizing the reflective impedance of the secondary to tune the primary pad, allowing for high power transfer in
Fig. 1.18: Track Based DWPT System

Fig. 1.19: Segmented DWPT System
the presence of a secondary. This achieves a state where primaries not in the presence of a secondary receiver have very little current circulating in their tuning networks and pads. This strikes an interesting balance between track based and segmented based DWPT systems. In that, there are lower losses when compared to a track based system and decreased system cost when compared to segmented. However, it utilizes very finely tuned resonant networks that may be difficult to maintain with mass adoption. It also still maintains a single point failure. An example reflexive system is shown in Fig 1.20.

**Modeling DWPT systems**

The analytical modeling used for static wireless power transfer can provide insights into specific operating points for DWPT. These models are limited though, due to not taking into account, or simply being unable to model the effects caused by multiple primary, and or secondary pad interactions, and or transient behavior while pads are activating and deactivating in the case of segmented systems.

Prior research has been done in analytical modeling of transient effects for DWPT systems, in the vein of, simplified models and generalized state space averaging [112–114]. Additional work has been done to utilize finite element modeling, and dynamic circuit simulations using position varying finite element models. This allows for rapid develop of system tuning, pad design, and closed loop controls [115]. This prior research offers a solid
foundation for system design.

To model the interactions between the various coils, the loosely coupled coils given in 1.12 can be expanded. By representing the governing equations of (1.4), (1.5) in matrix form as shown in (1.6) the matrix can be expanded to add any additional primary or secondary pads to the system as seen in fig 1.21 and as shown in general matrix form (1.7) [115]. This gives a time varying inductance matrix for an arbitrary length DWPT system.

For simulation purposes and simplification, it is proposed in [115] that this matrix can be represented as a position based coupling matrix, where a defined coupling relationship can be determined based on a defined position of the secondary coil. This matrix can be determined through finite element analysis and provides a speed independent interaction between the various coils allowing for system simulation at arbitrary speeds and misalignment, allowing for rapid development. The final position based inductance matrix is given in (1.8).

\[
\begin{bmatrix}
  v_1 \\
  v_2 \\
  \vdots \\
  v_{m+n}
\end{bmatrix} =
\begin{bmatrix}
  L_1 & M_{12} & \cdots & M_{1n+m} \\
  M_{12} & L_2 & & \\
  \vdots & & \ddots & \\
  M_{1n+m} & \cdots & & L_{m+n}
\end{bmatrix}
\begin{bmatrix}
  \frac{di_1}{dt} \\
  \frac{di_2}{dt} \\
  \vdots \\
  \frac{di_{m+n}}{dt}
\end{bmatrix}
\]

(1.6)

\[
\begin{bmatrix}
  v_1 \\
  v_2 \\
  \vdots \\
  v_{m+n}
\end{bmatrix} =
\begin{bmatrix}
  L_1 & M_{12} & \cdots & M_{1n+m} \\
  M_{12} & L_2 & & \\
  \vdots & & \ddots & \\
  M_{1n+m} & \cdots & & L_{m+n}
\end{bmatrix}
\begin{bmatrix}
  \frac{di_1}{dx} \\
  \frac{di_2}{dx} \\
  \vdots \\
  \frac{di_{m+n}}{dx}
\end{bmatrix}
\]

(1.7)

\[
\begin{bmatrix}
  v_1 \\
  v_2 \\
  \vdots \\
  v_{m+n}
\end{bmatrix} =
\begin{bmatrix}
  L_1 & M_{12} & \cdots & M_{1n+m} \\
  M_{12} & L_2 & & \\
  \vdots & & \ddots & \\
  M_{1n+m} & \cdots & & L_{m+n}
\end{bmatrix}
\begin{bmatrix}
  \frac{di_1}{dx} \\
  \frac{di_2}{dx} \\
  \vdots \\
  \frac{di_{m+n}}{dx}
\end{bmatrix}
\]

(1.8)

**Controls of DWPT**

Controls for dynamic wireless systems share design choices and considerations that
Fig. 1.21: Multi-Inductor Coupling Matrix
static systems are optimizing for. These are ranging from misalignment tolerance, power regulation, maximum efficiency and startup control. However, dynamic systems have additional requirements that have to be accounted for. Specifically, synchronization of multiple primary pads that includes turning on and off pads, when in the presence of a secondary receiver. They also have to deal with limitations in communication between primary and secondary, since vehicles speeds would severely limit communication bandwidths. The communication limitation, therefore, limits power regulation strategies. This makes defining optimal control strategies to regulate power for various vehicles classes and power levels, that interact with this infrastructure in rapid succession, a complex challenge.

Within the body of research, there have been papers proposed regarding techniques for synchronization of primary pad activation [103–106]. These papers have described methods utilizing additional regulators to control pad activation based on power sent to the receiver [106]. The authors of [105] propose a load detection method utilizing energy equilibrium. This system makes use of a class-E inverter instead of an H-bridge inverter. The author of [104] proposes a method of activation through changing inductance values to determine the location of the secondary. Additionally, [103] presents a controller that uses transient analysis of a DWPT system to active and deactivate primaries.

Further, there has been research done in power regulation techniques for DWPT systems. These techniques have been applied to both the primary side and secondary side individually, or in some cases both. The authors of [102] proposed a control strategy that utilizes a novel sampling technique and predefined lookup tables to regulate power from the primary side. A two loop controller is proposed in [101] that regulates the primary track current and total output power. Another dual loop control strategy is proposed in [100] where coupling coefficient estimation is utilized to regulate output power. Coupling coefficient estimation is also utilized in [98,99] to regulate power with the secondary side DC-DC converter.

A model predictive controller is presented in [97] to regulate output power through a secondary side DC-DC converter. [96] proposes a constant maximum power point controller
based around a detuned series-series compensation. The authors of [95] propose a controller to help regulate power transfer to a multi-pad receiver. A multi pad receiver is a technique that would allow a modular design for interoperable power levels. The opposite of this is proposed in [94] in which a primary side multi pad control strategy is proposed to regulate power transfer. This approach helps ensure smooth transitions from one pad to the next.

There has also been research into half active rectifiers as a method to regulate power transfer or improve efficiency for DWPT systems. The half active rectifier was utilized to maximize efficiency in [93] while a DC-DC converter still regulated power. A pulse density modulation controller was proposed in [92] to improve system efficiency.

1.3 Proposed Work

1.3.1 Research Objectives

This research’s primary objective is to develop a comprehensive control strategy for dynamic wireless power transfer. In motion wireless charging has several challenges that make the technology complex and difficult for mass application. Those challenges range from, but are not limited to, vehicle detection, power regulation, interoperability, and communication. To resolve or simplify several of these challenges, this thesis presents a novel method for synchronous rectification. By utilizing synchronous rectification and the additional control variables it provides, DWPT systems can regulate power from the vehicle, allow for interoperable power levels without additional DC-DC converters, and achieve vehicle detection for activation and deactivation of primary pads. All of this instead be achievable without direct communication from the primary to the secondary.

1.3.2 Thesis Organisation

This thesis is organized as follows: Chapter 2 elaborates on the design of the control strategy and design of the dynamic wireless power system. Chapter 3 contains simulation methods for the controller and simulation results. It also contains simulation results for the closed loop control of the dynamic system. Chapter 4 discusses practical hardware
implementation of the control strategy system and results for its application. Chapter 5 offers a conclusion and notes about future work.
CHAPTER 2
Analysis and Design of an LCCL-LCCL DWPT System and Synchronous Controller

2.1 System Design

2.1.1 System Analysis

For the design of a fully synchronous rectifier to be completed, some initial system design specifications and assumptions need to be outlined. First, this system will be operating with a segmented primary pad design and not a track based system. Second, is that the DWPT system tuning is LCCL-LCCL as shown in figure 2.1. This decision is due to the decoupling of the inverter’s and rectifier current from the track current, the improved performance in system stability as outline previously, as well as the tuning design’s robustness to tuning tolerances [66].

Given the initial system design requirements, some further assumptions can be made. The next assumption for a segmented primary DWPT system, is the primary pads should be synchronized in both phase and frequency. This is to ensure that there is no power transfer between primary pads. If the primary pads were not synchronized correctly in phase angle, there would be direct power transfer from one primary pad to another. This power transfer would not be large, due to low coupling, but it would directly decrease efficiency within the system. Additionally, once both pads have coupled to a secondary pad, as it moves in

![Fig. 2.1: LCCL-LCCL tuned system with Active Rectifier](image-url)
between the primaries, the power transfer to the receiver coil could be dramatically reduced or nullified due to the phase angle difference between primaries.

If the primary pads were not synchronized in frequency, there would be cyclic power transfer between them as the phase relationship between primary pads moved. The analytical reasoning for synchronization between primaries is the same as what is described for the synchronization from primary to secondary described in this paper. Synchronization of primary pads is a straightforward process and can be achieved through direct wired or wireless connections. Also, for a segmented system to maintain high efficiency, it can be assumed that primary pads have been designed and controlled to activate and deactivate when in the presence of a receiver coil. Any technique proposed in literature can be applied to achieve this effect [103–106].

These assumptions allow for the design of a synchronous rectifier to be simplified. First, by assuming that the primary pads are synchronized to a fixed phase and frequency, the secondary receiver will not have to regulate to arbitrary phase angle shifts as it transitions between primary coils. Second, assuming that primary pads are activated efficiently, the effects on power transfer from pad activation should be minimized, such that the rectifier does not have to regulate to large perturbations in power transfer. These two initial assumptions allow a simplified analysis of the DWPT system. The analysis can then be completed as a single primary and secondary system. This simplification is holds in that the secondary effectively interacts with a single primary, given the primaries are synchronized, and power transfer will be bound to a specified range during the majority of operation. This in turn will not have a major impact on the secondaries control loops during operation.

For the DWPT system shown in Fig. 2.1 there are two independent inputs to the system $V_{AB}$ and $V_{CD}$. These inputs of the system are square wave voltages generated by the primary inverter and secondary rectifier, respectively. The square wave voltages they generate can be represented by the Fourier series equations given in (2.1) and (2.2) where, $V_{in}$ and $V_{out}$ are the DC input voltage of the primary and output voltage of the secondary. $\omega_s$ is the assumed synchronized operating frequency, and $\phi_{AB}$, $\phi_{CD}$, and $\theta$ are phase angle
relationships between the half-bridges.

\[ V_{AB} = V_{in} \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{1}{n} \cos(n\omega_s t + \frac{n\phi_{AB}}{2}) \sin\left(\frac{n\phi_{AB}}{2}\right) \]  

\[ V_{CD} = V_{out} \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{1}{n} \cos(n\omega_s t + n\theta + \frac{n\phi_{AB}}{2}) \sin\left(\frac{n\phi_{CD}}{2}\right) \]  

(2.1)  

(2.2)

From these equations there are four distinct control mechanisms to the system that can be regulated during operation, frequency \( \omega_s \), and the phase angle relationships, \( \phi_{AB} \), \( \phi_{CD} \), and \( \theta \). The phase angles \( \phi_{AB} \) and \( \phi_{CD} \) govern the relationship between the two half bridge on the primary inverter and secondary rectifier, respectively. These angles govern the magnitude of the input and out voltage square waves of \( V_{AB} \) and \( V_{CD} \). The phase angle \( \theta \) defines the angle between the inverter and rectifier measured from the center of the primary square wave voltage \( V_{ab} \) to the start of the secondary square wave voltage \( V_{CD} \). The voltage waveforms generated, and phase relationships, are shown graphically in Fig. 2.2.

![Fig. 2.2: Phase Relationships of Inverter and Rectifier](image-url)
As stated previously, system tuning to a resonant frequency is imperative for wireless power to transmit the necessary power for EV charging [116]. For the LCCL-LCCL tuning compensation utilized through the remainder of this thesis, a design procedure for system tuning is presented that follows the procedure presented throughout literature [66, 78, 115]. Following this procedure, the primary consideration for DWPT system design is output power, which can be expressed as (2.3). In which Q is the loaded quality factor and \( S_u \) is the uncompensated power. \( S_u \) is calculated as shown in equation (2.4), where \( \omega_s \) is the operating frequency, \( I_p \) is the current through the primary coil, \( k \) is the coupling coefficient as defined in (1.3) and \( L_p \) is the primary pad inductance.

\[
P_{out} = Q S_u \tag{2.3}
\]

\[
S_u = \omega_s I_p^2 k^2 L_p \tag{2.4}
\]

From practical design limitations, usable pad current levels, \( I_p \), can be specified from limitations imposed from available litz wire sizes, the usage of bi-filer or higher wire count coil designs, and power requirements. Additionally, from intended application \( k \) and \( L_p \) can also be specified given air gaps, misalignment tolerances, pad design, and power levels. \( \omega_s \) is set to match the SAE standard of 85 kHz. Given these, system parameters are properly specified and the system’s two DC Voltages \( V_{in} \) and \( V_{out} \) are selected. The voltages described in (2.1) and (2.2) are then simplified to their fundamental approximation, and the tuning design is expressed as follows. The primary series inductor \( L_{ps} \) is calculated as shown in (2.5). In which the necessary impedance of the inductor at resonance is calculated given the output voltage and recirculating tank current required for the system.

\[
L_{ps} = \frac{V_{AB}}{\omega_s I_p} \tag{2.5}
\]

The primary parallel capacitor \( C_{pp} \) is set to be in resonance with the primary series inductor as shown in (2.6)

\[
C_{pp} = \frac{1}{\omega_s^2 L_{ps}} \tag{2.6}
\]
The primary side series capacitor $C_{ps}$ is utilized as a partial tuning capacitor to reduce the reactance of the primary pad and bring it equal to the reactance of the primary series inductor $L_{ps}$. How this is accomplished is described by (2.7) and (2.8).

\[ \omega L_{ps} = \omega_s L_p - \frac{1}{\omega_s C_{ps}} \tag{2.7} \]

\[ C_{ps} = \frac{1}{\omega_s^2 (L_p - L_{ps})} \tag{2.8} \]

The secondary side tuning network begins with the calculating the induced open circuit voltage $V_{oc}$ in the secondary pad as shown in (2.9), along with the RMS output current required to deliver the designed power $I_{CD}$. The calculation of the bridge current is given in (2.10).

\[ V_{oc} = j\omega M I_p = j\omega_s I_p k \sqrt{L_p L_s} \tag{2.9} \]

\[ I_{CD} = \frac{\pi}{2\sqrt{2}} \frac{P_{out}}{V_{out}} \tag{2.10} \]

The secondary side series inductance $L_{ss}$ can be calculated utilizing $V_{oc}$ and $I_{CD}$ as shown in (2.11). The parallel series capacitor $C_{sp}$ and partial pad capacitance $C_{ss}$ can be calculated the same as the primary, as shown in (2.12) and (2.13).

\[ L_{ss} = \frac{V_{oc}}{\omega_s I_{CD}} \tag{2.11} \]

\[ C_{sp} = \frac{1}{\omega_s^2 L_{ss}} \tag{2.12} \]

\[ C_{ss} = \frac{1}{\omega_s^2 (L_s - L_{ss})} \tag{2.13} \]

The system being in resonance under ideal tuning conditions allows equation (2.14) to be true. With this equation being true, system currents can then be derived.

\[ \omega^2 = \frac{1}{L_{ps} C_{pp}} = \frac{1}{C_{ps}(L_p - L_{ps})} = \frac{1}{L_{ss} C_{sp}} = \frac{1}{C_{ss}(L_s - L_{ss})} \tag{2.14} \]
Derivation of the system currents can be completed using the techniques and insights proposed by [117]. To analyze the DWPT circuit, the system is represented in a more direct state, shown in Fig. 2.3. In this circuit, the H-bridges are simplified to the induced voltages $V_{ab}$ and $V_{cd}$. The induced voltages due to coupling between primary and secondary are represented by $V_{pm}$ and $V_{sm}$.

Fig. 2.3: LCCL-LCCL Analysis Circuit

In [117] it is noted that the primary and secondary track currents $I_p$ and $I_s$ are independent of the induced voltages $V_{pm}$ and $V_{sm}$, under the assumption that they are ideal sinusoidal currents. This assumption holds that the higher order harmonics of the currents are significantly attenuated. From this assumption the currents are derived and can be expressed by,

\[
I_p = -\frac{4MV_{in}}{\pi \omega s L_{ss} L_p} \sin \left(\omega_s t + \theta + \frac{\phi_{AB}}{2}\right)
\]  \hspace{1cm} (2.15)

\[
I_s = -\frac{4MV_{out}}{\pi \omega s L_{ps} L_s} \sin \left(\omega_s t + \frac{\phi_{CD}}{2}\right)
\]  \hspace{1cm} (2.16)

From these currents the induced voltages $V_{pm}$ and $V_{sm}$ are given by,

\[
V_{pm} = -V_{out} \frac{4M}{\pi L_s} \cos \left(\omega_s t + \theta + \frac{\phi_{CD}}{2}\right) \sin \left(\frac{\phi_{CD}}{2}\right)
\]  \hspace{1cm} (2.17)

\[
V_{sm} = -V_{in} \frac{4M}{\pi L_p} \cos \left(\omega_s t + \frac{\phi_{AB}}{2}\right) \sin \left(\frac{\phi_{AB}}{2}\right)
\]  \hspace{1cm} (2.18)

The bridge currents $I_{ab}$ and $I_{cd}$ are noted to be dependent upon $V_{pm}$ and $V_{sm}$ in [117], which can now be derived and are expressed as,
\[ I_{ab} = -\frac{4MV_{out} \sin\left(\frac{\phi_{CD}}{2}\right)}{\pi\omega_s L_{ps} L_s} \sin(\omega_s t + \frac{\phi_{AB}}{2}) \]  

(2.19)

\[ I_{cd} = -\frac{4MV_{in} \sin\left(\frac{\phi_{AB}}{2}\right)}{\pi\omega_s L_{ss} L_p} \sin(\omega_s t + \theta + \frac{\phi_{AB}}{2}) \]  

(2.20)

From the induced rectifier current \( I_{cd} \) and the rectifiers induced voltage \( V_{CD} \), output power can be calculated as shown in (2.21). From this, equation (2.22) is derived. From the output power equation it can be noted that the system power is dependent upon input voltage, output voltage and the relative coupling of the pads. The methods to actively regulate this power transfer are the same as mentioned prior, \( \omega_s, \phi_{AB}, \phi_{CD}, \) and \( \theta \).

\[ P_{out} = Re \left\{ V_{CD}(-I_{CD})^* \right\} \]  

(2.21)

\[ P_{out} = \frac{8M}{\pi^2 \omega_s L_s L_p} V_{in} V_{out} \sin(\theta) \sin\left(\frac{\phi_{AB}}{2}\right) \sin\left(\frac{\phi_{CD}}{2}\right) \]  

(2.22)

### 2.1.2 Controller Design

Given the control parameters that can individually regulate power transfer, there are a few guiding principles as to selecting a single method for regulation. First, given the SAE standard of 85 kHz and the surrounding frequency band of 81.93 kHz—90 kHz, there is limited range for regulation through frequency control [52]. Frequency control could be utilized if the system had a large quality factor at resonance, allowing for large power regulation through minimal frequency changes. However, most DWPT systems operate with a relatively low quality factor. The relatively low quality factor entails that frequency regulation is not an effective solution to regulate power transfer, since necessary frequency changes would exceed the bounding range of the SAE standard. However, this does not limit its potential, for this thesis the premise that any frequency within that band could be used for operation. This is considered under the assumption that any frequency could be used to meet specific design requirements chosen by the system designer. Second, the phase angle relationship between primary and secondary converters, \( \phi_{BC} \), is necessary to regulate power.
transfer direction. However, given that for current DWPT systems, bidirectional support is not needed, it is simpler to maintain it at unidirectional power transfer. Therefore, to regulate power, duty cycle modulation or pulse width modulation or phase angle modulation, utilizing $\phi_{AB}$, and $\phi_{CD}$ is selected.

Direct power regulation through $\phi_{AB}$, and $\phi_{CD}$ is straightforward to implement with traditional PID controllers utilizing DC current and voltage sensors to determine power levels, and has been studied extensively in dual active bridge converters [76]. It is well documented that to maximize power transfer $\theta + \frac{\phi_{AB}}{2}$ should be equal to $\pm \frac{\pi}{2}$ for the given power flow direction [73,74,78].

Additionally, for a DWPT system, synchronization between the primary and secondary is a challenge. For a dual active bridge converter, which this system is at its most fundamental state, the system is generally run through a single microcontroller or FPGA. If multiple controllers are necessary for its operation, a synchronization wire is utilized. The purpose for the synchronization is that due to component tolerances, there will exist minor deviations in frequency generation from controller to controller. The minor frequency differences will stop effective power transfer as power transfer will become cyclic in nature as the phases between the bridges will cycle. This is the same concept as the initial assumption that primary inverters will be synchronized in their operation. For a DWPT system, a direct wired connection is impossible between primary and secondary. A wireless connection could be feasible, but would entail complex and costly systems to ensure proper synchronization. Therefore, a method to adjust the rectifier’s induced voltage to operate at the same frequency as the primary with the correct $\theta$ to maximize power transfer is necessary and ideally would operate without communication.

The challenge of frequency and phase correction between distant controllers is a common challenge in wireless communication and signal processing. The challenge generally shown in this field is the recovery of the baseband or carrier frequency that the information was transmitted on [118–120]. The general solution for this is the use of phase locked loops (PLLs).
As a whole, phase locked loops operate in a simple manner. PLLs take in a signal that potentially has various harmonic components, and synchronize to a single specified frequency that is contained in the signal. They can then output information about this signal, including instantaneous phase and frequency, depending upon the application. This allows for the correct demodulation of communicated signals. The basic structure of an analog PLL is shown in Fig. 2.4. The first block of the figure determines the relative phase of the input frequency versus the output frequency. The next block filters out any undesired frequencies. It is then passed to a frequency generation controller, which outputs the desired frequency. This frequency output could be various functions including sine, triangle, or square wave, based on the implementation. This structure can be achieved both with analog circuitry and digital circuitry.

![Fig. 2.4: Standard Phase Locked Loop [8]](image)

The use of PLLs in wireless power transfer has already been done to achieve bidirectional power transfer in [78]. This application utilized an external PLL to directly synchronize with the 85 kHz operating frequency utilizing an additional sensing coil. It then used interrupt points from the PLL to maintain synchronization. However, this technique, while effective, poses concerns about its utilization over a range of operating frequencies as well as the additional cost of extra sensing hardware. The concern over operating range is directed at the premise that an exact operating frequency is known by both the primary
and secondary before operation, in this paper, it was 20 kHz. The same brand of controller was also utilized on primary and secondary, and thus the exact derivation of frequency on both controllers would be as close to identical as possible. This is a valid assumption for a system design where both primary and secondary are designed together.

However, for interoperability of DWPT systems’, leeway of frequency over the full range stated by the SAE standard may be required. This is potentially feasible with a standard PLL design proposed in [78], but gate assignments become difficult as the system deviates from the chosen frequency. An explanation and look into this concern will be done later in this chapter, with a detailed explanation of how gate signals are generated. This thesis looks to address these concerns by using a fully digital PLL to derive the correct operating frequency through direct carrier adjustment as a means of carrier recovery, instead of using a PLL to directly derive the carrier.

To properly develop a digital PLL capable of regulating both $\theta$ and $\omega_s$, to maintain synchronization, it must be discussed how the rectifier generates its gates signals and how the two unregulated variables would manifest during the operation of the controller. For this application, the controller utilized is an FPGA, but a microcontroller implements the same principles and only minor adjustments should be necessary to implement the principles discussed.

For this thesis, both the rectifier’s controller and inverter controller generates an internal saw-tooth carrier or equivalent triangular carrier at the operating frequency of 85kHz through a simple counter, which is driven by a much faster clock. This carrier controls the frequency and relative phase angles of the half bridges. The speed of the higher frequency clock specifies the precision of the carrier waveform. An example carrier is shown in Fig. 2.5. The saw-tooth carrier shown represents the 0 to $2\pi$ radians of a full switching cycle. To generate $V_{CD}$ or $V_{AB}$ the controller compares this carrier with modulation values relative to the desired phase angle as shown in the figure, where the half bridges have a phase shift of $\phi_{cd} = \pi/2$. This then generates the quasi square wave voltage shown for $V_{CD}$. 
To adjust the secondary’s carrier in terms of frequency or phase, there are three approaches that could be implemented. The first would be to adjust the slope of the carrier. This would entail modifying the underlying high frequency clock generation by increasing or decreasing its frequency, and thus increasing or decreasing the period of the carrier. This implementation would be extremely difficult to properly accomplish within a controller, if possible at all, due to the difficulty of adjusting internal clock generation on FPGA’s, since its status is preset before operation commences, this is the same for a microcontroller.

The second method available to adjust the carrier is changing the peak of the internal counter, which will adjust its frequency and phase. This method on its own is not feasible for regulation. For example, the 85kHz operation of this system utilizing an internal high frequency clock of 340MHz would only have a precision of ±21.2Hz. However, the use of a PLL controller to regulate the amplitude dynamically to the desired frequency overtime
with continuous minor adjustments would be effective. This is done in [78], where the carrier was reset every cycle based on the PLL’s output.

As stated previously, this works well for a given operating frequency. However, as the frequency adjusts, the point at which the carrier is reset adjusts. This can cause various challenges with gate assignments if left unchecked. The first challenge is missed gate assignments that could occur with an adjusting carrier peak. The missed gating comes from a changing $\phi_{CD}$ that could potentially have a gate transition occur at an instance of the carrier that doesn’t exist for this cycle. The second is deformed square waves due to the adjusting carrier cutting into the positive or negative portion of the voltage, if the frequency the PLL is regulating to is much slower or faster than the secondary, respectively. Both of these conditions can be seen in Fig. 2.6. In this figure, the adjustment to faster and lower frequencies by changing the amplitude is done through the red lines. Both of these challenges can be overcome through dynamically changing the relative modulation values with respect to the previous cycle peaks and maintaining safety bounds on the rectifier’s duty cycle. However, this causes many challenges with respect to the power controller’s output and appropriately scaling its output to adjust to an initially undefined carrier. The upside is that this problem is bounded due to the bounds implemented by the SAE and an effective solution could be created.

The third method, is an extension of the second method’s principle of adjusting the carrier. This method directly adjusts the carrier by adding effective delays or increases to the counter, this modulation could be applied directly to the carrier without adjusting its amplitude by adding or subtracting from the carrier to add phase lead or lag and then re-modulate the carrier at a predefined amplitude to maintain the same modulation values for power control. This method would allow for the modulation values to not have to dynamically adjust in response to changes in frequency. This also give the synchronization controller the relative freedom to apply these adjustments along the carrier away from gate transitions. The second method and this method are compliments of each other. In that the second method adjusts the gate assignments to work with frequency while this method
Fig. 2.6: Adjusting carrier through normal PLL
adjusts the frequency to work with gate assignments, and both with correct implementations would work effectively. This later method is the one explored within this thesis.

To express the adjustment of the carrier with the control approach and how a controller could effectively regulate phase and frequency with a PLL, an example is discussed. In Fig. 2.7 there are three saw tooth waveforms. The carrier in black represents the secondaries internal carrier with no adjustments made as a reference. The line in red represents the desired phase and frequency of the secondary carrier to synchronize and maximize received power transfer from the primary. The line in blue represents an adjusted secondary carrier that describes the method of control presented by this thesis, as the controller is separated into two parts. The desired carrier in red has an initial phase offset $\phi_o$ and a slightly slower operating frequency from the secondary’s carrier, which can be noted in the figure by the initial offset and difference in slope.

To determine the phase offset between the secondary’s carrier and the desired carrier, a method to determine the starting point of the desired waveform is necessary. To accomplish this, the controller would evaluate the current angle of the secondary’s unadjusted carrier at the point in which, the desired carrier is equal to zero. This gives the controller the current phase error every cycle. As shown in Fig. 2.7 where in the first cycle the phase angle $\phi_o$ is shown when the desired carrier is equal to zero. A method to determine when the zero crossing of the desired carrier occurs is described later in this chapter.

From the determined error, a perfect proportional controller could adjust the secondary’s carrier by the error as shown at point E1 in Fig. 2.7, regulating the controller’s error to zero. However, it can then be noted that by the next zero crossing event, there is an additional error in the phase represented by $\phi_f$. This additional error is described by (2.23), where $\tau_{AB}$ and $\tau_{CD}$ are the periods of the primary or desired period and the secondaries period, respectively. This error would be again adjusted for by a proportional controller by subtracting it from the carrier, as shown at point E2. The adjustments made in this method would effectively work if it was only a phase offset, this is because the total error is a non-changing value. This aspect of a PLL controller would be the phase detection
Fig. 2.7: The Black line is the internal unadjusted carrier for the secondary, the Red line is the rectifier’s bridge current $I_{CD}$ generated by the primary Inverter, the Blue line represents the adjusted carrier for the secondary. The phase error between secondary and desired is represented by the dashed gray line.

The error in this example, however, is a linear in nature, which means that it cannot be effectively regulated by a traditional reactive controller, which includes proportional, integral, derivative or any combination of the three in parallel. This is because $\phi_f$ is added every cycle, which is caused by the frequency difference between controllers. The expected error seen by the synchronization controller can then be described as $2.24$, where $\phi_o$ is the initial phase offset, $\phi_f$ is the linear slope of the frequency difference, $x$ is the number of cycles of the secondary controller since start, and $\phi_e$ is the total error seen by the synchronization controller. This function is bounded within the range of $\pm \pi$.

$$\phi_f = 2\pi \frac{\tau_{AB} - \tau_{CD}}{\tau_{CD}}$$  \hspace{1cm} (2.23)$$

$$\phi_e = \phi_f x + \phi_o$$  \hspace{1cm} (2.24)
Therefore, another portion of the controller has to be introduced to regulate the linear error. The controller would have to proactively add the expected change in error of $\phi_f$ every cycle. This approach can be seen at point E3, which subtracts the current sensed error and the expected change in error on the next cycle to the carrier. The adjusted carrier then has a zero error at the start of the next switching cycle and would maintain zero error so long as $\phi_f$ was subtracted every cycle.

The method to realize this is by introducing a rollover integral term on top of a PI controller. The (PI)I controller structure can be seen in Fig. 2.8. The structure of the controller has then taken the format of a phase locked loop (PLL) with its input and output modifications specific to this application. This structure maintains a phase detection stage with the PI block, which also acts as the frequency filter. The integral term is then the frequency generation of the PLL. The application specific portion of this controller is that instead of regulating to the primaries operating frequency, it is regulating to the phase and frequency difference between the primary and secondary. This use of a phase locked loop in this context from a signal processing point of view is carrier synchronization or carrier recovery [118–120].

The second to last challenge with the implementation of this controller design is the determination of $\phi_o$ or $\theta$ and $\phi_f$. To determine these values, it can be noted that the induced bridge current in (2.25) is independent of the output voltage at its fundamental component and is dependent on the primary side output voltage. The current also contains the desired phase offset $\theta$ to maximize power transfer. This equation is only true under the

![Fig. 2.8: PLL Controller](image)

Fig. 2.8: PLL Controller
assumption that the frequency difference is zero. The current $I_{CD}$ is then an ideal source to
determine the phase and frequency relationship between primary and secondary. First, to
transform the current waveform to a usable digital value, a sensing circuit and zero crossing
comparator can be introduced to determine the positive edge current transitions or the zero
degree points of the desired carrier waveform in the example above. This information can
then be fed into the PLL controller discussed, adjusting the secondaries internal carrier.
This leaves us with the final PLL controller representation shown in Fig. 2.9. Where the
current $I_{cd}$ is used as the desired carrier. The current is then filtered to remove any higher
order harmonics. Then passed to a comparator to find the rising edges of the current, which
can then be used to evaluate the current phase angle error $\phi_e$ that can be then fed to the
PLL controller.

To properly determine the phase and frequency, before switching commences to ensure
proper synchronization, the use of free resonance currents induced in $I_{CD}$ can be utilized if
the lower rectifier switches are kept on as outlined in [104]. This free resonance current can
then synchronize the controller and once a certain amplitude of current is reached, to ensure
proper regulation, power transfer can begin. This delay for preparing the PLL controller
before activation is a requisite in use and doubles in this application as a pad detection
stage [118–120].

\[
I_{cd} = -\frac{4MV_{in} \sin \left(\frac{\phi_{AB}}{2}\right)}{\pi \omega_s L_{ss} L_p} \sin (\omega_s t + \theta + \frac{\phi_{AB}}{2})
\]  \hspace{1cm} (2.25)

Fig. 2.9: Complete Synchronization Controller
The proposed control behavior is shown in Fig. 2.10. This controller behavior outlines the initial behavior to determine proper sensing and control through free resonance currents, activation of the switches and power transfer, and it determines a cutoff point where power transfer is too low to properly regulate the switching waveforms, due to low amplitude being fed into the comparator.

![Controller Behavior Flowchart](image)

Fig. 2.10: Controller Behavior Flowchart

The final challenges with implementation, is that the adjustments made by the synchronization controller have to avoid switching transitions and maintain proper shape of the induced square wave. This occurs in the final summation block of the controller diagram in Fig. 2.9. To maintain proper adjustment between the positive half of the square and the negative half, a simple division of the necessary adjustment by two can be made and applied at two different points in time along the carrier to maintain proper alignment, one during
the positive half and one during the negative half. To avoid switching transitions with the
two points of adjustment, a simple check of the desired $\phi_{CD}$ can be used to determine the
two largest spacing’s between switching transitions and apply the two adjustments there.
An exaggerated example of this process at two different duty cycles is shown in Fig. 2.11,
the desired carrier is shown in blue and the actual secondary carrier is shown in red. It can
be seen that as the duty cycle transitions, the locations at which adjustments are made, are
moved. The movement of the adjustment points occur around $\phi_{CD} = \pi/4$

\[ V_{cd} \]

Fig. 2.11: Carrier with split adjustments and variable adjustment points

What this specific implementation accomplishes is a minimization of computational
complexity of the PLL stage through locking the PLL to the frequency and phase difference
instead of having the controller generate its own unique carrier, which would require in-
stantaneous phase calculations through sin and arctan and higher precision sampling of the
current waveform to determine the input sinusoidal. Finally, this controller helps to elimi-
nate concerns about gate assignment and adjustment to account for frequency differences
over the range of the SAE standard.
3.1 Software

To initially verify the validity of the proposed controller strategy and the DWPT system, a dynamic, and static simulation model was created. The software utilized to determine the controller’s performance was PLECS, which is short for Piece-wise Linear Electrical Circuit Simulation. PLECS is a simulation tool designed for switching based electronic circuits. The simulation software utilizes ideal switching devices and does not include parasitics within the simulation, allowing the simulation software to run significantly faster than other circuit simulation software’s such as LTspice. The software allows for the designer to build in parasitics if necessary for accuracy.

The primary motivation for utilizing PLECS to validate controller design is the software’s integration with MATLAB Simulink through PLECS block set and its internal control blocks. The internal control blocks allow for direct continuous or discrete time controller designs to be implemented directly in the model. Data can also be directly in-jested by Matlab for further analysis or higher level control schemes to be developed with the large library for Simulink.

The other simulation software that was utilized was LTspice to determine the system tuning performance. LTspice is a free general circuit solver. The simulation is an excellent software to solve circuits where parasitics and precision are of an emphasis. The software does struggle with switching circuits due to this precision, though. That is why this software was utilized to validate system tuning and provide power electronics debugging with an accurate static model, A dynamic circuit model is viable but would be extremely cumbersome to include additional control behavior.

Ansys is a magnetic simulation tool utilizing finite element modeling. This simulation
tool is excellent to predict coupling and pad characteristics in wireless charging applications. It can be used as a method to generate an expected DWPT model that can be used in conjunction with PLECS or LTspice to simulate tuning, pad, and control design with a quick turnaround.

3.1.1 LTspice Model

The system design outlined in chapter 2 was applied for the initial static system simulation. The design of the active rectification was done in conjugation with the design of a passively rectified high power DWPT system intended for heavy-duty vehicle applications. Therefore, tuning of the DWPT system was done to satisfy the high power requirement. The parameters of this system are defined by $V_{in} = V_{out} = 800$ V, $P_{out} = 100$ kW. The primary and secondary pad design will be discussed in chapter 4. The pads inductances are defined in 3.1. The voltage rating for the primary and secondary pad is 2 kV. The primary current rating is 250 A and the secondary current rating is 375 A. The coupling between primary and secondary is $K = 0.197$. From these conditions, the system tuning for the simulation is given in table 3.1. The simulation circuit for the static verification is shown in Fig. 3.1.

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{ps}$</td>
<td>5.62 µH</td>
</tr>
<tr>
<td>$C_{pp}$</td>
<td>0.624 µF</td>
</tr>
<tr>
<td>$C_{ps}$</td>
<td>0.453 µF</td>
</tr>
<tr>
<td>$L_{p}$</td>
<td>13.36 µH</td>
</tr>
<tr>
<td>$L_{s}$</td>
<td>7.26 µH</td>
</tr>
<tr>
<td>$C_{ss}$</td>
<td>0.898 µF</td>
</tr>
<tr>
<td>$C_{sp}$</td>
<td>1.04 µF</td>
</tr>
<tr>
<td>$L_{ss}$</td>
<td>3.35 µH</td>
</tr>
</tbody>
</table>

This circuit’s inverter and output power waveforms are presented in Fig. 3.2 and Fig.
3.3. For the simulation and hardware validation of the system, the testing makes use of recirculating DC current from the receiver back to the primaries to allow for the system power supply to only supply losses. From these waveforms it can be seen that given these tuning values generated from the analytical solution, and the system design parameters, the circuit does not effectively soft switch and the power output is slightly below the desired output power at 88 kW.
The lower output power is attributed to the output current $I_{cd}$ shown in Fig. 3.4. It can be seen from the figure that current $I_{cd}$ is operating in discontinuous conduction mode. The source of this phenomena is outlined by [121]. The proposed cause of the discontinuous conduction in this paper is the ratio of the receiver coils voltage and the output DC voltage. The ratio of these voltages needs to be such that the receiver coils voltage is not significantly smaller than the output voltage. Adjustments to tuning can be applied to adjust this ratio such that DCM is avoided, and were then applied through trial and error with the physical tuning values in the experimental setup.

However, under hardware testing, it was also noted that the system was producing large amounts of noise within the communication wires. The source of this noise was determined to be high $\frac{dv}{dt}$ across the pads relative to ground. The waveforms of the pad’s voltage with a traditional LCCL-LCCL tuning can be seen in Fig. 3.5. The generation of this noise is caused from missed matched impedance’s seen by either half bridge of the converter. To address the noise, the design of the LCCL-LCCL tuning network moved to a split compensation design, by splitting the series inductors and capacitors.

The design of the split tuning circuit follows the same as described previously with the added change of the series inductors $L_{ps}$ and $L_{ss}$ are split into two, their values halved,
and applied to either leg of the half bridge. The series capacitance $C_{ps}$ and $C_{ss}$ are split into two, their values doubled, and applied to either side of the coils. The final tuning topology layout is shown in Fig. 3.7. The circuit was then simulated with the split design and the pad voltages relative to ground were now pure sinusoidals as shown in Fig. 3.6. This drastically decreased the system’s noise output.

The analytical tuned values and realized hardware tuned values, including modifications
to avoid DCM, are presented in table 3.2. The final hardware tuning values were simulated using LTspice and achieved a power output of 97 kW. With the modified tuning values, the new tuning achieves zero volt switching which can be seen in the inverters output waveform shown in Fig. 3.8, in which the bridge current is lagging the induced square wave voltage.
Table 3.2: Analytical and Realized Tuning Values for Split Tuning

<table>
<thead>
<tr>
<th>Component</th>
<th>Analytical Value</th>
<th>Hardware Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{ps1} &amp; L_{ps2}$</td>
<td>2.81 µH</td>
<td>2.81 µH</td>
</tr>
<tr>
<td>$C_{pp}$</td>
<td>0.624 µF</td>
<td>0.6308 µF</td>
</tr>
<tr>
<td>$C_{ps1} &amp; C_{ps2}$</td>
<td>0.906 µF</td>
<td>0.830 µF</td>
</tr>
<tr>
<td>$L_p$</td>
<td>13.36 µH</td>
<td>13.36 µH</td>
</tr>
<tr>
<td>$L_s$</td>
<td>7.26 µH</td>
<td>7.26 µH</td>
</tr>
<tr>
<td>$C_{ss1} &amp; C_{ss2}$</td>
<td>1.795 µF</td>
<td>1.980 µF</td>
</tr>
<tr>
<td>$C_{sp}$</td>
<td>1.04 µF</td>
<td>1.045 µF</td>
</tr>
<tr>
<td>$L_{ss1} &amp; L_{ss2}$</td>
<td>1.677 µH</td>
<td>1.677 µH</td>
</tr>
</tbody>
</table>

Fig. 3.8: Hardware Realized Simulation

3.1.2 PLECS Model

The dynamic circuit model utilized in PLECS has its origin in design from [104, 115]. In these research papers, the initial proposal of PLECS to model dynamic wireless power transfer was proposed [104], and then further refined in [115]. This was proposed to achieve a quick turnaround for updating pad and magnetic information, tuning design and closed loop controllers. The general outline of this approach is described here, along with controller implementation. The controller was implemented in PLECS to be directly realizable within hardware.
To develop a dynamic simulation model for wireless power transfer, a coupling coefficient and inductance matrix needs to be defined in order to determine the respective coupling between primary pads and the secondary. The mathematical representation of this position varying inductance matrix was described in chapter 1. To generate the matrix, Ansys was utilized. The Finite element solver can generate an accurate position based inductance matrix that then can be fed into the simulation software.

The design of the pads within Ansys utilizes a DD primary and secondary coil structure which, can be seen in Fig. 3.9. From this figure, it can be seen the structure of the DWPT system will consist of three primary pads and a single secondary receiver. The coupling of the pads through lateral misalignment are given in Fig. 3.10. From this it can be seen that the primary pads one, two, and three have good coupling to the secondary pad four, while it is traveling over. the primary pads also have relatively low coupling between them.

![Ansys Simulation Model](image)

Fig. 3.9: Ansys Simulation Model

This inductance matrix can then be fed directly into the PLECS model. The PLECS model can implement this inductance matrix through a variable inductor circuit element. The model takes the dynamic inductance matrix as a control variable for this inductor. The PLECS variable inductor requires this inductance matrix to be structured by row for the various elements, followed by their time derivatives. The coupling matrix described
previously can be directly transformed to follow this pattern. The terminals of the variable inductor are then de-multiplexed at either terminal, and the full implementation is shown in Fig. 3.11.

The remaining model from a power electronics view includes the system tuning, inverters, and rectifiers. The Fig. 3.12 shows the overall circuit model including the three primaries, secondary, source, and load. In Fig. 3.13 the primary tuning network and in-
verters are seen including the split tuning topology. In Fig. 3.14 the secondary tuning network and active rectifier are seen, along with the power and synchronization controller sub-blocks.

Within the secondary subsystem in Fig. 3.14 it can be seen there are three subsystem blocks that regulate the switching behavior. The first control block on the bottom right is implementing the gate assignments. Within this block there are straightforward gate assignment outputs from the input control variables from the phase and power control block.
and can be seen in Fig. 3.15. The second subsystem is the power controller, which implements power regulation, activation, and deactivation according to the controller flowchart shown in Fig. 2.10. The exact model within the subsystem is shown in Fig. 3.16. From this model, it can be seen the PI controller that is regulating $\phi_{CD}$. It is accomplishing this by regulating to different references determined by the bottom C-script output, which is implementing activation and deactivation.

The final control block implemented is the phase and frequency controller, as shown in Fig. 3.17. This control structure implements the digital equivalent PLL controller structure,
with a few additional modifications to allow for direct hardware implementation. The first modification made to the controller structure is a low pass input filter to the system. This low pass input filter is to filter out higher order harmonics from the current waveform that would cause undesirable zero crossing events. The undesirable zero crossing events would negatively affect controller behavior. The filter design is a simple low pass filter set to slightly above the resonance of the system, as shown by the bode plot of the filter seen in Fig. 3.18.

From this point, the next two blocks in the PLECS model act as the zero crossing comparator to determine positive edge zero crossing events. The following c-script calculates the effective phase error of the internal carrier and the input. After which it is fed through the feedback of the PLL controller and then to another c-script which bounds the input of the error to $\pm \pi$. This bounding ensures the controller always regulates to the smallest phase error distance. Lastly, there is an additional constant added to the phase shift before modulation to take into account the phase lag introduced by the filter. The discrete PLL controller is then fully realized.
The primary controllers for this simulation have been set up without any additional vehicle detection. That entails that all primaries are active for the full duration of the simulation and are properly synchronized to the same operating frequency. For this simulation, the primary and secondary inverters operated with a frequency difference of 50 Hz and an initial phase offset of 30°. The vehicle speed was set to 100 mph (160.93 km/h). The

Fig. 3.17: Phase and Frequency Control Block

Fig. 3.18: Bode of input filter
frequency difference was set to 50 Hz for two reasons. The first is that, due to the precision of the FPGA utilized in the hardware validation stage, 50 Hz is a large enough frequency difference to show meaningful compensation by the controller. The second is that, 50 Hz a frequency difference that allows the simulation to solve for a common base frequency to run the simulation at.

The power output of this simulation can be seen in Fig. 3.19. From this simulation, it can be seen that the total power transfer of the system was slightly higher than the LTspice simulation when the vehicle was directly over one of the primary pads. This is due to the difference in the simulation software. The peak power received by this simulation is approximately 100 kW with a power ripple of 12 kW while transitioning between pads. It can be seen the activation point of the rectifier cut off some initial power transfer of the first pad as well as some power transfer from the final pad during deactivation. The point at which activation and deactivation occur can be improved through better sensing methods and higher precision of control. However, for this vehicle speed and the shown response time, the controller demonstrated has an effective activation and deactivation response time.

Fig. 3.19: Power Transfer of DWPT system
From the simulation, it can also be viewed the rectifier’s voltage and current waveforms shown in Fig. 3.20. The controller’s output’s can also be seen in Fig. 3.21. The inverter waveform highlights proper direction of power flow and power regulation through $\phi_{CD}$ and good alignment of the bridge current in purple with the induced bridge voltage in yellow. The controller outputs highlights the secondaries internal carrier $\tau_{cd}$ in orange. Its adjusted carrier in yellow $\tau_{cd}'$. The adjusted carrier is synchronized with the induced bridge current or the desired alignment, shown in blue $\tau_{ab}$. It can be seen that the adjusted carrier has synchronized effectively with the desired carrier. The controller’s output can be seen by the lines in purple and green. In which the line in purple represents the phase detection stage of the PLL controller and the line in green represents the frequency output of the controller. Given the relative frequency difference between controllers to the operating frequency, both of these values would appear static at this level of zoom.

![Fig. 3.20: Rectifier Waveforms](image-url)
Fig. 3.21: PLL controller Wave Forms
CHAPTER 4
Hardware Testing and Results

4.1 Implementation

4.1.1 Power Electronics

The development of the hardware for this control strategy was done in tandem with a traditional passively rectified 100kW DWPT system. The high level design of that system and more in depth considerations for the hardware design of the controller are outlined in this section. The first consideration for the system was the selection of switching devices. The selection of switching devices was governed by the power specifications. For the 100 kW system, the input, and output voltage for testing was set to 800 V. This voltage and power level then defines the desired DC and AC current of 125 A and 138 A RMS, respectively.

The component options for the switching devices are limited by operating frequency and power levels of the system. The final selection of the switching device was a silicon carbide power module from Wolfspeed. The device has a voltage rating of 1200V, and at the operating frequency of 85kHz, a current rating of approximately 170 Amps RMS. An image of the Wolfspeed device is shown in Fig. 4.1a and its output current rating versus switching curve is shown in Fig. 4.1b. The selection of power modules over discrete devices was to increase power density of the system while minimizing implementation complexity and parasitics.

From the selection of the switching devices, the design of the inverter and active rectifier could be completed. The full assembly and individual PCBs are shown in Fig. 4.2. The design of the inverter assembly was heavily influenced by ease of assembly. The gate drivers that are designed for these switches mount on top of the switching device, the gate drivers have additional connectors on top for power and gate signal inputs. For ease of assembly,
and to remove jumper wires from the control PCB to the gate drivers, a layered PCB mounting structure was designed and can be seen fully assembled in Fig. 4.2c.

First, the power board was designed utilizing 6 layer 6 oz (0.23 kg) copper to handle the power levels required as shown in Fig. 4.2a with the mounted gate drivers. From this the choice of DC bus capacitance was also designed to handle the RMS ripple currents of the system which are 110 A RMS. The DC capacitors were broken up into two complimentary sections. The first section is made up of high frequency ceramic capacitors to handle high frequency ripple. This capacitance constituted 1.5 \( \mu \)F of the total capacitance. The remaining capacitance was handled with film capacitors mounted to the PCB with a capacitance of 400 \( \mu \)F to meet voltage and current ripple. Bleeder resistors were also utilized with dual functionality. The resistors were utilized to drain the DC capacitors in case of a fault, as well as operate as a voltage divider to measure DC voltage on the control board.

The gate drivers were mounted through the power board to the switching devices. The control board, as seen in Fig. 4.2b, was mounted directly to the top of the gate drivers. This allows for compact and easy assembly while allowing quick revisions to be applied to the control PCB without having to wait for the power PCB redesign. Additionally, a small
daughter board can be seen attached to the control board. This daughter board allows for even faster deployment of new sensing circuitry or control hardware. On the control and daughter board there are provisions for DC and AC sensing for current and DC voltage sensing. There are also provisions for fiber optic synchronization signals between primary pads and the sensing circuitry necessary for the control strategy of this thesis.

Fig. 4.2: Inverter Assembly
4.1.2 Sensing Circuitry

To allow for proper zero crossing detection of the rectifiers bridge current, a sensing circuit had to be designed. From the analytical and simulated design, the hardware realization can be broken into two distinct sections. The first section is the AC sensing circuit and the second is the Low pass filter and comparator to locate the rising current edges. Given the high currents flowing through the bridge of the rectifier and inverter, it was decided to fabricate an in house current transformer to measure the AC current. The circuit of the current transformer is shown in Fig 4.3. This figure highlights the primary winding which will be the sensed wire. The secondary windings are the sensor windings which are wrapped around a toroid. The winding ratio between the primary and a single secondary is 1:30. The current generated from these windings will be fed through burden resistors of 1Ω to handle the few amps of current generated by the transformer and allow for a voltage output. After this, it goes into an output resistor of 100Ω to match the impedance of the sensor to 50Ω BNC connection when the windings are placed in parallel. The final conversion ratio from Amps to Volts is 1200:1 A/V.

![Fig. 4.3: Current Transformer Circuit](image)

The simulated frequency response of this sensor is highlighted in Fig. 4.4 and was confirmed with a network analyzer. From this figure, it can be seen that the CT has effectively a zero degree phase shift in its output voltage relative to the current input at
85kHz. The realized current transformer is shown in Fig. 4.5. In this figure, it can be seen that the toroid with secondary windings has been shielded with copper sheets. The burden and output resistors can also be seen along with the BNC connection.

![Fig. 4.4: Current Transformer Frequency Response](image)

The output of the CT is then fed to an amplifier and filter stage. This stage adds a gain to the output of the current transformer due to the large conversion ratio and applies the desired low pass filter from simulation. The circuit diagram of the amplifier is shown in Fig. 4.6. The amplifier utilized is a AD8138 and maintains a 10x gain with 1kΩ for R1 and a 10kΩ for R2. The filter capacitance needed for the amplifier is 82 pF. The final filter output is shown in Fig. 4.7. From this it can be seen that at the fundamental component of the sensed signal will have a 28° lag. This lag as specified in simulation can be accounted for through a feed forward offset inside the controller. The amplifier’s output has a DC offset of 2.5 V and a range of 0 V-5 V. This output is sent to a high speed comparator with its comparison point set to 2.5 V to determine the zero crossings. The high speed comparator is a TLV3601.

The full sensing circuit was then verified to determine minimum currents for accurately determining the zero crossing events and the actual phase lag introduced by the filter. It was
completed utilizing a power amplifier to replicate the bridge currents as pure sinusoidals. From these tests, the following data was generated as shown in table 4.1. This data allowed for a determination of a minimum starting point for the controller to accurately detect zero crossings. This allows for an approximate starting point to activate the controller based on the free resonant current amplitude. This starting point is around the 50 A range since a current amplitude of 34 A yields sporadic comparison values but has reached completely stable readings by 68 A. The Fig. 4.8 highlights the output voltage waveform from the current transfer in light blue and the output voltage from the amplifier in dark blue and the generated square wave from the comparator in purple.

4.1.3 Coils and Tuning

The remaining hardware pertains to the actual resonant circuit and wireless power
transfer. The design of the tuning network component values that was outlined in chapter 2. This section will discuss practical development of that tuning design. As described by the design methodology outlined in chapter 2. The first point of design is the primary and secondary coils. For these coils, the use of an existing secondary was utilized and modifications were made to a primary coil design in [115]. The secondary coil is a tri-filer DD coil that is 1 m x 1 m, and capable of handling 750 kVARs at 375 A and 2000 V with an inductance of $7.26 \mu H$. The coil is shown in Fig. 4.9. The primary coil design is also a DD coil. It is a bi-filer coil that is 2.4 m x 1.2 m, capable of handling 500 kVARs at 250 A and 2000 V. From this, an initial tuning topology was tested using values described in chapter 3 and then later revised due to the issues highlighted until the final values were achieved and shown for reference in table 4.2.

The implementation of the split tuning network for these pads was completed using
Fig. 4.7: Amplifier bode plot

Table 4.1: Sensor Test Results

<table>
<thead>
<tr>
<th>Current</th>
<th>Voltage</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>34 A</td>
<td>28 mV</td>
<td>N/A</td>
</tr>
<tr>
<td>68 A</td>
<td>56 mV</td>
<td>32°</td>
</tr>
<tr>
<td>102 A</td>
<td>84 mV</td>
<td>31°</td>
</tr>
<tr>
<td>137 A</td>
<td>113 mV</td>
<td>31°</td>
</tr>
<tr>
<td>170 A</td>
<td>141 mV</td>
<td>28.6°</td>
</tr>
</tbody>
</table>

Table 4.2: Analytical and Realized Tuning Values for Split Tuning

<table>
<thead>
<tr>
<th>Component</th>
<th>Analytical Value</th>
<th>Hardware Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{ps1} &amp; L_{ps2}$</td>
<td>2.81 µH</td>
<td>2.81 µH</td>
</tr>
<tr>
<td>$C_{pp}$</td>
<td>0.624 µF</td>
<td>0.6308 µF</td>
</tr>
<tr>
<td>$C_{ps1} &amp; C_{ps2}$</td>
<td>0.906 µF</td>
<td>0.830 µF</td>
</tr>
<tr>
<td>$L_p$</td>
<td>13.36 µH</td>
<td>13.36 µH</td>
</tr>
<tr>
<td>$L_s$</td>
<td>7.26 µH</td>
<td>7.26 µH</td>
</tr>
<tr>
<td>$C_{ss1} &amp; C_{ss2}$</td>
<td>1.795 µF</td>
<td>1.980 µF</td>
</tr>
<tr>
<td>$C_{sp}$</td>
<td>1.04 µF</td>
<td>1.045 µF</td>
</tr>
<tr>
<td>$L_{ss1} &amp; L_{ss2}$</td>
<td>1.677 µH</td>
<td>1.677 µH</td>
</tr>
</tbody>
</table>

traditional inductor design principles and bus bar based capacitor networks. The tuning for the secondary is shown in Fig. 4.11. The series and parallel capacitors are designed within a
Fig. 4.8: CT and Amplifier Results waveform

Fig. 4.9: Secondary Coil
Fig. 4.10: Primary Coil

single network utilizing aluminum bus-bars and can be seen in the bottom left. Aluminum bus-bars were eventually chosen for all capacitor design, given the cost-effectiveness and quick turn around for development over copper. The split inductors leading to the inverter can be seen in the center and top right, respectively. The primary side tuning network for the 100 kW pad can be seen in Fig. 4.10. This capacitor bank was originally designed with copper, but will be transitioned to aluminum as well.

4.2 Results

The completed DWPT system can be seen in Fig. 4.12. Where a rail system is utilized to replicate a moving vehicle. As with the simulation of the system, three primaries were constructed. The tuning on the primaries are slightly different between the 100 kW static pad and the other two. This is due to different power level requirements existing between the first iteration of the primary pads at 30 kW and the final design of 100 kW. The first pad, which, is the farthest in the image, has the correct split tuning design for 100 kW. The
closer two pads in the middle and on the left of the figure underneath the secondary system have a lower power rating.

For the static tests, the 100 kW tuning pad was utilized. However, for all dynamic tests, a lower power was run to utilize all the primary pads. The secondary coil tuning and active rectifier are positioned at the bottom of Fig. 4.11 and its measurement equipment moves with the secondary positioned in the top left. To verify the design of the active rectifier, passive rectification testing results are also presented as a reference point in both static and dynamic.

4.2.1 Static

For the static testing, initial verification of the system design was performed. Tests were conducted to the 100 kW design rating. The output power of the experimental results versus the simulated design over the full input voltage range is shown in Fig. 4.13. It can be noted from this figure that the experimental output power is higher than the simulated design. This could be caused by modifications in tuning due to unknown parasitics of the
tuning network created during construction of the full system assembly.

The full power inverter waveforms are shown in Fig. 4.14. The recirculating current is highlighted in dark blue, the bridge current is in light blue. The current waveform was accidentally inverted, and the bridge voltage is in green. The waveforms show good alignment with the simulated values shown in Fig. 3.8. It also confirms that the system is zero volt switching, improving efficiency.

Once the system had been validated through a passive rectification, the active rectifier could be validated. The initial validation of the controller was performed at the minimum threshold current for the sensing circuit to properly function of approximately 50 A. The square voltage was also operated at a duty cycle below 50% to make it clear the rectifier was actively rectified, power levels for the rectifier are then be slightly below theoretical maximum for the respective voltage curve given in Fig. 4.13.

The frequency difference between controller was initially set to be just the discrepancies between crystal oscillator’s at desired frequency of 85 kHz. The results of this experiment can be seen in Fig. 4.15. In this figure, the active rectifier’s AC current is shown in light
Fig. 4.13: Simulated Vs. Experimental Power

Fig. 4.14: 100 kW Inverter Wave Forms
blue and its induced voltage is shown in purple. The voltage in this image is actually double the represented value due to probe gain not being able to be properly adjusted for on the oscilloscope. The experimental result’s alignment show excellent matching to the PLECS simulation of the controller design highlighted in Fig. 3.20.

![Fig. 4.15: Active Rectifier at 85 kHz](image)

The maximum power transfer achieved by the controller for static testing with the frequency difference of just the internal clocks in this thesis was 20.56 kW. This was achieved with an input voltage of 400 V and a recirculating current of 51.4 A. This was achieved with an efficiency of 91.65%. Note that this was accomplished with a slightly reduced duty cycle, shown in Fig. 4.16. The loss current supplied by the power supply was 4.29 A.

The controller was then pushed to align with a larger frequency difference of approximately 50 Hz to match the PLECS simulation. The secondary controller was set to operate initially at 85 kHz and the primary was set to operate at 85.05 kHz. The results of the experiment are highlighted in Fig. 4.17. In this figure, it can be seen that the waveforms still maintain proper alignment. The frequency of operation registered by the oscilloscope is 85.046 kHz, which puts the frequency difference at 46 Hz between the primary controller and the secondary rectifier.
Lastly, for the static verification of the controller, which occurred for all tests, was the initialization of the controller based on the induced bridge current amplitude. In Fig. 4.18 a long time screen capture showing the increase of bridge current until activation of the rectifier’s switches is shown. In this figure, the induced bridge current is increasing in amplitude until it hits the minimal threshold of 50 A. After which the switching begins and there is an initial starting transient. Once the transient has finished, the system has
stabilized and the rectifier’s voltage continued to increase as the DC bus voltage increased.

![Fig. 4.18: Rectifier Activation Ramp](image)

### 4.2.2 Dynamic

Initial validation of the dynamic system was first conducted with the passive rectification as a benchmark, as was done with the static verification. The system was run at 450 V. This input voltage yields the 30 kW limit on the other two pads. The resulting received DC current from the passive rectifier is highlighted in Fig. 4.19. For this test, a back and forth pass across the dynamic system is shown. The three primary pads can be seen from this figure, with the first higher power primary being on either end and the two lower power pads in the center, with the reflection point of the waveform being the center of the third pad. The sudden end of power transfer at the very end of the waveform was done through user input to the primary pad’s control.

The active rectification test was then performed under the same conditions, but at a lower operating point of 300 V. The lower operating point was chosen due to an instability problem that is shown in the results of the dynamic active rectification, see in Fig. 4.20. In this figure it can be seen that there is a large amount of noise in the recirculating current.
that was not as clearly present during the static tests but did exist if the scale of the oscilloscopes measuring DC current were zoomed out. The overall shape of the current waveform and its amplitude for the given power level match the passive rectification results for the system.

However, to find the source of the noise, further testing was done. In Fig. 4.21, it can be seen that the amplitude of this noise not nearly as large when shown on a smaller timescale during static testing and dynamic. It can also be seen that the noise is cyclic in nature and relatively short, appearing approximately every 400 ms. This smaller pulses account for the increased noise band, however, the extremely large noise spikes shown in Fig. 4.19 were not able to be captured on smaller time scales or when the system was tested statically to show their behavior further testing may be able to properly capture them.

To try to find the source of the noise, the active rectifier’s oscilloscope was then synced with the trigger set to the blips in current in Fig. 4.21. The results of this trigger are shown in Fig. 4.22. From this figure, there is no discernible inconsistency in the rectifier’s waveform that could be the source of this problem. The fundamental nature of the noise is more than likely coming from an error within the implementation of the code at a rollover point, or calculation point, as the controller generates and applies the frequency difference.
Fig. 4.20: Active Dynamic Test

Fig. 4.21: Active Dynamic Test close up
This error is probably introducing a slight offset in the switching waveform on a single cycle, and thus creating the noise that is not readily apparent in the rectifier’s waveform. The reason for this error is believed to be from the limitations of the FPGA. For this design, the clock frequencies generated to run this controller were extremely fast for high precision and could be the cause for a missed calculation. A method to potentially fixing this error is reducing the controller operating frequency slightly to improve its stability.

Fig. 4.22: Synchronized Rectifier waveforms during noise instance
5.1 Conclusion

This thesis presents the design and implementation of a communication-less synchronous rectification strategy and hardware setup for in motion wireless charging. This work was conducted to validate a method for improved performance for DWPT systems via the removal of extra DC-DC converters to regulate power transfer. The developed hardware for this system was designed for 100 kW heavy-duty vehicle applications and was verified up to that power level with passive rectification. The system was then verified dynamically up to 30 kW.

The active rectification synchronization technique was then implemented utilizing inductance bridge currents on the secondary as a method for synchronization. The synchronization method utilizes an AC sensing circuit and a comparator to determine the rising zero crossing of the current. This information is then fed directly to a digital PLL to adjust the internal switching carrier of the secondary. This was then simulated in PLECS along with closed loop control over power regulation. The active rectification controller was then implemented and validated up to 12 kW in both static and dynamic testing. The controller proposed showed excellent matching between simulation and experimental results in terms of the rectifier’s alignment. However, there was some induced noise in the rectification that was caused by unknown perturbations from the controller that occurred cyclically.

5.2 Future Work

The future work pertaining to this method of active rectification for in motion wireless charging is, first, resolving the cyclic noise introduced by the controller. Once this source of this noise is resolved, higher power levels for this design can be comfortably reached and
additional controls techniques can be applied.

The second, is implementing and experimentally validating the closed look power regulation on top of the synchronization controller. Implementing this control loop allows for vehicle side power regulation, allowing for interoperable vehicle class use of a single DWPT system. Additionally, it allows for the removal of a vehicle side DC-DC converter.

The third, is the implementation of the closed loop activation and deactivation of the primary and secondary controller. This will drastically improve system efficiency and allow for proper utilization of in motion charging lanes at vehicle discretion.

The fourth, aspect of this control strategy that should be pursued is the inversion of this control strategy to a primary side synchronization to the secondary frequency and phase. For this thesis, the control strategy is employed under the assumption that all the primary pads are synchronized to a common frequency and phase, and the secondary is synchronized to the primaries. This creates additional overhead with the implementation of synchronization cables between primaries and additional points of total system failure. This approach also makes the initial starting of power transfer more difficult due to the necessity of an alternate form of vehicle detection for the first pad’s activation.

If this control strategy were to be inverted and applied on the primary side, it would allow for a more seamless control over the DWPT system. It would allow for, first, the removal of synchronization cables from the primary to primary. Second, it would allow for easy vehicle detection since the secondary would be able to activate on demand for power and have the primaries react, as the secondary reacted for this thesis.

The primary limitation for this thesis in implementing this inverted synchronization approach is the primary to primary interaction and that pushing power into the system is fundamentally an unstable application. This is due to the initial phase detected by the second primary pad, after the first has initialized power transfer, in the system would be at a fundamentally incorrect angle to transmit power to the secondary. The current would then have to perform a large transition in phase to transmit power, which would have a major impact on the controller which would have to be ignored by the system. Additionally,
the system would have issues during pad transitions. This is because, as shown in equation 2.19. The inverter’s current is dependent upon the receiver’s side induced voltage. This would be also be dependent upon neighboring primary pads induced voltage. This causes instability of the current waveform as the both primary controllers seek to push power into the system during pad transitions.
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