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Flying a small uncrewed aerial system (sUAS) impacts the safety of the airspace and there are many challenges and risks associated with collecting scientific data using an sUAS. This work demonstrates a cohesive simulation and testing platform, which allows for faster and safer testing and development of scientific data collection systems.

The cohesive simulation platform described in this work focuses on re-creating the aerial scientific data collection environment in a full software Gazebo-Classic simulation, and provides a means by which aerial scientific data collection systems can be tested on actual hardware. This testing is demonstrated using a smaller sized aircraft and a thermal sensing payload that is developed in this work.

This payload hardware testing provides a crucial link between the software simulation and testing on larger sUAS. Finally, test flights using the simulation and testing platform and the results from the test flights are presented.

(97 pages)
PUBLIC ABSTRACT

A Cohesive Simulation and Testing Platform for Civil Autonomous Aerial Sensing and Operations

Stockton G. Slack

Drones (also known as sUAS or small Uncrewed Aerial Systems) are often flown with cameras to take images of an area of land. These images can then be used to create a map by stitching these images together. This map can then be analyzed using scientific principles to learn things about the land and make decisions or take action based on the information.

The scientific application of drones is very advantageous, but flying a drone is inherently dangerous, impacting the safety of the airspace (particularly in the event of a crash), and drones are more dangerous the bigger they are. Smaller off-the-shelf drones are readily available to the public and are quite safe and easy to use. Larger near 55-lb fixed-wing mapping drones that can fly for 2.5 hours are quite costly and bring new risks into the equation. There are many barriers and risks to being able to successfully test equipment and to improving drone mapping technology.

This research focuses on creating a simulator that can simulate the entire process of creating these scientific maps. Simulating a drone, a camera payload, and a world for the drone to fly over. By having a simulator, researchers will be able to test out new technologies without having to risk flying a drone or without having to overcome the challenges mentioned above.

This research also focuses on creating a smaller simple camera payload that can be attached to a drone for performing test flights. This allows researchers to do scientific tests without risking flying larger systems.
This work enables the testing of sUAS payload systems many times in the simulation and then, when the system works as it should, the test flights with an actual drone can commence. This reduces the amount of time it takes to develop scientific drone systems and reduces the risk of flight.
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CHAPTER 1
INTRODUCTION

The objective of this research is to implement a cohesive simulation and testing platform which allows for safer and more efficient development/research of civil small uncrewed aerial system(s) (sUAS or drone) data collection systems.

Data collection and flight with an sUAS are challenging [2] [3] [4] [5]. Because of the challenges associated with drone flight not all drone flights end with a safe and successful landing. Flying a drone in and of itself is inherently risky. In the event of a crash, drone flight could result in the drone being lost or damaged itself, the payload being damaged, the payload data being lost, or the harm of an operator or spectator. Berthe et al. noted that, “regulatory institutions at the global scale have performed a significant work to classify UAS regarding their lethal potential in a case of an impact with people on the ground” [6]. Flying an sUAS, while useful for collecting scientific quality data, inherently impacts the safety of the airspace.

Unfortunately, these risks will continue to be a part of drone flight, independent of what regulatory rules are put in place, there will always exist some amount of risk when flying a drone. It is important to note that when using an experimental drone or drone payload, the risks of drone flight can be greater due to unknowns associated with flying with a system that has not yet been proven in field tests.

This research seeks to improve the process by which the development of and research on civil sUAS data collection systems is carried out and to reduce the risk taken while performing tests on developmental systems. This research provides natural stepping stones that can be used to incrementally test and prove scientific data collection systems, with an emphasis on reducing the number of test flights that need to be flown and increasing the number of requirements that can be tested in simulation.

If the risks of scientific data collection using a drone are too high, then the valuable
scientific quality data, that is gained when using an sUAS as the data collection vehicle, cannot be collected. Therefore, this work presents a cohesive simulation and testing platform for civil autonomous aerial sensing and operations (CAASO).

In this work: extensive background is given on AggieAir’s (introduced in section 1.1) Scientific, Timely, Actionable, Robotic, Data Operating System (STARDOS) architecture in chapter 2; a literature review is presented on the works related to this research in chapter 3; the design and implementation of a novel cohesive simulation platform are presented in chapter 4, as well as the results from a simulated flight; and a novel cohesive testing platform are presented in chapter 5, as well as a description of the development of an sUAS thermal sensing payload and the results of an example data collection flight with this payload.

1.1 AggieAir

The AggieAir Lab at Utah State University has worked in small uncrewed aerial systems research for almost 15 years [7] [8] [9]. AggieAir has experience building, designing, and flying their own sUAS aircraft and payloads, having flown missions for well-known names like NASA and Northrop Grumman. AggieAir’s research emphasis is on developing and implementing field ready drones and drone payloads for science [10].

While drones themselves are an area of research and development [11] [12] [13], AggieAir’s main emphasis is on the type of data collection that can most easily be done through the use of flying robotic systems [14]. The data and information that can be collected by using a flying aircraft as the vehicle for a multi-spectral payload is unique, providing new insights and actionable data about the terrain that is flown over [15]. AggieAir is under the Utah Water Research Laboratory and focuses on collecting data consisting of “multi-spectral images collected for the purposes of scientific decision making in micro-agriculture, natural resources management, civil infrastructure inspection, etc.” [16]

Using an sUAS to collect data and create geospatial maps (defined in 1.3) can provide new scientific insights. AggieAir has collected scientific quality data using sUAS and it has been used to estimate land surface temperature [17], to estimate chlorophyll for use in precision agriculture [18], and to perform an assessment of surface soil moisture [19]. Having
this data can improve the ability of farmers and agriculturalists to make better decisions
that will help their crop health and growth.

1.2 Objective and Novel Contributions

The objective of this research was in line with one of AggieAir’s objectives, which
is to improve the process of (or ability to) perform scientific data collection using sUAS.
The STARDOS architecture focuses on advancing this objective. A explanation of the
STARDOS architecture is provided in chapter 2. The STARDOS architecture strives to
simplify and modularize the process of data collection for those that use sUAS to collect
scientific quality data. It provides the ability to configure the payload, the ability to monitor
the status of the payload, and the ability to process data in real-time.

While the research in this work is not explicitly focused on the development of STAR-
DOS itself, the simulation and testing platform presented in this research is used extensively
for the development and testing of STARDOS. This simulation platform is focused on pro-
viding the ability to test and improve scientific data collection systems. The simulation
and testing platform presented in this work has been used as means of demonstrating the
ability of STARDOS and as such is a critical part of the STARDOS architecture. More
details and a demonstration of how the simulation platform is used as a part of STARDOS
are described in section 4.3.3.

Additionally, throughout this work the AggieAir lab is referred to as contributing to
the research work, implementing parts of the project, or making decisions. This is done
because the credit for this research work cannot be fully given to a single individual. Many
have contributed to the overall success of this work and research continues in many of these
areas and on many of these projects at the AggieAir lab. When AggieAir is referred to in
this work this is because others have contributed portions of work that have allowed the
success of this research work.

The novel contributions of this work include: A cohesive simulation (see chapter 4)
and testing (see chapter 5) platform for CAASO.
The cohesive simulation platform and cohesive testing platform provide natural stepping stones for scientific quality data collection development. These testing steps prepare the scientific data collection system for a fully successful flight using a larger platform, such as AggieAir’s GreatBlue [16].

1.3 The need for a Cohesive Simulation and Testing Platform

Geospatial mapping is a visualization technique that shows how a map and its features fit into a specific geographic context. This context puts the map and its features into a known coordinate system. A typical example of this in sUAS mapping is when a drone is used to capture and collect imagery of a large area. The images collected during the flight are stitched together, using some form of image processing software, into a map. A map that is created from stitched imagery is often referred to as an orthomosaic and the software that does this stitching is often called photogrammetry software. Using GPS, and other sensor data collected during the sUAS flight, the orthomosaic is associated with a coordinate system creating a geospatial orthomosaic, or a geospatial map. The geospatial map can now be placed into other tools that utilize the coordinate system (e.g. ArcGIS, Google Maps) so that the orthomosaic map data can be used to make decisions, perform analysis, or enhance a larger map by providing higher quality data in a certain area.

Geospatial mapping is often performed using an sUAS. A wide variety of physical and technical challenges need to be overcome in order for a safe and successful data collection flight of a scientific sUAS. A few of these challenges include:

- Acquiring proper airspace access from the Federal Aviation Administration (FAA)
- Preparing the sUAS to ensure that it is flightworthy
- Managing the payload system to ensure that it will collect accurate data

These challenges are enhanced when using a larger and more expensive sUAS system. More care needs to be taken to ensure the aircraft is safe and flightworthy. Typically when using a larger sUAS the payload is more complex and requires more time to manage
and prepare for flight. These and other challenges (such as preparing and training crew members, moving required equipment to the data collection site, and ensuring that the weather is appropriate for a successful data collection flight) need to be overcome in order to perform successful and safe test and operational field flights using a scientific sUAS.

When an sUAS simulator is used, the challenges of airspace access, aircraft flightworthiness, and payload readiness are reduced or completely eliminated. There is full airspace access, the aircraft is always flightworthy and ready to fly, and a simulated payload allows the user to isolate the specific variables that should be fixed for testing purposes.

Test flights, while more challenging, are still a necessary part of testing and improving a data collection system. If a smaller sUAS is used for testing and improving data collection systems the aircraft is simpler and takes less time and fewer preparations in order to be flightworthy. Likewise, a smaller simpler testing payload can be easier to prepare for flight. For these reasons this research focuses on implementing cohesive simulation and testing platforms. The following sections (section 1.3.1 and section 1.3.2) provide motivation for the research work and development of this platform.

1.3.1 A Cohesive sUAS Mapping Simulation Platform

While many sUAS simulators exist (see section 3.2) there are no sUAS simulators focused solely on simulating the data collection process required in CAASO. This work presents a drone simulator that can mimic the flight and data collection process. This kind of simulator enables safer and more time efficient research and development of systems associated with geospatial mapping. The restrictions of airspace access, aircraft flightworthiness, and payload readiness are removed when a simulator is used. This simulation capability is therefore known as a cohesive simulation platform for civil autonomous aerial sensing and operations.

As AggieAir has been developing the STARDOS architecture, with the objective of improving the process of scientific data collection, AggieAir has found the need for simulation and test platforms. The ability to test payload software on the ground, in simulation and in the lab on hardware payloads, is a crucial step of flight preparation. Simulating and
ground testing provides greater confidence that the system will work as designed while in the air. In the development of the STARDOS architecture, if all of the system components needed to be tested on a flying aircraft the development cycle would be extremely slow. The development of a cohesive simulation platform has proved invaluable, providing AggieAir the flexibility to test the payload system extensively in the lab before taking it out for a real test flight.

The STARDOS architecture focuses on making uncrewed aerial system payloads simple and easy to use by pilots, field scientists, and other sUAS operators. A simulation environment focused on the scientific data collection not only aids in the development process of STARDOS itself. It provides a practice and training environment for the users of STARDOS.

Additionally, having an environment that more accurately simulates the geospatial mapping data collection experience allows for more efficient development of real-time processing algorithms, more test flights to be performed, more analysis of varying test flight patterns, and more safety. This increased safety comes because actual test flights can be done only when deemed necessary and when all other possible testing has been done in the simulation environment. A cohesive simulation platform not only encourages the development of systems like STARDOS but provides a platform where they can be tested and used.

1.3.2 A Cohesive Testing Platform

While simulation environments are extremely useful and allow for many problems in a system’s software to be resolved before an actual sUAS flight takes place, there is no true replacement for running a system on actual hardware. Testing and debugging a system that has been implemented on hardware brings its own challenges to the table. While a simulation environment may strive to come as close as possible to re-creating the system that is to be used there are always differences. Additionally, just because something works in the simulation environment doesn’t mean that when implemented in hardware that the system will react and respond the same.
We see this type of testing being applied by NASA in the Artemis program, as the first flight (Artemis I) “consist(ed) of an uncrewed flight around the Moon” [20]. Although an end goal of the Artemis program is to land more humans on the moon, they knew that it was necessary to first demonstrate the full functionality of their systems in hardware before taking greater and higher risks with human lives involved.

As mentioned previously, AggieAir’s motivation to develop a testing platform has been enhanced by the development of the STARDOS architecture. The development of a cohesive testing platform has proven to be a crucial step to be able to take a system that has been tested in software and transitioned to a hardware setup. AggieAir’s main sUAS platform is the 55-lb GreatBlue system introduced in “A 55-pound Vertical-Takeoff-and-Landing Fixed-Wing sUAS for Science: Systems, Payload, Safety Authorization, and High-Altitude Flight Performance” [16]. This paper describes in detail the advantages of having a large 55-lb system. While it can be advantageous for scientific quality data collection to fly a large aircraft, having to fly such a large system can be unfavorable for testing new developments in the data collection system; having to fly this large of an aircraft can be unwieldy.

There is a lot of logistical effort related to getting a larger aircraft ready to be fielded (e.g. the availability of trained pilots, the transportation of the aircraft and supporting systems, the amount of space required to fly a larger aircraft.) If these challenges need to be overcome in order to test on hardware, it is costly and time consuming to test out new scientific data collection software.

For this reason, in the same paper, AggieAir introduced the MiniBlue platform. The MiniBlue platform is a slightly smaller and scaled down version of AggieAir’s GreatBlue. The MiniBlue platform “is a full-system trainer for GreatBlue. Wholly similar in some aspects (a transition VTOL aircraft with two power supplies and a combined payload computer/safety copilot)” [16]. Specifications for the MiniBlue platform can be found in the aforementioned publication. MiniBlue provides an opportunity for pilots to be trained and prepared to fly the larger 55-lb. GreatBlue aircraft, providing a similar enough flight experience. Fig. 5.3 shows an implementation of the MiniBlue platform.
Having a smaller system that takes less logistical effort to fly, that is focused on testing and training pilots provided a motivation to have a hardware testing payload platform. In this work a simple, affordable, thermal mapping payload solution is presented. This payload fills this need for the ability to test, on hardware, a scientific geospatial mapping system (such as AggieAir’s STARDOS architecture). This payload, when combined with AggieAir’s MiniBlue platform comprise the majority of the cohesive testing platform for civil autonomous aerial sensing and operations.
With years of experience in collecting scientific quality data, AggieAir has identified three specific abilities that are desirable for an sUAS payload and ground station system that would aid in the process of collecting and analyzing scientific quality data.

1. The ability to configure and modify the settings and internal processes of a payload
2. The ability to monitor the status of the payload throughout an sUAS flight
3. The ability to process data in real-time

As the means of scientific data collection advance, there are a variety of different sensors used to collect scientific data [21] [22] [23]. Drones are used in a wide variety of situations and each mission may require a different payload setup. A modular payload provides the ability to interchange various cameras and sensors within a payload setup. For a payload to be fully modular, it also needs to provide software compatibility and configurability. The ability to configure, using software, the desired sensors and processing setup allows the user to tailor the data that will be collected to the mission itself.

When an sUAS carries a payload, it flies far enough away from the user that it is typically impossible to tell if the payload system is performing as intended without some form of communication link. If there is an issue (software or hardware related) with the data collection, the user will have no knowledge about the issue until the mission has been flown and they are able to physically access the payload again. At that point, it may be too late to address any issues and perform the mission flight again. Being able to monitor the current status of the payload allows the user to react immediately to any errors or issues that are detected. This is only possible if there is a reliable datalink connection that provides a payload status to the ground and a way for the user to view this payload status. In the event of an error, the user could make a remote adjustment while the aircraft remains
in the air or bring the payload down to the ground to make a fix and then take off again quickly to complete the mission. Knowing the payload status throughout the duration of an sUAS flight saves users time and effort. Additionally, if the flight is flown and the data is not captured the mission is unnecessarily endangering the airspace.

Furthermore, there exists data that can be collected using a drone that may be time sensitive. As noted in section 3.3, first responders use thermal cameras for finding missing persons or identifying hot spots in disasters [24]. UAS with thermal cameras and data collected by them are used to study fire behavior and determine fire rate of spread [25] [26]. Non-visible hazardous materials, such as leaking gases, are detected using thermal cameras in the oil and gas sector [27]. These types of cases require that the data be processed and the correct information be delivered in a timely manner. If the data is delivered too late, then it becomes irrelevant or unactionable. These types of applications cannot rely on data or information being delivered at the end of an sUAS flight. This shows the need for the ability to process data in real time, as it is being collected on the drone.

With these requirements in mind, AggieAir has recently been developing and implementing the Scientific Timely Actionable Robotic Data Operating System software architecture, [28] (known as STARDOS). The goal of this architecture is to simplify and modularize the use of sUAS payloads by pilots, field scientists, and other sUAS operators. Providing the ability to configure the payload, monitor the status of the payload, and perform real-time processing onboard the payload.

The following sections present background information on the STARDOS user interface (StarCommand) in section 2.1, the STARDOS Datalink in section 2.2, and the STARDOS Backend in section 2.3.

2.1 StarCommand User Interface

sUAS pilots, field scientists, and other sUAS operators may not have a deep technical background into how a scientific sUAS payload functions. Their main objective is to collect the data, analyze them, and take or suggest some sort of action based on the results. It is crucial that sUAS operators be able to operate and monitor the sUAS payload functionality
without knowing in depth how all parts of the payload work. STARDOS abstracts away the underlying technical layers providing an intuitive user interface called StarCommand.

The StarCommand user interface fills two main roles: it allows for payload configuration, and it allows the user to monitor the status of the payload before, during, and after the mission has been completed.

Payload configuration is done through StarCommand’s configuration management tool. The configuration management tool is a web browser-based tool that allows the user to select which sensors will be used, the frequency that the sensors will capture data, and in what way the data will be processed or stored. A screenshot of the configuration management tool is shown in Fig. 2.1.

The other main functionality of StarCommand is payload status monitoring (and necessarily, this must be changed dynamically as the payload configurations change). It is crucial to be able to know the status of a payload in flight. If a mission is flown with a failure in the payload, this could result in corrupted data, incomplete data, and more than likely the necessity to re-fly the mission. Additionally, each flight lowers the safety of the airspace and increases the risk of not achieving mission success. Having the ability to monitor the payload status allows the ground crew to make a decision to continue the flight, fix the error in flight, or safe flight dictates they make an unplanned landing according to the information provided by the payload.

The StarCommand payload status monitoring tool displays information about the payload computer status and the status of individual nodes:

Table 2.1: The node and computer status information that is displayed in the StarCommand user interface

<table>
<thead>
<tr>
<th>Payload Computer Status</th>
<th>Node Statuses</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU Usage</td>
<td>Online</td>
</tr>
<tr>
<td>RAM Usage</td>
<td>Running</td>
</tr>
<tr>
<td>Swap Usage</td>
<td>Standby</td>
</tr>
<tr>
<td>Disk Usage</td>
<td>Initializing</td>
</tr>
<tr>
<td></td>
<td>Warning</td>
</tr>
<tr>
<td></td>
<td>Error</td>
</tr>
<tr>
<td></td>
<td>Offline</td>
</tr>
</tbody>
</table>
Fig. 2.1: An example of the StarCommand Configuration Management Tool. Information about the aircraft and payload is configured in the upper portion, and information about the Capture groups, Sensor nodes, Processing nodes, and sink nodes is configured in the main center pane (these nodes are described in more detail in section 2.3). Users may select which nodes they want to use in the pane on the left.

The same information available about the payload computer is also available for the copilot (or companion) computer. Previous work describes the importance and use of a copilot computer [29] [30], additionally the PX4 Autopilot documentation describes it’s use and setup [31]. An example of the StarCommand payload status monitor is shown in Fig. 2.2a and in Fig. 2.2b.

The StarCommand user interface can be accessed from any computer running a StarCommand instance. The data from and connection to the aircraft are provided by the STARDOS Datalink, as described in section 2.2, or this information can be passed through
(a) The payload computer status is shown in the top-left section. The copilot computer status (when one is in use) is shown in the top right section. During a mission, a node status summary is shown in the middle section (above the word Overview).

(b) On the Capture group status page the status of each individual node is shown in more detail.

Fig. 2.2: An Example of the StarCommand Status Monitoring
via ssh port forwarding to a remote location. As an aside, having the ability to port forward the STARDOS Datalink information means that if the main ground station computer has internet connectivity, a user can configure and help monitor the status of a payload from a distant location that also has internet connectivity. This would allow for in field debugging assistance, or potentially provide the ability for a supervisor to monitor the status of a mission if they are unable to be on site.

Having this information available to the crew allows them to make a decision to continue the flight, pause the flight, or end the flight. Giving the users the ability to monitor the payload status allows for safer and more effective flights as sensor and payload system functionality can be monitored throughout the entire mission.

2.2 STARDOS Datalink

The STARDOS datalink is a key part of the STARDOS architecture. It is what provides the connection from the aircraft to the ground. Some details exist on the STARDOS datalink in “A 55-pound Vertical-Takeoff-and-Landing Fixed-Wing sUAS for Science: Systems, Payload, Safety Authorization, and High-Altitude Flight Performance” [16] and in the follow on journal paper that is currently under review [32]. More detail about the STARDOS datalink will be provided in future works published by AggieAir.

As mentioned previously, while executing a mission the aircraft typically flies far enough away that the user is unable to access the payload system and/or data to determine whether or not the payload is functioning properly. It is out of reach of the user physically and typically out of reach of any sort of WiFi wireless or cellular data network connection. If the user wants to know about the status of the payload system or data being collected they must either use the existing 900 MHz aircraft to ground datalink connection, or they must add an additional radio datalink with the sole purpose of providing payload information. There are advantages to each:

**Advantages of use of existing 900 MHz datalink:**

- Only a single datalink is used, producing a simplified system architecture
• Less hardware needs to be brought out to the site of the mission and deployed

• Decreased weight (i.e. increased flight time)

• Does not consume extra power, because it is on the aircraft regardless of its use for the payload data.

• The system is more affordable, as additional datalink hardware does not need to be purchased

**Advantages of additional payload datalink:**

• Higher bandwidth, as the separate datalink could be solely dedicated to transmitting payload data.

• The data does not need to comply with the MAVLink [33] protocol that is required to be used for carrying aircraft/autopilot information on the 900 MHz datalink.

• If mis-used or if this datalink is frozen, it does not compromise the utility of the datalink connection to the aircraft, thus control of the aircraft is sustained.

With the objective in mind of innovating and improving the the process of or ability to perform scientific data collection using sUAS, AggieAir elected to take on the challenge of utilizing the existing 900 MHz datalink radio. The concept of taking advantage of the existing 900 MHz datalink has not yet been explored in literature.

Here a very brief explanation is provided. The existing 900 MHz datalink radio utilizes the MAVLink [33] protocol to transmit messages and information between two systems. As described in the MAVLink developer guide “MAVLink is a very lightweight messaging protocol for communicating with drones (and between onboard drone components)” [33]. MAVlink follows a publish-subscribe framework and provides a point to point messaging system. This allows for messages and information about the drone (e.g. attitude, position, velocity, etc.) to be relayed from the drone to other systems. As mentioned in the MAVLink developer guide, these messages can be sent to onboard computers, although they are often sent from the drone down to the ground station. The autopilot typically is the one to use
the MAVLink protocol to send messages about the current state of the drone. If one wants to use the dedicated 900 MHz datalink radio the information sent to the ground needs to be sent within this protocol.

Therefore, AggieAir decided to fit their own data within one of the MAVLink messages that are relayed down to the ground. There are a wide variety of messages that can be sent using MAVLink, and many of them are unused by the autopilot. Most of these messages are small and may only be designed to carry a few 8 bit integers or characters. There are a few messages, however, that are larger than others; these are messages that are designed to send an array of floats down to the ground. After examining the messages that are available, it was decided to use the LOGGING\_DATA MAVLink message which allows for 249 bytes of arbitrary data to be sent to the ground station through the MAVLink protocol. The LOGGING\_DATA messages are originally intended to be used for MAVLink logging purposes, but AggieAir decided to ‘high-jack’ the use of these messages and use it to send STARDOS data.

With the motivation to notify the user about the current status of the payload, STARDOS uses the LOGGING\_DATA message to send all of the payload computer status and node status information that is displayed in StarCommand. This information is described in section 2.1. This datalink connection provides an invaluable link to the aircraft payload.

An additional feature of MAVLink is the ability to transfer files from one system to another using the MAVLink File Transfer Protocol (MAVLink FTP [34]). This gives STARDOS the ability to upload configuration files from StarCommand to the payload computer. The user is then able to select which configuration they want to upload in the StarCommand user interface and then upload it to the payload computer. This ability makes the STARDOS system fully independent of wired connections and/or a reliance on a WiFi network, as all interaction with the payload is managed through the 900 MHz datalink. This is invaluable as it enables the user to fly missions in remote areas, such as farm land or reservoirs, that do not have internet access.
A simplified system overview of the STARDOS interconnections (including those provided by the Stardos Datalink) are shown in Fig. 2.3.

2.3 STARDOS Backend

This section describes the STARDOS Backend, which consists of the software run on the aircraft payload.
As described in [28], STARDOS enables modularity by utilizing Robot Operating System version 2 (ROS 2) a newer version of the original Robot Operating system (ROS) [35]. In the Backend of STARDOS, ROS 2 enables simpler and more modular robotic systems. ROS 2 is a publish/subscribe framework. ROS 2 allows individual components of an overall software architecture to be broken down into software blocks called nodes. Nodes subscribe to topics in order to get messages/data from other nodes, and Nodes publish to topics in order to pass messages/data out to other nodes. Nodes can be interchanged or modified without affecting the system as a whole. ROS 2 Nodes that are used in the STARDOS architecture are referred to as STARDOS Nodes.

In the STARDOS architecture there are STARDOS nodes for individual sensors, Capture groups, data processing, and data storage. These are often referred to as sensor nodes, capture nodes, processing nodes, or sink nodes respectively. Sensor nodes contain software designed for interfacing with a sensor. Data collection in the sensor nodes is triggered by messages sent by the capture nodes. Sensor nodes are grouped together into Capture groups. A Capture group is a grouping of sensor nodes that are told to capture data simultaneously. Capture groups are independent STARDOS nodes that publish a capture message to a particular topic, indicating to the sensors subscribed to that topic when to capture data. Having these STARDOS nodes as a part of the STARDOS architecture allows for a modular system as users can interchange the different versions of Capture groups, sensor nodes, processing nodes, or data storage nodes that will best suit the needs of a specific use-case.

Since the publishing of the previous work [28], a few of the STARDOS architecture concepts have evolved. The concept of Capture groups has changed significantly. In the original STARDOS architecture, Capture groups were designed to be solely cadence-based. This meant that they would trigger a data capture at a set rate for the entirety of a mission. It was determined that there are various other sources which could be useful to use for triggering data captures. Thus, the concept of developing several varieties of Capture groups was implemented.
By developing several different Capture group nodes, the user is able to better select how and when they want their data to be captured. An example of an alternative Capture group variety includes an autopilot-triggered Capture group. Many flight planning software packages, including Universal Ground Control System by SPH Engineering (UgCS) [36] used by AggieAir, can predetermine the locations in which sensor data should be captured. These software packages can optimize the data capture so that a desired overlap can be achieved, a specific area of interest can be more carefully captured, and/or an excess of data is not obtained. The difficulty is that the autopilot is traditionally only able to connect to and send a capture message to a single individual sensor. By creating a Capture group around that functionality, the Capture group can be designed to trigger data capture in multiple sensors upon receiving the capture signal from the autopilot.

Data Processing nodes are nodes that consume either the raw data provided by the sensor nodes or data that has been partially processed by another processing node. These processing nodes can be as simple as converting the raw sensor data to a more human friendly data format, or processing nodes can perform complex tasks such as putting the data through some form of neural network, performing real-time image stitching, or any other form of data processing that could be of use. These nodes are the most relevant because they allow users to run real-time data processing during flight. Data storage nodes take the processed data and save the desired information to the disk for later evaluation/processing.

All nodes are managed by a STARDOS node called a Control node, which manages the startup and shutdown of the node processes. The control node acts similarly to the `init` process in a Unix system, starting up and ending ROS 2 node processes by taking advantage of SystemD process control features.

Data collection alone is quite difficult, as it requires correctly interfacing with sensors, triggering their data collection with appropriate timing, in addition to the storing, validation, and processing of their data. Collecting data onboard a flying robotic aircraft is more difficult as the operators do not have direct access to the sensors or computing hardware onboard the aircraft and thus cannot immediately analyze the sensors output for data valid-
ity. A real-time data status and data configuration through StarCommand are two features that allow STARDOS to fulfill its purpose: to simplify and modularize the use of sUAS payloads by pilots, field scientists, and other sUAS operators.

2.4 Summary

In this chapter a summary of AggieAir’s STARDOS architecture has been presented. STARDOS is a scientific data collection system that facilitates payload management and monitoring through an intuitive user interface, StarCommand, as described in section 2.1. Additionally, it is necessary to have a communication link with the payload and AggieAir’s implementation of the STARDOS datalink radio setup, taking advantage of the existing 900 MHz radio, was introduced in section 2.2. Lastly, the software onboard the payload itself for interfacing with hardware data sensors and processing and storing data was explained in section 2.3. STARDOS provides a new innovative way for users to be able to interact with and manage scientific data collection payloads.
CHAPTER 3
RELATED WORK

This section addresses preceding works that are related to the research presented. There is some initial motivation for simulator use on the risks of sUAS flight in section section 3.1. There is an exploration of work related to sUAS simulators utilized by PX4 and their current capabilities and applications in section 3.2. Furthermore, sUAS simulators that utilize Gazebo are described in section 3.2.1. Previous research is analyzed demonstrating the utility of low-cost thermal sensors and a need for a simple, affordable, thermal mapping sUAS payload in section 3.3.

3.1 Risks of sUAS Flight

Drone crashes are a fact of flight. Whether caused by user error [37] [38] or technological malfunction in the aviation equipment [39], drones have crashed and will continue to crash. This is an issue when doing research on drones and drone systems, not to mention the issue of safety. If a crash occurs and an aircraft is carrying a scientific or experimental payload then the payload and the scientific progress of that payload will be lost. The FAA has put in place rules and regulations to help keep people safe [40], but even when following these regulations, crashes still occur.

3.2 Simulation

Knowing that crashes occur, many have leaned on drone simulators in order to develop, test, and enhance the field of sUAS (for examples see [41] [42] [43]). Simulation allows for aspects of sUAS to be tested and proven, without the risks associated with an actual flight. The literature shows that simulations have been developed for testing a large variety of sUAS applications.

AggieAir has chosen to use PX4 [44] as their main autopilot software. Developers of
PX4, the BSD-licensed open-source autopilot software, have taken advantage of existing drone simulators to test out their autopilot code. They provide a variety of simulation options to those in the community for testing purposes that utilize existing simulation environments:

1. Gazebo Classic - Gazebo Classic is a 3D robotics focused simulator. It is widely used throughout the robotics industry in teaching \cite{45} \cite{46} and research \cite{47} \cite{48} scenarios.

2. Gazebo - “Gazebo supersedes Gazebo Classic, featuring more advanced rendering, physics and sensor models.” \cite{49} Use of the newly updated Gazebo simulation environment has only recently been added to the list of PX4’s simulation capabilities.

3. FlightGear - FlightGear is visually and physically realistic, providing a relatively accurate environment for use in training sUAS operators how to manipulate the aircraft. It also simulates various types of weather and environmental conditions. FlightGear has also been used by Wang and Li for improvements in quad tilt rotor control \cite{50}, as well as Pan LongFei et al. to create a Flight Vision Simulation System Based on data collected using FlightGear \cite{51}.

4. JSBSim - “A simulator that provides advanced flight dynamics models. This can be used to model realistic flight dynamics based on wind tunnel data.” \cite{49}. JSBSim has also been used to improve control system designs \cite{52}.

5. jMAVSim - jMAVSim is an easy to use simulation setup for testing copter type vehicles.

6. AirSim - AirSim was developed by Microsoft and it uses Unreal Engine. It was designed as a platform for “AI research and experimentation.” \cite{53}

PX4 has built off of these simulation environments and provided a way to test out the PX4 autopilot code using these simulators. In addition to these software simulation environments, listed above, PX4 also provides a Hardware in the Loop (HITL) simulation
environment as well as what they call Software in Hardware (SIH). For more info on the PX4 simulation options see the PX4 documentation [49].

3.2.1 Gazebo for a Scientific Data Collection Simulation Environment

With the objective in mind of simulating AggieAir’s scientific quality data collection process, this research followed the constraints listed in section 4.1. This includes using the simulators provided by PX4 and that the simulation must use a quad-plane airframe style. An example of a quad-plane aircraft is shown in Fig. 3.1. With these constraints in mind, it was noted that the only simulation environment that currently supports the quad-plane airframe is the Gazebo-Classic simulator. Ultimately Gazebo-Classic was chosen as the simulator of choice for this research.

![Fig. 3.1: AggieAir’s GreatBlue quad-plane VTOL Transition Aircraft. The Quad term refers to the 4 motors and propellers used for vertical take-off and landing. The plane term refers to the fact that there is a separate pusher motor along with the wings to make horizontal flight possible.](image)

Some literature was reviewed that pertains to Gazebo and Gazebo-Classic to better understand the utility of the Gazebo based simulators. Gazebo has often been paired with ROS or ROS 2. The works described in this section use both Gazebo-classic as well as the newer Gazebo, however this provides good insight into the varying ways that Gazebo based
simulators can be used.

Gazebo and ROS are used widely throughout the industry of robotics and robotics research. Gazebo/ROS have been used to simulate path planning of quadrotors. For example, Hernandez et al. used the “resistive grid path planning methodology” to navigate and plan 3D trajectories for avoiding collisions [54]. The Gazebo/ROS combination is very versatile, allowing researchers to implement their own custom plugins. An example of this is when Alajami, Pous, and Moreno implemented an RFID plugin that enables the simulation of RFID readers and antennas to be mounted on robots and used a ROS/Gazebo environment [55]. Gazebo/ROS is very modular, allowing researchers to test a wide variety of sensor placements and varying environments for robots. Safin, Lavrenov, and Martínez-García provide a Gazebo environment to test out simultaneous localization and mapping (SLAM) algorithms to navigate and map their environment. The simulation provides a way to test out varying terrains and makes it easy for the user to change and rearrange the sensor configuration and placement [56].

Gazebo and ROS have also been used by Miranda et al. as a simulation environment to provide numerical results in the design of a dual-core model predictive controller for a tiltrotor UAV [57]. Moon et al. developed a Gazebo/ROS based sUAS simulator focused on simulating realistic wireless communication between networked UAS [58].

Noting the wide use and the versatility of Gazebo-classic and Gazebo as sUAS simulators and seeing that Gazebo based simulation environments are being used to improve varying capabilities of sUAS. These capabilities include path-planning, controllers, and wireless communication. For these reasons AggieAir elected to move forward with Gazebo-Classic as the simulation of choice for this research work. More of the motivation for this selection is detailed in section 4.2.

3.3 The Utility of Low-Cost Thermal Sensors

First responders use thermal cameras for finding missing persons or identifying hot spots in disasters [24]. UAS with thermal cameras and data collected by them are used to study fire behavior and determine fire rate of spread [25] [26]. Non-visible hazardous
materials, such as leaking gases, are detected using thermal cameras in the oil and gas sector [27]. Thermal UAS imaging is used to image swampy areas such as peatlands. [59] [60]. Close-range aerial imagery has been used for surveying hot springs [61]. Crop water stress indexes can be computed using thermal imagery collected using an sUAS [62]. Thermal cameras have been employed to collect data for a study on object detection for traffic management [63].

Recognizing the many use cases of thermal imagery, researchers have already started looking into low-cost thermal payload use-cases and implementing solutions. Dávila-Sacoto et al. did a study in which they “Detect(ed) Hot Spots in Photovoltaic Panels Using Low-Cost Thermal Cameras” [64]. Their study showed that low-cost thermal cameras were able to provide data with error rates below 10%. Al-Shammari et al. did an analysis of low-cost thermal sensors to see if they have the ability to detect oil spills, collecting data at both a petroleum company location as well as an indoor experiment [65]. Their results showed that the thermal sensor could perform well when detecting the difference between water and oil, but needed improvement if there were many different objects in the frame. Low-cost thermal sensors have also been put to the test in mining exploration by Pérez-Álvarez et al. [66]. In their research they utilize sUAS and low-cost sensors to distinguish between limestone and dolostone that contain varying iron content allowing them to detect places that could contain more minerals than others. In their research the low-cost sensors also proved valuable, differing by only 4.57% from traditional methods.

Low-cost thermal cameras have also been analyzed for feasibility for monitoring water stress in cherry trees [67]. Having this kind of information would allow farmers to collect data that prompts a decision (to water more or less). Perdana, Risnumawan, and Sulistijono created a convolutional neural network that can use low-cost thermal data to detect victims that may be stuck during a natural disaster [68]. There are many works that explore and exploit the practicality of low-cost thermal sensors.

While low-cost thermal cameras may not provide the same kind of scientific quality data when compared to more expensive options their data still proves useful. Low-cost
thermal sensors can provide initial estimates or be used in cases where highly scientific data may not be required. There are many cases where just the presence of a temperature difference is data sufficient enough for the task.

These works, and many others similar to them, show both the great utility of thermal cameras as well as the great potential that low-cost thermal sensors have for fulfilling these roles. High-end thermal cameras can be expensive, costing thousands of dollars [69] [70]. The ability to collect thermal data in the field using a low-cost payload has proved valuable. AggieAir sees benefit in implementing a testing platform for CAASO that takes advantage of lower-cost thermal technology that has become available. The wide use and adaptation of thermal cameras in many fields, particularly with applications using sUAS, shows the need for a payload that provides thermal data more affordably.

3.4 Summary

These works relating to Gazebo as a simulation environment as well as low-cost thermal sensors provided insight into the need for the research presented in this work. Through the literature review understanding was gained that Gazebo-Classic is a plausible candidate that would provide a base for a simulation platform for CAASO. Moreover, low-cost thermal sensors have been developed to the point that they prove effective enough for many thermal imaging use-cases. Thus a low-cost thermal mapping payload seemed that it would prove valuable as the payload of a testing platform for CAASO.
CHAPTER 4
A COHESIVE SIMULATION PLATFORM FOR CIVIL AUTONOMOUS AERIAL SENSING AND OPERATIONS

As stated in section 1.1, “Knowing of the risks and dangers associated with sUAS flight, one of AggieAir’s objectives is to innovate and improve the process of or ability to perform scientific data collection using sUAS.” With this objective in mind, a simulation environment will provide an opportunity for researchers to test and improve the process of scientific quality data collection. As has been noted previously, if a new scientific data collection process may only be tested on an actual flying system, then it creates greater risk for the system and others. Because flying an sUAS is inherently high risk, some would say that the safest way to fly is to not fly at all. In this chapter, a simulation platform for CAASO is presented.

4.1 Constraints

While a simulator that can demonstrate every possible use-case of civil autonomous flight would be useful, it was important to set certain constraints on the simulation project to limit the scope of the research. These constraints, in particular focused on re-creating in simulation the current AggieAir scientific data collection system:

1. The simulation must have the ability to simulate a quad-plane airframe
2. The simulation must use the PX4 autopilot as the flight controller
3. The simulation must have the ability to capture data from a simulated camera
4. The simulation must be able to interface with the AggieAir STARDOS system to trigger data capture and for data processing throughout simulation

Having the research project focused on simulating the AggieAir scientific data collection system would allow AggieAir to test, in the same simulation environment, almost all of the
systems that they use. These systems include the autopilot, the payload, and the ground station setup. Testing these systems in simulation this would reduce the number of actual sUAS flights and risk associated with performing a system test involving actual sUAS flight.

The simulation environment is focused on improving the scientific data collection process. In order to do this, it would be necessary for there to be data present in the simulator for the simulated camera to collect. An additional feature of the simulator is the ability to import existing data sets in the form of an orthomosaic (orthomosaic is defined in section 1.3) such that the simulated sUAS can ‘fly’ over them and simulate the collection of scientific data.

4.2 Simulation Environment Selection

As noted in section 3.2, many sUAS simulators already exist. For this research it was advantageous to use one of these existing simulation environments and modify it to be able to meet the desired simulator requirements. The simulation environments described in section 3.2 were evaluated to see which of these environments would be the best fit to meet the requirements described in section 4.1.

Three criterion were of particular interest: The airframes that the simulators supported, whether or not the simulators supported simulated sensors and/or cameras, and whether the simulation environment could be easily modified or customized. For the airframe, it was desireable for the simulator to have built-in support for the quad-plane VTOL airframe. Furthermore, it was important that the simulator support simulated sensors to be able to simulate the collection of scientific quality data. Lastly, the simulation environment itself needed to be customizable; this is key, as it allows the user to test their scientific data collection system in varying circumstances.

An evaluation of these criterion was performed and the results are shown in 4.1.
Table 4.1: Open-source drone simulators and features that they support.

<table>
<thead>
<tr>
<th>Simulator</th>
<th>Supported Airframes</th>
<th>Simulated Cameras</th>
<th>Customizable Environments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gazebo Classic</td>
<td>Quad, Hex, Quad-Plane VTOL, Tail sitter VTOL, Plane, Rover, Submarine</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Gazebo</td>
<td>Quad, Plane, Quad-Plane VTOL</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>FlightGear</td>
<td>Autogyro, Plane, Rover</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>JSBSim</td>
<td>Plane, Quad, Hex</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>jMAVSim</td>
<td>Quad</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>AirSim</td>
<td>Quad</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

For more information on the simulation environments either refer to section 3.2, or refer to the official PX4 documentation [49]. Additionally, for more information regarding the PX4 airframes (including images of each airframe configuration) see the PX4 documentation on airframes [71].

At the time of development, the only simulator that supports the quad-plane VTOL airframe is the Gazebo Classic Simulation environment (in the PX4 airframes the quad-plane VTOL style is referred to as a standard VTOL airframe). Because Gazebo Classic also supported both simulated cameras and customizable environments, Gazebo Classic was chosen as a suitable simulation environment for the simulation platform. At the time of writing, the newer Gazebo simulation environment has newly added support for the quad-plane VTOL. After investigation, however, the newer Gazebo does not yet have PX4 support for a MAVlink style camera, as is described in 4.3.1.

4.2.1 Advantages of the simulation environment

There are advantages to using a simulated environment. When using Gazebo Classic, one can speed up the simulation time. The PX4 documentation notes that “Powerful desktop machines can usually run the simulation at around 6-10x, for notebooks the achieved

\footnote{At the time of writing a quad-plane VTOL airframe is supported in Gazebo. At the time of development, however, the quad-plane VTOL airframe was not yet supported.}
rates can be around 3-4x” [49]. Having a quick turn around from one simulated flight to the next is valuable. This feature has not yet been tested with the cohesive simulation platform and is left for future work. This allows more test flights to be performed in the same amount of time. Furthermore, the environment can be changed without having to physically get up and go to a new location. The user can simply swap out the environment that is being used in the simulator and the user can test to see if the same parameters that performed well in one environment will perform similarly in another. Although it was not thoroughly explored in this work, Gazebo Classic supports importing digital elevation models as well. This could enhance the capability of the simulator and provide even more insight and would be valuable future work.

4.3 Simulation Platform Development

In this section, information regarding the development and implementation of the quad-plane VTOL airframe with an attached camera in section 4.3.1 is presented. Furthermore, this section includes a description of how existing data sets (in the form of an orthomosaic) can be imported into the simulator in section 4.3.2. A description of the simulator interface to AggieAir’s STARDOS system is described in 4.3.3. Lastly, an example simulation environment is presented in section 4.3.4 along with the system design for using this simulation environment with real data.

4.3.1 Quad-Plane VTOL with attached Camera Sensor

Gazebo Classic, a robotics focused simulator, natively provides support for a wide variety of simulated sensors. As described in the Gazebo Classic tutorials “A simulated sensor analyzes the environment and produces a data stream that closely matches the sensor’s physical counterpart.” [72]. Gazebo Classic provides the ability to model various types of sensors including cameras, contact sensors, as well as torque/force sensors. Additionally, one can even model sensor noise, which typically can aid the development of varying types of Kalman [73] or extended Kalman filters [74].

The PX4 simulation titled ‘Gazebo Plane Cam’ provides a MAVLink based camera.
The PX4 Gazebo Classic plane camera simulator was designed to give users the ability to simulate drone surveying using the ‘plane’ airframe [75]. While it could be useful to develop a custom Gazebo Classic camera sensor for use with the standard VTOL airframe, the objective of this research was not focused on enhancing or creating an individual gazebo sensor, but rather on creating the simulation platform as a whole. For this reason it was decided it would be best to combine the existing Quad-Plane VTOL airframe with the already existing Gazebo Classic camera that is used in the existing PX4 Gazebo Plane Cam simulation. These two elements combined create a new simulation that uses the Quad-Plane VTOL airframe/camera combination.

The existing camera sensor used in the PX4 Gazebo Classic plane camera simulation is called the “geotagged cam” [76]. It is called the geotagged cam because it performs what is known as geo-tagging on the images that it captures. geo-tagging is the process of attaching meta-data to the data captured which associates the data with a location (latitude, longitude, and altitude), the attitude of the aircraft, as well as other relevant information about how the data was captured. This may include data about the sensor itself, including the make and model, the field of view, the f-stop (or f-number), the orientation of the camera, etc.

The geo-tagged cam is managed by the PX4 gazebo camera manager plugin. This means that the Gazebo camera acts and behaves like a MAVLink camera. As described in the PX4 documentation [75], being a MAVLink camera allows the simulated camera to respond to MAVLink commands. These commands come from other MAVLink nodes which command the camera to capture data, to report its status, to set the camera mode, to set the camera zoom, and a few other options. Thus, MAVLink is the interface for interacting with the camera.

Gazebo Classic allows users to create and import their own models as described in their official documentation [77]. Gazebo Classic uses Simulation Description Format (SDF) files. In these files the user describes and defines how they want their model to be represented within the simulation world. The user is able to define a wide variety of parameters including
shape and size, the dynamics of a specific part of the model, the amount of light that it should give off within the simulation world, and many other parameters. These parameters provide flexibility to the user so that they can tailor the simulation to try and recreate the environment in which the actual hardware will be tested and used. The user is able to configure and set up the models that they want to use as well as describe the environment that they are placed in.

To model the quad-plane VTOL airframe, the PX4 community created an SDF file to describe how the quad-plane model should look and act within the Gazebo Classic simulator. Additionally, the PX4 community created the MAVLink based survey camera, which also has its own SDF file.

In the existing Gazebo Classic plane camera simulator, an SDF file describes the combination of the existing models of both the plane airframe and the geo-tagged camera. Similar to the plane camera simulator, a new SDF file was made for the Quad-Plane VTOL camera simulator. In this SDF file, descriptors are used appropriately to indicate that the existing quad-plane VTOL airframe and the geo-tagged camera should be combined into a single model.

After the SDF file is created it can be imported into Gazebo without running the PX4 simulation. This is done to show that the model is valid and that the airframe model and the camera model have both been properly combined. This model, however, is still unable to simulate flight, as that ability is provided by the PX4 autopilot software.

The files were either modified or created to allow the PX4 code to build the quad-plane VTOL camera aircraft and place it into the Gazebo Classic environment. By integrating the models with the PX4 build environment the aircraft is able to be flown by the PX4 autopilot code. The files that were modified and added on top of the PX4 repository are described in appendix A.

Similar to the other PX4 Gazebo Classic simulation environments the quad-plane VTOL camera aircraft can be built and run in a Linux environment using the command:

```
make px4_sitl gazebo-classic_standard_vtol_cam
```
As noted in the PX4 Documentation, proper setup of the environment needs to be done prior to running this command [49]. This command runs the PX4 software-in-the-loop (SITL) simulation using the quad-plane VTOL airframe with the geo-tagged camera attached.

In Fig. 4.1, an image of the Gazebo Classic quad-plane VTOL simulation running with the PX4 autopilot code is shown. In this figure we see the quad-plane airframe in flight. Below the aircraft are 4 diverging white lines that end with a black square at the bottom. These white lines represent the field of view of the Gazebo Camera. The black square is showing what the camera is currently viewing (because the ground in the simulation is black, the square is showing black).

4.3.2 Importing Existing Orthomosaic data sets

A key feature of the simulation platform for proving and testing aerial sensing and
operations is the ability to simulate and test in a wide variety of environments. Gazebo has built in features that allow users to change the environment through aforementioned SDF files. These files are not only used to describe robots, aircrafts, or sensors but also the objects that make up the environment (e.g. buildings, trees, ground).

It is desireable to be able to import previously collected data sets to be a part of the simulation environment. This provides a simulation environment that is better for proving scientific data collection systems. This allows the user to interchange a variety of data sets into the simulation environment and prove and test their scientific data collection systems. By flying over previously collected data one can gain new insights of how to better collect scientific data in future sUAS missions, greater understanding can be gained relating to what types of patterns need to be flown or what sensors are to be used in a wide variety of environments.

There exist free data sets in the form imagery that has been collected by satellites or using an sUAS available online. Additionally, organizations (such as AggieAir) have data that they have collected from previous scientific data collection flights using sUAS. These data are often compiled into orthomosaics. Orthomosaics are maps that are created by stitching together data that have been collected in the same area.

Generally the creation of an orthomosaic involves processing using key point extraction techniques. A key point is a point that is (often) visually distinct in an image. Key points are used in computer vision for analyzing and comparing data or identifying objects. The imagery that was collected can then be compared, rotated, aligned, and stitched together into a single image using these key points. Software that does this kind of image stitching also typically take into account image metadata. This metadata is provided through the previously described geo-tagging process.

The creation of orthomosaics is an area of research in and of itself [78] [79] [80]. AggieAir’s STARDOS architecture provides a solid framework in which this type of image processing could be done onboard the aircraft in real-time. In many instances, however, the data sets are collected and then processed using a post-processing software. An example of
this is a software created by Agisoft called Metashape [81].

Gazebo Classic allows for images to be used to provide coloring (or texture) to the models that have been imported into Gazebo Classic, as is described in the Gazebo Classic documentation [82]. To represent a previously collected data set in Gazebo Classic, an SDF file is made describing a very large and flat surface. This large and flat surface represents the ground plane of an area of interest. The SDF file is modified to indicate that the orthomosaic should be the texture for this large surface, which is then imported into the Gazebo Classic simulation environment. This creates a large orthomosaic-based ground plane (an example of this is shown in Fig. 4.2).

In this example the size of the flat model is the size of the image in pixels divided by 10. This is only an approximate estimate of the relative scale of the orthomosaic. More analysis needs to be done in future work to determine what an appropriate scale factor would be in a general case to make the images accurately sized and scaled.
Fig. 4.2: An orthomosaic imported into Gazebo Classic. This is made from data collected using an sUAS and is used as the texture of a large flat surface object in Gazebo Classic. The orthomosaic is of an area that is approximately 30 acres. The location where the original orthomosaic data was collected can be found by looking at the latitude and longitude in decimal degrees: 41.574231 N, 112.131108 W.
4.3.3 STARDOS Simulation Platform

The simulation platform is brought together into one cohesive system for CAASO. A system diagram of this simulation platform is shown in Fig. 4.3.

This system integration was done using AggieAir’s STARDOS architecture and the software-in-the-loop simulation described previously. The resulting Gazebo Classic setup along side the ground control station software is shown in Fig. 4.4.

A STARDOS sensor node was developed to interface with the Gazebo Classic simulated camera. Having a STARDOS sensor node to interface with the Gazebo Classic simulated camera allows users to select the Gazebo camera as a sensor in the StarCommand user interface. The Gazebo Classic PX4 quad-plane VTOL camera simulation must first be started. The STARDOS system is then able to manage the camera sensor by sending capture commands and adjusting other camera parameters as needed through the STARDOS
From the perspective of the STARDOS system, it is unaware that the Gazebo Classic camera node is a simulated sensor and that it is being used in a simulation environment. This provides a realistic testing platform for STARDOS and can do the same for other scientific data collection systems.

Through the STARDOS datalink, the STARDOS architecture is able to interface with the PX4 SITL autopilot and get the information it needs to properly tag the images in the data set. This is done by the Tagger node. The default PX4 Gazebo Camera provides geo-tagged images. AggieAir decided to remove the geo-tags provided by the simulation itself in order to more fully test the STARDOS architecture pipeline, this is because on a real payload, the images need to be tagged by the STARDOS architecture, so before passing the images to the tagger node they are stripped of their metadata so that the STARDOS architecture can provide the geo-tag information.
4.3.4 Example Simulation Environment and Example Use-Case

A system diagram for a general use of the cohesive simulation platform for CAASO is shown in Fig. 4.5. This section discusses this diagram describing how one could use the simulation platform.

Fig. 4.5: A flowchart illustrating the concept of real data collection and re-sampled data collection.
There are two environments: A real environment, and a simulated environment. The real environment is any place in the world where one could collect scientific quality data of interest. The simulated environment is in the Gazebo Classic simulator that has been described in this chapter.

In the real environment, there exists real terrain. A real sUAS with a payload performs a data collection flight to collect what is referred to as the “original data”. This original data is put through some form of data processing to create what is referred to as the original orthomosaic.

In the simulated environment, the original orthomosaic is placed into the simulation platform using the orthomosaic texturing technique described in section 4.3.2, creating the simulated world terrain. The quad-plane VTOL camera aircraft can then be used to fly a simulated sUAS data collection flight, taking images of the simulated terrain with the simulated camera. In this research, the process of imaging in the simulated environment the original orthomosaic is referred to as “re-sampling”.

This produces a simulation-based data set. Hereafter referred to as the “re-sampled data set”. The re-sampled data set can then be put into an image stitching software as any aerial data set. The image stitching software will produce a new orthomosaic based on the re-sampled data set. Orthomosaics generated in this fashion are referred to as “re-sampled orthomosaics”.

Comparisons could then be made between the original orthomosaic and the re-sampled orthomosaic. However, this tool may prove more useful for making comparisons between various re-sampled orthomosaics that have been generated with slightly varying parameters. There may be varying quality output depending on the manner that the data is collected. In the simulation environment, the quality of the scientific data may be effected by parameters of the data collection flight. These parameters may include: image overlap, the amount of light, or flight pattern.

Using a data set that was previously collected by AggieAir, an area of approximately 30 acres was represented in simulation (see Fig. 4.2). The quad-plane VTOL airframe with
the Gazebo Camera aircraft was used. Additionally, a STARDOS configuration was set up to use the Gazebo camera sensor node, AggieAir’s metadata tagging node, and a node for writing the data to disk. These nodes were configured in series, such that the data was passed from one to the other consecutively. Data capture is triggered by a STARDOS capture group node. Fig. 4.6 Shows the node setup and data flow through the nodes for the cohesive simulation platform.

Fig. 4.6: A diagram showing the data flow and node setup for the STARDOS example of the cohesive simulation platform for CAASO.

4.4 STARDOS Simulation Results

This section shows some results from the cohesive simulation environment with the example Gazebo Classic simulation and running a simulated STARDOS payload with the Gazebo camera sensor node. The cohesive simulation platform was set up as previously described using the example setup shown in Fig. 4.4. Additionally, STARDOS was configured with a configuration as described in section 4.3.4 and shown in Fig. 4.6.

Using PX4’s mission planning software QGroundControl [83], a VTOL transition flight and mission plan was implemented. A screenshot of the resulting mission plan is shown below in 4.7. The flight plan was fully autonomous, including a VTOL takeoff and transition to horizontal flight, as well as a transition from horizontal flight to a VTOL landing. A flight plan consists of a number of way-points. Way-points are the ordered locations (typically Latitude, Longitude, and Altitude) that the aircraft will fly to. A flight consists of some number of way points, depending on the size of the flight plan. The simulated flight was
setup with a total of 49 way-points (this includes the transition way-points for takeoff and landing) configured to fly at an altitude of 100 ft.

Fig. 4.7: The flight plan for the simulated flight in the Gazebo-Classic environment. The flight consists of: a quad rotor VTOL takeoff, a transition to horizontal flight, a transition back to quad rotor flight, and a VTOL landing.

The flight plan was successfully flown in the Gazebo-Classic simulation environment using the quad-plane camera airframe that was described in section 4.3.1 and shown in Fig.
4.1. Because the mission plan was done in horizontal flight the aircraft is unable to stop and turn right on each way-point, therefore, the aircraft has some overshoot due to it’s limited turning radius. The actual flight lines are shown in red in Fig. 4.8.

Fig. 4.8: The flight path actually flown by the simulated aircraft marked in red on top of the original flight plan marked in orange.

Image capture was started using a manually activated capture group. The manually activated capture group uses *Activate* and *Deactivate* buttons in the StarCommand user
interface to indicate when data capturing should begin. Data capture then occurs at a fixed cadence that is specified in milliseconds (this is configured in the STARDOS configuration file using the StarCommand configuration editor). For this flight a cadence of 750 milliseconds was used, so an attempted capture was triggered by the capture group every 750 milliseconds. The *Activate* button was clicked just before way-point 3, and the *Deactivate* button was clicked just after hitting way-point 47.

At the end of the simulated flight the StarCommand output (pictured in Fig. 4.9) showed that the capture group had requested the simulated Gazebo Camera to take 1131 images. Of these 1131 requests 152 of them failed. It was also noted that in the Tagger node there were 1179 data processing requests (this is expected as that 1331 minus 152 gives 1179) with 0 documented failures. The Write to Disk node received 1177 data processing requests and also 0 documented failures. The undocumented 2 image deficit between the Tagger node and the Write to Disk node is concerning and needs to be investigated further as no data capture failures or data processing request failures should go undocumented.

![GazeboCam](image)

*Fig. 4.9: The StarCommand summary showing the number of requested data captures and data capture failures for each node individually.*

The images were then examined and it was found that they included appropriate meta-data information. This meta-data can be examined using the Linux command-line utility `exiftool` [84]. The output of the `exiftool` utility is provided:

---

These failures are more than likely caused by inconsistencies in how quickly the simulated camera is able to produce data. Occasionally a new capture will be triggered when the previous data capture had not yet finished, this results in a failed capture. The root cause of this error still needs to be investigated.
<table>
<thead>
<tr>
<th>ExifTool Version Number</th>
<th>: 12.40</th>
</tr>
</thead>
<tbody>
<tr>
<td>File Name</td>
<td>: DSC00500.jpg</td>
</tr>
<tr>
<td>Directory</td>
<td>: .</td>
</tr>
<tr>
<td>File Size</td>
<td>: 789 KiB</td>
</tr>
<tr>
<td>File Modification Date/Time</td>
<td>: 2023:04:15 11:31:15-06:00</td>
</tr>
<tr>
<td>File Access Date/Time</td>
<td>: 2023:04:15 11:49:03-06:00</td>
</tr>
<tr>
<td>File Inode Change Date/Time</td>
<td>: 2023:04:15 11:31:15-06:00</td>
</tr>
<tr>
<td>File Permissions</td>
<td>: -rw-rw-r--</td>
</tr>
<tr>
<td>File Type</td>
<td>: JPEG</td>
</tr>
<tr>
<td>File Type Extension</td>
<td>: jpg</td>
</tr>
<tr>
<td>MIME Type</td>
<td>: image/jpeg</td>
</tr>
<tr>
<td>JFIF Version</td>
<td>: 1.01</td>
</tr>
<tr>
<td>Exif Byte Order</td>
<td>: Big-endian (Motorola, MM)</td>
</tr>
<tr>
<td>Subfile Type</td>
<td>: Full-resolution image</td>
</tr>
<tr>
<td>Make</td>
<td>: makename</td>
</tr>
<tr>
<td>Camera Model Name</td>
<td>: modelname</td>
</tr>
<tr>
<td>Orientation</td>
<td>: Horizontal (normal)</td>
</tr>
<tr>
<td>X Resolution</td>
<td>: 1</td>
</tr>
<tr>
<td>Y Resolution</td>
<td>: 1</td>
</tr>
<tr>
<td>Resolution Unit</td>
<td>: None</td>
</tr>
<tr>
<td>Software</td>
<td>: USU AggieAir STARDOS</td>
</tr>
<tr>
<td>Modify Date</td>
<td>: 2023:04:15 11:31:15</td>
</tr>
<tr>
<td>Y Cb Cr Positioning</td>
<td>: Centered</td>
</tr>
<tr>
<td>Exif Version</td>
<td>: 2.30</td>
</tr>
<tr>
<td>Date/Time Original</td>
<td>: 2023:04:15 17:31:14</td>
</tr>
<tr>
<td>Components Configuration</td>
<td>: Y, Cb, Cr, -</td>
</tr>
<tr>
<td>Flashpix Version</td>
<td>: 0100</td>
</tr>
<tr>
<td>Color Space</td>
<td>: Uncalibrated</td>
</tr>
</tbody>
</table>
GPS Version ID : 2.2.0.0
GPS Latitude Ref : North
GPS Longitude Ref : West
GPS Altitude Ref : Above Sea Level
GPS Satellites : 13
GPS Measure Mode : 3-Dimensional Measurement
GPS Dilution Of Precision : 0.8
XMP Toolkit : XMP Core 4.4.0-Exiv2
Roll : -0.36909249424934387
Pitch : 0.06491302698850632
Yaw : -0.36090824007987976
Image Width : 3840
Image Height : 2160
Encoding Process : Baseline DCT, Huffman coding
Bits Per Sample : 8
Color Components : 3
Y Cb Cr Sub Sampling : YCbCr4:2:0 (2 2)
Image Size : 3840x2160
Megapixels : 8.3
GPS Altitude : 517.5 m Above Sea Level
GPS Latitude : 41 deg 34' 13.90" N
GPS Longitude : 112 deg 7' 47.81" W
GPS Position : 41 deg 34' 13.90" N, 112 deg 7' 47.81" W

Some of the key features to note are the GPS altitude, latitude, and longitude as well as the aircraft attitude (roll, pitch, and yaw). These fields would not be present in an image that has not been tagged as is shown in section 5.4. Because this meta-data information was attached to the images by the STARDOS Tagger node they can be more easily processed by a photo stitching (or photogrammetry) software as described in section 1.3 to create an...
Two example images from the data set are shown below in Fig. 4.10a and Fig. 4.10b. These images represent the re-sampled data set. Fig. 4.10a was taken while the aircraft was in level flight, the majority of the images in the data set are taken like this. Images that are taken during level flight are preferred as the image can be projected almost straight down on to the ground plane. Fig. 4.10b was taken while the aircraft was turning in flight. Images like these can still be used by the photogrammetry software because the tagger node includes the attitude of the aircraft, this allows the images to be projected at an angle down to the ground and into their appropriate location.

The images in the re-sampled data set were then put into the photogrammetry software Metashape [85]. The software initially showed the location that the images were taken, as indicated by the GPS data in the image meta-data. The output is shown in Fig. 4.11. It is important to see the similarity to the actual flight path of the aircraft, shown in Fig. 4.8. Each blue dot represents an image center, which indicates where the image was taken. This information is extracted from the GPS meta-data.

Using Metashape the re-sampled data set is turned into a re-sampled orthomosaic by aligning the images to make their features match up. This is shown in Fig. 4.12 where the images have been aligned. The black lines in the image are showing how each image was projected down onto the ground based on the attitude of the aircraft at that point, as well as how the features aligned in the photos.

A final output of the re-sampled Orthomosaic was generated using Metashape. In this there are a few places where the software was either unable to stitch the images, or the images were incorrectly placed. These artefacts mostly showed up around where the aircraft was turning. This indicates that there was insufficient overlap of images around those points. The final Orthomosaic generated by Metashape is shown in Fig. 4.13.

The Metashape software is able to generate a report that includes an analysis of the survey data. This report includes an image about the camera locations and error estimates as well as an image showing the image overlap. These images are shown alongside the final
(a) An example image that was taken using the simulated camera over the simulated environment while the aircraft was in level flight.

(b) An example image that was taken using the simulated camera over the simulated environment while the aircraft was turning in flight.

Fig. 4.10: Example images that are part of the re-sampled data set. These images were taken using the simulated camera over the simulated environment as shown in Fig. 4.2.
Fig. 4.11: The photogrammetry software tool Metashape showing the locations of the image centers. This indicates where the images were taken with respect to one another.

orthomosaic in 4.14. The Metashape report shows that there were locations near some of the turns that were not imaged at all. This explains the difficulty of stitching and lack of image overlap in those areas.

The re-sampled orthomosaic can now be analyzed and compared against other data sets. Potentially more simulated test flights could be flown with varying flight patterns or by altering the camera slightly, then comparisons can be made to see how the data changes as individual variables are altered between flights. More importantly, real-time processing algorithms can be tested and proven in a simulation environment using STARDOS. In this example the images were collected and processed after the flight. STARDOS allows for
Fig. 4.12: The re-sampled orthomosaic output after the photos have been aligned using Metashape. The black lines and blue squares indicate the camera position and pose, based on the aircraft position, attitude, and the image alignment. The blue spheres represent the location that an image was taken of images that could not be aligned with the others.

varying processing nodes that process the data during the aircraft flight. This would allow users to perform a flight and have actionable data by the time that the aircraft lands. The cohesive simulation platform allows for this to be tested.

4.5 Summary

In section 4.1 the constraints of the project are introduced. In 4.2 the evaluation of various sUAS simulators were discussed and the decision to use the Gazebo Classic simulator was explained. In section 4.3 the development of the novel cohesive simulation platform for CAASO was presented. In section 4.4 the simulation platform for CAASO was demonstrated through a test flight using STARDOS and the image processing results were shown. This platform provides the ability to improve the process of collecting scientific quality data. Having the ability to simulate the entire data collection process is valuable.
This simulation platform allows users to go through that process and improve their scientific data collection without having to take on the risks that are associated with flying a real sUAS.
Fig. 4.13: The final orthomosaic output. This is the re-sampled orthomosaic, which was recreated completely from the images taken in the simulation environment by the simulated camera.
Fig. 4.14: The final orthomosaic (left) alongside the report generated analysis of the image location errors (middle) and the analysis of image overlap (right).
The simulation platform described in chapter 4 allows users to test out their sUAS data collection systems in a lab environment. This is done without having to take on any of the risks associated with a real sUAS flight (see section 3.1). While this simulation platform allows users to prove and test their systems, there truly exists no replacement for testing a system on an actual sUAS flight. There will always exist some difference between a simulation and the real world (especially when considering the actual hardware of an sUAS).

5.1 Testing Platform Motivation

This chapter presents a cohesive testing platform for CAASO. This platform provides a natural stepping stone for moving from testing in the simulation platform presented in chapter 4 to testing on larger sUAS systems. This stepping stone is the testing platform presented here.

With a desire to collect more scientific data, a larger sUAS platform needs to be used that has increased flight time and increased payload capacity. With greater flight time and payload capacity, however, often comes an increase in operational cost, an increase in operational overhead, and an increase in operational risk.

For example, AggieAir has recently published on the 55-lb sUAS system GreatBlue (shown in Fig. 3.1) that they have used for some of their data collection [16]. This system is very capable: nominal flight time of 2.5 hours, max payload weight of 11 pounds, an average cruising speed of 50 miles per hour, and an estimated max ground coverage (at an altitude of 2600 ft.) of 16000 acres.

The capability of the GreatBlue sUAS, however, requires that the system have a greater
operational overhead cost associated with its use. The operation of the GreatBlue sUAS requires a minimum crew of two team members. The operational flight of a GreatBlue sUAS must be done by an FAA certified Part 107 [86] pilot that has received proper training on the GreatBlue sUAS system. The operational pre-mission and pre-flight preparation includes a more intense process to ensure that the aircraft is fully ready for flight.

In addition to these, and other, operational costs associated with the GreatBlue system, the payloads that are designed to be used in the operation of a GreatBlue sUAS are often more complex. One example of this is the AggieAir payload that is described by Coopmans et al. in “A 55-pound Vertical-Takeoff-and-Landing Fixed-Wing sUAS for Science: Systems, Payload, Safety Authorization, and High-Altitude Flight Performance” [16]. Another complex payload is described by Duncan et al. in “Integration and operation of a sUAS-based multi-modal imaging payload equipped with a novel communication system enabling autonomous platform control” [87]. Payloads such as these require their own pre-flight verification and have their own complexities. When attempting to test a new scientific data collection systems (such as AggieAir’s STARDOS) while also trying to integrate with these more complex payloads it takes more time and effort.

To overcome these challenges a cohesive testing platform for CAASO is presented in this chapter. This chapter describes how this testing platform was created and can be used. A simple, affordable, thermal mapping sUAS payload is described in section 5.2. The integration of this payload with AggieAir’s MiniBlue sUAS aircraft and the STARDOS system is described in section 5.3. Finally, the results of a test flight performed with the testing platform are presented in 5.4.

5.2 Simple, Affordable, Thermal mapping sUAS Payload

Thermal imagery collected from a drone has many use cases as described in section 3.3. However, there are a few challenges associated with using an sUAS to collect thermal imagery. Thermal cameras are more often used in complex sUAS payloads, similar to the ones mentioned in section 5.1. Additionally, high end thermal cameras can cost thousands of dollars [69] [70].
This section presents a payload for the testing platform for CAASO. The payload is made from simple commercial off the shelf components, so that it can be easily duplicated by others. Additionally, it is affordable (affordable in this research is defined as costing less than $500 USD.) making it more accessible for others to use and recreate. Furthermore, it has both a thermal camera and an RGB camera. For these reasons the payload has been titled the simple, affordable, thermal mapping sUAS payload (also referred to in this work as the payload or the thermal payload).

New thermal camera developments has made smaller and lower-cost thermal technology available. Both high quality higher cost and low quality lower cost thermal cameras have their own unique use cases. The Flir Lepton 3.5 thermal camera used in this research is a radiometric thermal imager with an accuracy (in low gain mode) of ±10°C (see [88]) according to the data-sheet. In comparison, the higher quality thermal imagers used in the AggieAir Payload described in [16] and [17] (Infrared Cameras Incorporated Thermal Infrared 9640 P) have a radiometric accuracy of ±0.2°C according to the data-sheet.

Higher quality cameras are valuable for the deep scientific insights that they can provide. They yield a higher resolution and more accurate data sets. This allows scientists to draw more accurate conclusions and therefore suggest more informed actions based on the data provided. Lower quality thermal cameras produce lower quality data, but they can be used in use cases where the quality is of less concern (in some cases low quality data is better than no data) or potentially where the risk of losing the payload is high. This new, more affordable thermal camera technology was taken advantage of in the development of the simple, affordable, thermal mapping sUAS payload.

To create the thermal mapping payload the FLIR Lepton 3.5 Thermal Camera ($164.00 USD) [89] paired with a micro-USB board ($109.00 USD) [90] is used as the affordable thermal sensor. This is paired with a Raspberry Pi 4 ($55.00 USD) [91] as the payload computer. Furthermore, a high quality Raspberry Pi Camera for the RGB data ($50.00 USD) [92] is paired with an appropriate camera lens ($50.00 USD) [93]. A summary of

---

1. This specific camera lens was not used in this work, because a different lens was already available in AggieAir’s lab, but using this lens is sufficient to make the payload.
these parts and their cost is shown in table 5.1.

On top of the cost of these individual components, there are small additional costs for mounting the payload hardware to the drone and for connecting cables to connect the various components for needed data and power. A system diagram showing the hardware components and their connections is shown in Fig. 5.1. Pictures of the fully assembled simple, affordable, thermal mapping payload are shown in Fig. 5.2a and Fig. 5.2b.

Table 5.1: A cost breakdown of the key components used to make the simple, affordable, thermal mapping payload.

<table>
<thead>
<tr>
<th>Component</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flir Lepton 3.5</td>
<td>$164.00 USD</td>
</tr>
<tr>
<td>Flir Lepton Micro-USB Board</td>
<td>$109.00 USD</td>
</tr>
<tr>
<td>Raspberry Pi (4 GB version)</td>
<td>$55.00 USD</td>
</tr>
<tr>
<td>High Quality Raspberry Pi Camera</td>
<td>$50.00 USD</td>
</tr>
<tr>
<td>Lens for the Raspberry Pi Camera</td>
<td>$50.00 USD</td>
</tr>
<tr>
<td><strong>Total Cost</strong></td>
<td><strong>$429.00</strong></td>
</tr>
</tbody>
</table>

Fig. 5.1: A system diagram of the simple, affordable, thermal mapping sUAS payload hardware setup.
When using this payload the user can fly an sUAS and test out various systems and algorithms without the fear of losing an expensive thermal camera or expensive payload system. This payload can be flown when low quality data is better than no data, or when testing with an experimental aircraft that may have a high risk of crashing. Additionally, if flying in an emergency situation or near hazardous materials the user can dispose of the aircraft if necessary and not incur a significant financial loss.

5.3 Testing Platform Development

This section describes how the simple, affordable, thermal mapping sUAS payload was combined with AggieAir’s MiniBlue [16] aircraft and the PX4 Hardware in the Loop simulation to create the cohesive testing platform for CAASO. The objective of the testing platform is to provide an opportunity for testing out new sUAS payload systems (such as AggieAir’s STARDOS), without having to risk larger and more expensive sUAS systems and payloads. This provides the benefits mentioned in the first paragraph of chapter 5 and in section 5.1.

AggieAir designed the GreatBlue platform, as mentioned in sec 1.3.2. In order to test out the system design the MiniBlue platform was created. AggieAir’s MiniBlue (shown in Fig. 5.3) platform is a smaller quad-plane VTOL aircraft with the main material being styrofoam. MiniBlue has a lower payload capacity and reduced flight time in comparison to GreatBlue. These reductions, however, are an advantage as the aircraft is easier to use, safer (as it weights less), and when it is crashed it is easier to repair because of the materials used in its construction.

As described in [16] the MiniBlue platform “is a full-system trainer for GreatBlue. Wholly similar in some aspects (a transition VTOL aircraft with two power supplies and a combined payload computer/safety copilot), MiniBlue is only 6 pounds GTOW (Gross Takeoff Weight), and costs less than $1400” [16]. This simpler and more affordable sUAS aircraft is paired naturally with the simple, affordable, thermal sUAS payload.

Additionally, in preparation for an sUAS flight with the cohesive testing platform the simulation platform described in the previous chapter can be applied. Furthermore,
Fig. 5.2: Images of the simple, affordable, thermal mapping sUAS payload.

(a) The simple, affordable, thermal camera payload fully assembled.

(b) The simple, affordable, thermal camera payload mounted to AggieAir’s MiniBlue Aircraft.
Fig. 5.3: AggieAir’s MiniBlue platform, a quad-plane VTOL aircraft.

hardware simulation testing can also be done using PX4’s Hardware in the Loop (HITL) setup as described in the PX4 documentation [94]. The HITL simulation can be run allowing the user to use a hardware autopilot and a hardware payload. This allows for simulation using actual hardware to occur before an actual sUAS data flight occurs.

The HITL setup is a key piece of the cohesive testing platform as it provides a bridge between the cohesive simulation platform (where everything is performed in simulation) and a real sUAS flight (where there is no simulation and actual autopilot and payload hardware are used). The HITL setup tests using both simulation, by simulating a flying aircraft, and hardware, by using a hardware autopilot and a hardware payload. An ideal simulation and testing workflow would follow the flow illustrated in Fig. 5.4.

The combination of the simple affordable thermal payload, AggieAir’s MiniBlue platform, and the use of the PX4 HITL setup creates the cohesive testing platform for CAASO.

5.4 Testing Platform Flight and Results

In this section an example test flight using the combination of AggieAir’s MiniBlue and the simple, affordable, thermal mapping sUAS payload is presented. This flight with the
payload demonstrates the use of the cohesive testing platform. The results from the flight are analyzed and improvements are suggested based on the flight test results.

The test flight was performed on April 25th, 2023 at approximately 4:00pm. Only a VTOL flight was performed, due to weather, using the quad-rotor motor system. The horizontal flight capability of the MiniBlue platform was not tested during this flight, so this resulted in only a short data collection flight.

After the flight, the flight logs were recovered from the autopilot analyzed using PX4’s log viewer web application [1]. The resulting flight path is shown in a screenshot of this log analysis tool in Fig. 5.5.

The flight location was on Utah State University campus in the parking lot next to the AggieAir lab (GPS coordinates of Flight 41.742904 N, 111.807116 W). A vertical takeoff
was performed with the quad-rotor system, and a flight of approximately 2 minutes was flown manually by a safety pilot in the stabilized flight mode. The stabilized flight mode is described in the PX4 documentation: “The multicopter will level out and stop once the roll and pitch sticks are centered. The vehicle will then hover in place/maintain altitude - provided it is properly balanced, throttle is set appropriately (see below), and no external forces are applied (e.g. wind)” [95].

The simple, affordable, thermal mapping sUAS payload used a STARDOS configuration that consisted of 2 different manually activated capture groups. One capture group for triggering captures using the High Quality Raspberry Pi camera and one capture group for triggering captures at a different rate for the Flir Lepton sensor. Because it was desireable to have the lower quality Flir Lepton camera capture images at a different rate it needed to be in an independent capture group from the Raspberry Pi camera. This feature, of taking images at different rates, was not tested in the test flight shown, but it was tested in a previous test flight.
The Raspberry Pi camera capture group triggered image captures with 400 milliseconds between captures (giving approximately 2.5 images per second). The images produced by the Raspberry Pi camera were passed to a STARDOS tagger node. Once these images had been tagged with the appropriate meta-data they were passed to a disk writer node which would write them to the disk for permanent storage. The Flir Lepton capture group was set up similar to the Raspberry Pi camera capture group. Images were captured with 400 milliseconds between captures. These images were passed to a tagger node which then passed the tagged images to a disk writer node. A diagram depicting how the payload was configured is shown in Fig. 5.6.

![Diagram](image)

**Fig. 5.6:** A diagram depicting the capture group and node layout used in the test flight of the simple, affordable, thermal mapping sUAS payload on AggieAir’s MiniBlue platform.

Before the flight numerous tests were done using the PX4 hardware in the loop simulation setup with the same payload and STARDOS configuration setup as would be used
in actual flight.

In a previous test flight a few issues with the payload setup had been identified:

1. The capture rate for the thermal images (9 images per second) produced images faster than the STARDOS tagger node was able to process them. At the end of the flight the payload was stopped before all of these images could be tagged with the appropriate meta-data. This left about 347 images unprocessed.

2. After looking at the images generated during the flight it was determined that image capture stopped part way through the flight. This left a significant portion of the flight without captured data.

3. Many of the images seemed to be tagged with the same meta-data tags instead of with newer updated information. On certain groups of images, the GPS tags were not updated to a new location.

4. The Raspberry Pi Camera had too great of exposure, so much so that most of the images appeared to be white.

After the first flight and with more testing on the HITL setup, these issues were resolved. Several of them were related to capturing the thermal images too quickly, causing CPU overloading. For this reason, the second flight reduced the thermal image capture rate to the same rate as the raspberry pi camera capture group, instead of the 9 frames per second that had be captured previously. Additionally, adjustments were made to correct the over exposure on the raspberry pi camera images.

Because these issues were able to be resolved this shows the utility of the cohesive testing platform. An initial data collection flight using an sUAS was used to test out and push the limits of the STARDOS architecture. This lead to newly discovered issues that may not have been come up if it had only been tested in simulation. After this data collection flight the logs could be analyzed to determine root causes of the problems so that the STARDOS architecture could be improved and used in future tests and eventually
for scientific data collection flights on larger platforms such as AggieAir’s GreatBlue with larger and more complex payloads.

After resolving these issues, a second scientific data collection flight was flown. A data set was collected from the successful flight. During the flight approximately 200 thermal images were taken by the FLIR Lepton and just under over 200 RGB images were taken by the Raspberry Pi camera. An example of the meta-data that was attached by the STARDOS tagger node is shown here as output by the Linux command line utility `exiftool` [84]:

```
ExifTool Version Number : 12.60
File Name : FlirLepton_000100.tif
Directory : .
File Size : 45 kB
File Modification Date/Time : 2023:04:25 16:28:38-06:00
File Access Date/Time : 2023:04:25 17:08:57-06:00
File Inode Change Date/Time : 2023:04:25 17:08:57-06:00
File Permissions : -rw-r--r--
File Type : TIFF
File Type Extension : tif
MIME Type : image/tiff
Exif Byte Order : Little-endian (Intel, II)
Image Width : 160
Image Height : 120
Bits Per Sample : 8 8 8
Compression : LZW
Photometric Interpretation : RGB
Make : makename
Camera Model Name : modelname
Strip Offsets : (Binary data 45 bytes, use `-b` option to extract)
Orientation : Horizontal (normal)
```
Samples Per Pixel : 3
Rows Per Strip : 17
Strip Byte Counts : (Binary data 38 bytes, use -b option to extract)
Planar Configuration : Chunky
Software : USU AggieAir STARDOS
Modify Date : 2023:04:25 16:28:38
Predictor : Horizontal differencing
Sample Format : Unsigned; Unsigned; Unsigned
XMP Toolkit : XMP Core 4.4.0-Exiv2
Roll : 0.007716231979429722
Pitch : -0.005419141612946987
Yaw : 1.7308346033096313
Exif Version : 2.30
GPS Version ID : 2.2.0.0
GPS Latitude Ref : North
GPS Longitude Ref : West
GPS Altitude Ref : Above Sea Level
Image Size : 160x120
Megapixels : 0.019
GPS Altitude : 1477.4 m Above Sea Level
GPS Latitude : 41 deg 44’ 34.32” N
GPS Longitude : 111 deg 48’ 25.55” W

Some key parts of this meta-data include the GPS altitude, latitude, and longitude in addition to the attitude (roll, pitch and yaw) information of the aircraft. In contrast if we look at the default meta-data of an image, from a previous test flight, that did not get processed by the STARDOS tagger node we see the following:

ExifTool Version Number : 12.50
File Name : FlirLepton_002000.tif
The absence of the GPS and attitude information is noted as well as well as many other fields. This meta-data information needs to be added on to the images in order for them to be successfully processed by an image stitching software.

Examining the images we see the results of the test flight with the simple, affordable
thermal mapping sUAS payload. Samples of these images are provided in Fig. 5.7, Fig. 5.8, Fig. 5.9a, Fig. 5.9b, Fig. 5.10a, and Fig. 5.10b.

Fig. 5.7: A sample of the resulting thermal images from the test flight with the simple, affordable, thermal sUAS mapping payload.

This test flight, overall, proved valuable in testing and proving the design and implementation of the STARDOS architecture. Without an initial hardware flight test the issues identified may not have become readily apparent. The ability to fix the issues and easily perform a second test flight with the fixes implemented demonstrates the utility of having a testing platform as it allows for incremental testing and improvements in a scientific data collection system.

5.5 Summary

In this chapter a cohesive testing platform for CAASO is presented. In section 5.1 appropriate motivation is given demonstrating the need for a cohesive testing platform. In section 5.2 the simple, affordable, thermal mapping sUAS payload is presented, providing
Fig. 5.8: A sample of the resulting RGB images from the test flight with the simple, affordable, thermal sUAS mapping payload.

a solid payload foundation for the cohesive testing platform. Next, in section 5.3, the system integration is described of the simple, affordable, thermal mapping sUAS payload with AggieAir’s STARDOS architecture. Finally, in section 5.4 the results from a successful data collection flight using the testing platform for CAASO are presented.
(a) An example thermal image of a dumpster that was flown over from the High Quality Raspberry Pi RGB camera.

(b) An example thermal image of some cracks in the pavement as captured by the High Quality Raspberry Pi RGB Camera.

Fig. 5.9: RGB images from the test flight.
(a) An example thermal image of a dumpster that was flown over from the Flir Lepton thermal camera.

(b) An example thermal image of some cracks in the pavement as captured by the Flir Lepton thermal camera.

Fig. 5.10: Thermal images from the test flight.
CHAPTER 6

CONCLUSION

This work presents a cohesive simulation and testing platform for civil autonomous aerial sensing and operations. In chapter 1 the motivation for this research work is presented along with detailed background information. In chapter 2 a summary of AggieAir’s STARDOS architecture is presented. In chapter 3 related and relevant previous work is explored providing a foundation on which the research presented in this work could build upon. In chapter 4 a novel cohesive simulation platform is presented and information is given about how it can be used for the development and testing of sUAS data capturing systems. In chapter 5 a novel cohesive testing platform is presented and a test flight and the results from this test flight are presented.

AggieAir’s STARDOS architecture was described in chapter 2. Although the development of AggieAir’s STARDOS architecture was not the focus of this research, STARDOS and the cohesive simulation and testing platform have played motivating roles in the development of one another. Without the cohesive simulation and testing platform AggieAir’s STARDOS would have taken much more time to develop. Having a simulation and testing platform allowed for many key parts of AggieAir’s STARDOS to be tested thoroughly in the lab and on the testing platform as needed.

Additionally, the development of STARDOS motivated the development of the cohesive simulation and testing platform because of the key role that testing plays throughout the development of sUAS systems.

Furthermore, A cohesive simulation environment allows a large variety of testing to be done without the risks associated with an actual sUAS flight. Using the cohesive simulation platform avoids the challenges such as airspace access, sUAS flight worthiness, and payload management. The objective of this research was aligned with one of AggieAir’s objectives: to improve the process by which scientific quality data can be collected. This was achieved
by providing a cohesive simulation and testing platform for CAASO.

This platform creates a natural progression for moving from a development simulation environment, to a HITL setup for testing hardware and software systems, to actual test flights using the cohesive testing platform for testing almost all of the same factors (hardware and software) that will be present in a larger sUAS system, and finally to fully functional flight operations.

Future work includes:

- Determining which quality metrics are most valuable when making comparisons between re-sampled orthomosaic data
- Performing multiple simulation test flights with the simulation platform and comparing these results to improve real sUAS data collection
- Testing faster simulation speeds with the cohesive simulation platform and Gazebo Classic
- Scaling the Gazebo simulation environment such that the features shown are appropriately to scale
- Adding digital elevation models to the Gazebo simulation platform
- Implementing methods by which the cohesive simulation and testing platform could be used for crew training and mission preparation

The work described in chapters 4 and 5 illustrate the development of the cohesive simulation testing platform for civil autonomous aerial sensing and operations. This work focused on improving the process by which scientific data can be collected using an sUAS through the cohesive simulation and testing platform for CAASO by providing natural stepping stones for simulating and testing scientific data collection systems.
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A.1 File Modifications made for creating and building the quad-plane VTOL camera aircraft

This is where modifications and additions to the PX4 repository [44] are described. All paths are relative the the home directory of the PX4 repository.

In the Tools/simulation/gazebo−classic/sitl_gazebo−classic/models/ directory the standard_vtol_cam folder was added. Inside of that folder two files were created:

- standard_vtol_cam.sdf - The sdf file provides the description needed to create the quad-plane vtol camera aircraft.
- model.config - The config file provides some basic description about the quad-plane vtol camera.

In the src/modules/simulation/simulator_mavlink/ directory:

- sitl_targets_gazebo−classic.cmake - this file was modified to include info about building the quad-plane VTOL airframe.

Lastly, in the ROMFS/px4fmu_common/init.d−posix/airframes directory:

- 1045_gazebo−classic_standard_vtol_cam - this file is used to describe the parameters that should be modified and/or set when running the quad-plane vtol camera aircraft.
- CMakeLists.txt - this file was modified to include info about building the quad-plane VTOL airframe.