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A basic objective of The Faculty Association of Utah State University, in the words of its constitution, is:

to encourage intellectual growth and development of its members by sponsoring and arranging for the publication of two annual faculty research lectures in the fields of (1) the biological and exact sciences, including engineering, called the Annual Faculty Honor Lecture in the Natural Sciences; and (2) the humanities and social sciences, including education and business administration, called the Annual Faculty Honor Lecture in the Humanities.

The administration of the University is sympathetic with these aims and shares, through the Scholarly Publications Committee, the costs of publishing and distributing these lectures.

Lecturers are chosen by a standing committee of the Faculty Association. Among the factors considered by the committee in choosing lecturers are, in the words of the constitution:

(1) creative activity in the field of the proposed lecture; (2) publication of research through recognized channels in the field of the proposed lecture; (3) outstanding teaching over an extended period of years; (4) personal influence in developing the character of the students.

David R. Stone was selected by the committee to delivered the Annual Faculty Honor Lecture in the Humanities. On behalf of the members of the Association we are happy to present Dr. Stone's paper.
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ARE PSYCHOLOGICAL PRINCIPLES USEFUL?
(A Guide to the Study of Human Learning)

DAVID R. STONE

To some extent, each person is his own doctor, his own economi st, his own historian, his own counselor, his own psychologist, and his own teacher.

It is said that a man who is his own lawyer has a fool for a client. Can the same be said of a man’s other roles? At least for learning (which professionally intersects education and psychology) any person may have the goal of helping himself to appreciate and evaluate the role of the learning professional.

A knowledge explosion has taken place in the area of learning, as in the many fields of science in the university. It is not now a sufficient answer to teach a person “how to think” or “how to learn.” We must give a guide to his selective attention for continued study. In this way the fantastic expansion of detail may be related to “sets or structures of basic knowledge,” so that the subsumptive organized pattern may give a sufficient context for adequate comprehension and evaluation.

In this presentation, we would like to name and illustrate five “clusters” of factors which are now known to influence learning behavior. Within these clusters are to be found specific independent variables now proven to affect behavior in measurable ways. These clusters include current material on environment stimulus control, readiness, aptitude, self-concept, perception, cognition, mode of attack, transfer, reinforcement, and feedback. the concept of thinking as a particularly important human behavior will be stressed.

Someone said that if fishes were scientists, the last thing they would study is water. So it has been in the area of learning and thinking in psychology. Scientific work in the study of human thought has been of relatively recent origin. While early philosophers discuss thinking, only in our century has emerged the monumental work of Bruner at Harvard, Luria and Vygotsky in Russia, and Piaget in Switzerland.
In studying cognition, and the new emphasis of perception, upon which cognitive behavior rests, we are studying on the frontiers of the science of learning.

THE OBVIOUS AND THE COMPLEX

How are the concepts of "photosynthesis," "vector and valence," "gross national product" made understandable for an interested layman? The same problem exists in psychology for such terms as "transfer," "cognitive transformation," "stimulus equivalence," and "information processing."

In any science, we may look grossly or minutely at the available data. Gross aspects are more easily put into lay terms. Data also has dynamic and static qualities. We may study behavior "in motion," or as "abstraction." It is the assumption here that an active checking process is required to maintain a flexible balance between our symbolic representation of reality, and reality itself. Language as a tool can be used to discover truth, to capture it, but also to distort it.

The interested person cannot expect to understand any science without the effort needed to master some basic terms. After you have simplified "photosynthesis" or "cognition" by description or in simple terms, it is then both economical and an intellectual necessity to use the terms correctly to relate them to the context of a body of scientific knowledge. Space-flight language, while jargon in a sense is highly critical jargon. Such learning is not for mere entertainment.

We are not here referring to the overly-detailed use of a technical term to impress others as in lilium for lily (although this is sometimes appropriate). Nor are we talking about substituting wee wee for urinate. We are saying that a genuine desire to learn about learning is going to require the mastery of some "clusters" of technical terms, which then can be used to define principles of behavior in five process-areas.

These will be defined as needed in the discussion to follow. It should be clear that an area of science can be as simple as its name, or as complex as its discoveries. It depends on how much interest we can cultivate and how much effort we are
willing to give to its mastery. Too often the apathetic will say: "What I understand is so simple I don’t need to study," or "What I don’t know is so complex I won’t even start to learn it."

Learning theory, for example, can be so expressed that the most simple and powerful means of teaching and learning can be clearly revealed. At the same time, issues so complex as to challenge the ingenuity of the most profound and rigorous scientific endeavor can also be set up for study. The era of conflicting theory is disappearing, and it is being supplanted with an "it depends" approach which matches a theory to a given kind or degree of complexity in the learning task (Gagne, 1968).

The same has been true in all areas of science. For example, Slater points out that:

Physicists realized, during the years from 1924 to 1926, that something new was in the air. Wave mechanics was discovered by Schrödinger in 1926, and it was a great and startling achievement; but the time was ripe for it, and other developments had foreshadowed it.

. . . The more direct line of attack which led to wave mechanics, however, went far back in the quantum theory, to the early puzzle as to whether light was a wave motion or a motion of corpuscles. Einstein’s explanation . . . failed to appeal to a good many physicists . . . It obviously carried no explanation of all the phenomena of interference and diffraction, on which the wave theory of light had been solidly based for a hundred years. The feeling gradually grew up that somehow both theories must be simultaneously right: that there must be some sort of radiation field, governed by electromagnetic theory, and showing the properties of interference and diffraction, but which did not itself carry energy, but merely served in some way to guide the photons (p. 164).

We will propose that a variety of theories are necessary to explain learning phenomena, and that rather than being termed "eclectic" this approach can now be called "neo-behavioristic," "functionalistic," or "comprehensive integrated."

SCIENTIFIC METHODS IN THE STUDY
OF LEARNING BEHAVIOR

The discoveries to be reported here are based on one of four methods:

(1) Observational
(2) Direct Action
(3) Correlational, and
(4) Experimental

OBSERVATIONAL

In a series of classical observations, Piaget (1952) has developed a challenging theory of cognitive growth. His carefully documented observations, together with a unifying theory has merited extensive professional praise. In going beyond the persuasive theoretical constructs of Erickson (1950) who has described stages of maturity, and Maslow (1954), who has a hierarchic theory of motivation, Piaget particularly has shown how careful observational support can strengthen and elaborate the best theory.

DIRECT ACTION

Scientists such as Skinner working in some areas of operant conditioning, view the hypothesis as only a possible afterthought rather than a guide. These scientists have made important contributions to the understanding of learning behavior by their insistence; that is, you can define the required behavior, you can "shape" it by appropriate reinforcement.

CORRELATIONAL

Much of the work of learning scientists is based on a discovery technique which takes an extensive sample of tested behavior and compares it part by part, in a way that allows the appearance of "factors." If a new test is correlated with an old, it merely supports the previous factor, but it is as exciting as

References in ( ) will be given later.
finding a new star to find some aspect of intelligence or personality which does not correlate with previously tested behavior. Factor analysis techniques by Guilford (1959) now suggest, for example, that the IQ concept is obsolete, for at least 120 varieties of mental aptitude are implied in his matrix model.

Obviously a year’s time could easily be devoted to this small area alone. Psychologically defined behavior is now so documented as to require over 20 sub-area specialities.

The fascinating work of Kagan and Wallach (1965) is an excellent example of how the correlation method can tease out the concepts of “creativity” in a measurable way. This kind of ingenuity compares favorably in our field with the magnificent work of Ramsay (1889) who discovered neon. Psychology is now rapidly developing such a history of discoveries as we have found in the exact sciences.

**EXPERIMENTAL**

Much of the work of science requires the setting up of an “educated guess” or “hunch” which is an hypothesis regarding the classic independent variable of the controlled scientific experiment. In this case a new procedure is compared under strict control with other groups who get no treatment or varied treatments.

In the following discussion of the now secure principles in the applied learning area, we will be referring to scientific work based on these four methods.

**ARE PSYCHOLOGICAL PRINCIPLES OBVIOUS?**

While it is true that a wave of genuine interest in psychology is apparent, it is equally true that many trite, shallow, and even dangerous misconceptions exist which lag far behind the now available data.

Cronback (1963) said:
To some beginners in . . . psychology, all its principles seem obvious. When the professor enunciates a principle and reports the evidence to back it up, the student may think, "That's just common sense." And sometimes mutters, "Why do I need to study what anyone can see?" If psychology principles were not in accord with everyday experience, however, they would be suspect, since psychology claims to account for the behavior of normal people. A formal science of psychology with experiments, special vocabulary, professors, and textbooks is necessary because on some matters the long-accepted common-sense view is wrong. Only after careful investigation do we know whether a common-sense statement is true or merely persuasive."

(For example) Despite its unfinished business, research on reading has turned up sensible facts that contradict what everybody once knew to be "obviously" true. The major task of . . . psychology is to help . . . discard "sensible" views that are too limited or based on inaccurate observations. The principles of . . . psychology should be acceptable both by rigorous scientific standards and by those of common sense.

In this writer's opinion, it is unfortunate that a wider segment of our citizenry cannot, as yet, benefit from training in general psychology which would tend to protect them from naive beliefs regarding some kinds of parlor personality analysis, sleep learning, telepathy, improving genetic intelligence, some application of hypnosis, speed reading, and mind distortion as a substitute for true development and maturity.

ARE PSYCHOLOGICAL PRINCIPLES USEFUL?

My particular interest in educational psychology has been based on appreciation of general psychology. It is apparent to me that the educational process does not take place in the schools alone, as basic as they are, but exists in the broad field called behavior. Principles of applied learning can be helpful to parents, politicians, business leaders, farmers, engineers, child and family specialists, economists, historians, and ecologists — to name a few.

But, there are degrees of usefulness. There is an implied "so what?" to all theory or statements of principles.

David P. Ausubel and Floyd G. Robinson (1969) reviewed three viewpoints related to the application problem.
Three Views

The extrapolation view

This view holds that pure psychology can be projected from the lab to an educational setting. B. F. Skinner who has worked extensively with animals makes this assumption. Evidence indicates that powerful projections from animal behavior can be made to certain kinds of human learning. But, extrapolation has dangers as well.

The translation view

This view cautiously takes experimental findings from which tentative hypotheses are formulated.

An example of this approach can be found in current attempts to apply theories of "arousal" (Berlyne, 1960) to educational practice. It has been found ... that conflicting responses ... (arouse) curiosity ... and the organism will seek further information to reduce their conflict ... "(Ausubel and Robinson, 1969, p. 14)

This experiment suggests certain classroom procedures which could be tried based on arousal techniques.

William James (1899) favored the idea of relative freedom for the "so what" question.

... you make a great, a very great mistake, if you think that psychology, being the science of the mind's laws, is something from which you can deduce definite programmes and schemes and methods of instruction of immediate schoolroom use. Psychology is a science, and teaching is an art; and sciences never generate arts directly out of themselves. An intermediary inventive mind must make the application, by using its originality.

This kind of statement implies a high degree of confidence in the ability of a given student to use what is called discovery learning. We only wish it were more generally true.

The first principles view

In this view the psychologist focuses directly on a problem.
It recognizes that the complexity of . . . learning will propose many problems in designing experiments from which clear-cut results may be obtained, but it maintains that such experiments are possible, provided that sufficient ingenuity is brought to bear on them. (Ausubel and Robinson, 1969, p. 15.)

The educational psychologist is sometimes disappointed in the difference in extent and quality of the applications made by his student and colleagues from those which would seem to be powerful and obvious. Yet expectation for application can be unrealistic, similar to asking an economist, “How do I get rich,” or an historian, “What is the true account,” or to an agriculturist, “Give me a guaranteed yield.”

James’ position calls for creative discovery. This would be ideal, for citizens and colleagues would learn and use the material we have refined. Research done by the basic psychologist is refined into wholesale segments by the educational psychologist. This refined product is the substance of this paper. We have then traditionally left it up to students or educators to use this material in a creative particular way. This can be a highly satisfying way to use known principles, but anxious students often spoil it for themselves by their need to be told how to do it. The first principles view, however, is now being more widely adapted by the educational psychologist particularly for a consultant’s fee.

“Learning how to learn” as an answer emphasizes the process of learning, but we will point out that content as well as process is required to make the study of learning more useful to the individual.

We would challenge each person to try to find his own applications for each of the general principles and corollaries to be presented.

Each in its own way is a fascinating novel of discovery. Psychology can no longer be covered in a course on “contemporary views,” although a full general psychology course is the best starting point.

Unfortunately, we cannot yet begin to match chemistry in
numbers of verified principles. In the introductory chemistry course, for example, over 215 separate principles are covered (depending) while in general psychology it is more like 150.

It will be the plan, from here, to look at the five “clusters” of factors, then the 14 factors will be defined and illustrated. We have designed the paper to include exact references to representative literature for each factor. These are what the educational psychologist makes his stock and trade. We would like you to see what these researchers are doing. The range of titles is startling.

THE FIVE CLUSTERS

For the purpose of analysis, and in order to make the principles easier to understand, an audio-visual communication device is used here in the form of a model. It will be presented in two phases. The first shows five major clusters of factors which have an effect on learning behavior, and the second includes the separate factors.

Taking the person as the focus, Gestalt field-theory suggests that “psychological space” includes the person and his environment. So, we have situational factors. Anything “outside the skin” of the learner is included; such as other people, physical elements, cultural aims, and incoming stimuli.

If the person has readiness, the input is supported by the psychological sensory and brain processes. Also, a kind of filtering of experience has been related to the person’s aptitudes (mental, motor, and emotional). The residue of experience is called self. The self is the present status of actualized potential. Self is the core of the dynamic systems we refer to as a person. It consists of systems of knowledge, attitudes, and skills.

When an active state of readiness has assured that incoming data information will be supported in the person, we may then refer to the next stage of interpretation. There are two sub-stages. The first is perception. This process is periodically being rediscovered. Currently work in teaching discrimination to mentally retarded children has been productive, both in sensory and in symbolic systems. For example, the child is
Figure S-1  The five clusters
taught to pick out the one which is different from oxxx. Then he is led gradually to dbbb, ppqp, etc.

Cognition is the next factor in the process of interpretive behavior. Cognition or thought has been the uniquely human factor in any value judgement of human potential. "Man is a reasoning animal;" "Cogito ergo sum;" (Descartes — "I think, therefore I am"), "With all thy getting, get understanding," "I see;" "Conceptualizing behavior;" are all phrases related to cognition.

Korzybski (1933) speaks of man's "time-binding capacity." We transform dynamic experience into static (internalized) representation. We develop a sign or symbol to represent a referent. Accompanying this tentative sign process (cognitive), is the concurrent feeling system of affect (connotative meaning).

In the field of learning some doors are being opened now on undiscovered territory of the universe in inner space. To discover a critical concept within self is more important to a given individual than the discovery of a new planet. It is now possible to take a college course in perception and another in cognition, for example.

When incoming data has been processed, the organism is ready to make a response. We refer to perception and cognition as implicit responses. When unqualified, however, the word "response" is taken to mean the observable behavior of a "trial."

Under the general title of trial are included two factors, mode of attack and reinforcement. The respondent can be persistent or flexible in his trying; i.e., his mode of attack may vary in style. The reward structure (now currently much discussed in psychology as behavioral management) is related, as Thorndike put it "satisfying or aversive effect."

Without "knowledge of results" little improvement, if any, develops from a trial. The feedback process is one of profiting from activity. The process can be hidden (covert) or observable (overt). When some kind of correction is possible by the
person or an outside agent in the form of a suggestion, or an evaluative comment, or an awareness of substantial structural relationships, feedback is possible. Testing life's consequences, understanding, and awareness of how a detail can support or qualify a principle are all part of the process. When feedback is confirmatory an assimilation or use of experience is verifying. When feedback requires an enlargement of the mental structure, Piaget (1952) speaks of cognitive growth or accommodation. Such are generated in the feedback process.

THE 14 FACTORS IN FIVE CLUSTERS

We have now looked at five clusters of learning factors. Now we want to look more particularly at the 14 factors which make up the clusters.

The 14 factors are:

**Situational**

1. *Persons* influence the learning behavior of an individual.
2. The *physical environment* influences the learning behavior of an individual.
3. The *cultural environment* influences the learning behavior of an individual.
4. The kind, extent, and level of *the stimulus* influence the learning behavior of an individual.

**Readiness**

5. *Physiological processes* influence the learning behavior of an individual.
6. *Aptitudes* influence the learning behavior of an individual.

**Interpretation**

7. *Perception structure* influences the learning behavior of an individual.
8. *Cognitive structure* influences the learning behavior of an individual.
Figure S-2 The 14 factors
Readiness

9. **Self structure** influences the learning behavior of an individual.

10. **Transfer structure** influences the learning behavior of an individual.

Trial

11. **Mode of attack structure** influences the learning behavior of an individual.

12. **Reinforcement structure** influences the learning behavior of an individual.

Feedback

13. **Overt feedback** influences the learning behavior of an individual.

14. **Implicit feedback utilization** influences the learning behavior of an individual.

Of course, study and research will allow the definition of a wide variety of principles related to the 14 factors listed. Such can only be hinted at because the subject of learning is so broad and extensive at this level of detail. For each factor, only a small sample of research or discussion can be given. Several topics will be suggested by reference to research titles which indicate current effort. The numerical order fits figure S2.

**Topics and Examples and Research**

**Related to the 14 Factors**

**Factor 1. Persons**

Early work on one aspect of this factor was done by Moreno (1934) under the title "Sociometry." One common device is to make a sociograph. In it, one may observe "stars," cliques, isolates, mutual admiration societies, and general social structure. The arrows show choices in response to the question: "What persons would you like to work with on a committee?" Elementary charts show a much greater fluctuation than
high school. Parents and teacher are well aware of the influence of friends on a child's behavior. But, what are the dimensions of such effect?

Some generalizations that come from experimental work in varied aspects of this complex area are:

1.1 The social structure of the classroom may be quantified and graphed.
1.2 The teacher's expectations will influence the students's learning behavior.
1.3 Home atmosphere affects learning behavior.

Figure 1-1. Factor 1 — sociogram
1.4 Flexible grouping, team teaching, and peer-to-peer teaching allow a variety of interpersonal arrangements.

1.5 Teacher leadership style can change the learning atmosphere.

1.6 Dimensions of classroom leadership can be measured. Bartlett (1959), for example, isolated four dimensions:

(1) prestige, (2) contribution of ideas and information, (3) friendly atmosphere, and (4) policy and decisions.

1.7 Imitation can facilitate social learning.

1.8 Variations of group learning procedures produce

Figure 1-II. Factor — peers
changes in immediate and long term performance.

Some representative research includes:


Lippitt, R. and White, R. K. "An Experimental


Factor 2: The physical environment

The major areas of research here are: (1) The effect of material cultural deprivation; (2) ecological and geographical factors; (3) environmental control of classroom or work facilities; (4) optimum scheduling of resources; and (5) technological level.

Of the many hypotheses or principles which might be derived from the literature those selected here represent some of the more direct applications.

2.1 Animals raised in a restricted or aversive environment show a more limited behavioral repertoire than those in a normal or richer environment.

2.2 Cultural deprivation may affect IQ test scores and achievement.

2.3 Cultural deprivation may result in permanent aptitude damage.

2.4 Light and temperature can affect both feelings and output.

2.5 Noise levels affect classroom performance, but there are wide variations in adaptability to noise.

2.6 There are many ways to “enclose space” in addition to the traditional four walls.
2.7 Time may be controlled so that flexibility and individualization are enhanced.

2.8 Technological aids need careful evaluation and adaptation to particular conditions.

2.9 Human factors can overrule physical conditions as related to output.

Supportive research includes:


Figure 2. Factor 2 — a modern school


2.5 Sanders, Derek A. “Noise Conditions in Normal School Classrooms.” *Journal of Exceptional Children*, pp. 344-353.


Factor 3: The cultural environment

There are wide cultural variations in the definition and the attitude toward learning. The basic question is: "What does the culture want taught?" In this area should also be a consideration of how much national financial support is given to education. In this sense, factor 3 supports the level of physical environment sponsored in factor 2.

The focus of cultural impact of the school is reflected in statements of educational objectives. Such a focus clarifies exactly what is expected. Theoretically, it is based on a discussion between educators and the lay citizenry.

In this factor, the prime consideration is content. However, the sequence and difficulty of the content is most appropriately considered in factor 4 — the stimulus. Here, in factor 3, the broad, general objectives for education as in Kearney (1953) or French (1957) or Bloom (1956) must lead to the particulars of curriculation in a given major. What concepts and principles are to be selected for instruction? Grade placement is a later problem.

Here, a very real intersection takes place between the practical experience of the educator and the research interests of the psychologist (Blair 1948). Both content and behavior need to be related in curriculum development.

The major areas of research in this realm of cultural influences are: (1) Developmental tasks, (2) educational opportunities, (3) the "structure" of human knowledge, (4) the aims of a particular culture, as compared to others, (5) desired facts, attitudes, and skills, (6) the relation of readiness to desired behavior, (7) courses of study, units of instruction, and lessons, and (8) input from research to curriculum revision.
Some principles to be derived from research in the above areas include these:

3.1 To be effective, objectives should be stated in behavioral terms.

3.2 Vertical acceleration in a subject matter program seems to have no adverse effect on social adjustment, and does increase achievement.

3.3 A two dimensional chart is a standard basis for relating content to desired behavior.

3.4 Relating the variety of school subjects to a comprehensive theory of knowledge increases the share of integrative and meaningful learning.

3.5 Social forces seem to shape the curriculum more than organized curricular research.

Figure 3. Factor 3 — goal setting
3.6 Curricular objectives are now being stated with more precision and in behavior terms much more than 10 years ago.

3.7 Taxonomies of educational objectives have proven to be useful instruments in organizing curricular effort.

3.8 There is a need to relate research to practice.

3.9 A well organized unit or curriculum may be presented in any fashion. A well worked out content does not imply a mechanistic approach.

Some representative research includes:


Factor 4: The stimulus

The subject area of the “stimulus” is wide and deep. It does not refer merely to “what is stimulating.” It refers to the process of being able to relate to or utilize an incoming message. The audio-visual communications area focuses here. Whatever makes a message more meaningful is to be defined and illustrated. The difficulty of the lesson, its sequence and the teaching strategy in its presentation are all part of this area of study. Using Lewin’s notion of “psychological space,” all stimulus whether environmental or personal can be considered “external” to the process.

There are two appropriate learning theories to consider here.

(1) Contiguity theory. This holds that one stimulus may be substituted for another by single association. It is called, also, classical conditioning. It involves stimulus substitution. In teaching the child to use the written symbols “dog,” for example, you associate it with a real dog or a picture of a dog which serves as an adequate stimulus.

(2) Cognitive theory. This holds that if the lesson is structurally related to previously developed concepts, the student may assimilate or subsume the message directly.

Another theory, operant, figures prominently in the general area of trial. In all cases prior readiness is essential. The basic process is to relate a new, neutral stimulus to an older adequate or unconditioned stimulus. This association is a form of learning which results in a conditioned stimulus.

Major research topics are: (1) Kinds of stimulus tasks; (2) level of difficulty of concepts; (3) sequence of concepts; (4) teacher presentation strategy; (5) the use of programming for stimulus control; and (6) communication aids.
Some principles to be derived from research in these areas include these:

4.1 Task as a stimulus, as compared to verbal telling, requires more of learning by discovery.
4.2 Understanding the language process requires both conditioning theory and combinative mental structure theory.
4.3 Stimulus clarity aids concept learning.
4.4 Negative instances are valuable only in a restricted alternative problem.
4.5 Language has definable stimulus characteristics beyond mere sounds.
4.6 Message intelligibility is affected by presentation rate.

\[
\begin{align*}
(1) & \quad \text{Ad} \ S \ (UCS) \quad \longrightarrow \ R \\
(2) & \quad \text{Ne} \ S \\
(3) & \quad \text{Ne} + \text{Ad} \ S \quad \rightarrow \\
(4) & \quad \text{Ne} \rightarrow \ CS \\
(5) & \quad \text{CS} \rightarrow \text{Ne} \\
(6) & \quad \text{Ne} \rightarrow \ CS \quad [Sp \ Rec] \\
\text{OLD} & \quad \text{KNOWN} \\
\text{NEW} & \quad \text{UNKNOWN}
\end{align*}
\]

\text{Figure 4. Factor 4 – the stimulus}
4.7 Pictures are worth 999 words (some qualification noted).

4.8 A series of related experiences is necessary for the forming of single concepts.

4.9 Stimulus control may be achieved by the use of a teaching machine.

4.10 Stimulus intensity affects message decoding.

4.11 Thinking may be simulated and studied analytically by the programming of computers.

Related research includes these research reports:


4.2 Miller, George A. "Some Psychological Studies of Grammar." Presidential address delivered before the Eastern Psychological Association at Atlantic City, New Jersey, April 27, 1962.


Facto 5: Physiological

The senses mediate between man and his world. The problems relating to the functions of the brain and nervous system have a long history. Leibnitz held that senses merely allowed the unfolding of previous (monodic) structure, while Locke insisted on a mental tabula rasa (blank state) which is changed only by direct experience. Early attempts to explain brain function in terms of "muscle" strength led to the errors of "formal discipline" and "faculty psychology" which overstressed the physiological effects of repetition. The work of brain physiologists such as that of Lashley (1929) and Penfield (1958), has led to a more precise knowledge of these functions. In addition, the study of j n d's (just noticeable differences) by Wundt and later psychologists led to a more precise definition of sensory mechanisms.

Topics of interest and application to daily living include:
(1) How we see, hear, touch, smell, and sense temperature; (2) how the central and peripheral nervous systems are related with implications for stress and consciousness; (3) potential and limitations of brain functions, including its major parts; (4) the effects of sensory deficiencies requiring remediation (blindness, deafness, etc.); (5) implications of neural structure for learning memory, aroused and adaptation; and (6) gross physical growth and change patterns for boys and girls.

How strange it is that while most people can describe parts of a car, they cannot name the parts of the most fabulous machine of all—the brain! The braille in figure 5 gives another avenue to the brain when one's sight is blocked. It says "learning."

While a great deal of behavior can be explained by single conditioning, the "second signal system" (Pavlov) and the information processing done in higher brain centers is an exciting new frontier in human learning. For example, Travers (1967) points out the implication of Bindra's arousal theory for education and training.

From these topics, many principles may be derived. As a display of some of these we have:

5.1 Information that is transmitted from the senses to the higher centers undergoes compression during the process of transmission.

5.2 Adaptation to one sensory condition makes one more sensitive to another.

5.3 There is a physiological difference between short-term and long-term memory.

5.4 Brain damage can affect abstraction capability.

5.5 Sensitivity to stimuli is related to the threshold level.

5.6 The congenitally deaf child will remain without speech until he is given special training.

5.7 RNA seems to be variable in fluency learning.

5.8 Sensory mechanisms are basic to learning.
Related representative research includes:


---

*Figure 5-I, II. Factor 5 — psysiological, braille, the brain*
Factor 6: Aptitudes

Aptitude is a mediating process affecting behavior. Historically, aptitude was a single factor "g," with perhaps "s," (art) and "z" (music) as special aptitudes (Spearman).

Currently, three basic kinds of potential or aptitudes are postulated: mental, emotional, and motor. These serve as the major topics for this area.

**Mental.** Following Spearman historically, Thurstone postulated seven primary mental abilities, and Guilford listed 120 (at least).

**Motor.** Fleishman (1956) and Guilford (1958) have both listed varieties of motor skills.

**Emotional.** Basic emotionality is not now measurable in the sense of measuring basal metabolism, for example, and must be inferred from studies of attitude and the self or personality. Schemes to categorize various personality factors are included here, while the particular profile of a given individual would be indicated in factor 9, self.

Aptitudes have been largely defined by the development of measuring devices. McCall’s dictum that if something
exists, it can be measured, describes what has happened here. An extensive psychological testing movement now makes it possible to “measure” intelligence, attitudes, interests, motor ability, and personality.

Piaget and Inhelder (1958) have defined the growth of intelligence in a series of striking experiments. Children of lesser development see the bunched candy in figure 6-I as “more” and are unable to maintain equilibrium of mass in the pouring experiments seen in figure 6-II. They perceive the water in another shaped container as being “more” or “less” than the original, even when poured back and forth.

---

**Figure 6-I, II. Factor 6 – aptitudes, maturity, and mental ability**
Some representative principles derived from the literature on aptitude include these:

6.1 Tests of mental aptitude have a long history of practical use.
6.2 Items in mental aptitude tests are selected to represent different ages, such as: "Three years—shows eyes, nose, mouth; names objects in a picture, repeats two figures, repeats six syllable sentences, gives last name."
6.3 Intelligence is multi-factored.
6.4 Motor abilities are multi-factored.
6.5 Emotions become more differentiated with age.
6.6 Mental ability accounts for around 35% of achievement.
6.7 Intellectual expression changes with age.
6.8 The type of test item, related to social opportunity, affects intelligence test performance.
6.9 Individual differences increase with age.
6.10 Personality is multi-factored.

Titles of articles relating to the principles above are listed here as a guide for beginning study and as a display of what research is providing.


6.8 Eells, K; Davis, A; Havighurst, R. J; and Tyler,
Factor 7: Perception

Perception is hard to define because the process of perception is essentially “wordless.” It is silent “awareness.” To be sure, however, past experience and language may influence how we perceive. In figure 7-I, for example, the individual who

Figure 7-I, II. Factor 7 — perception and relativity of perception
has just had his eyes examined will label the figure differently than will one who has been in the gym lifting weights. In figure 7-II the classic analysis of Aristotle is set up. Person one puts his hand in bowl H containing hot water, and person two puts his hands in cold water of C. Then they both put these hands into N at room temperature. Now H perceives N as cool and C perceives N as warm. With the same experience they disagree. The same, of course, can be said of attitudes in politics with the radicals and the conservatives. The effect is to “expel the man in the middle position to the other side.”

A convenient functional distinction can be made between perception and cognition in the process of “labeling.” When we

\[ \text{Figure 7-III. Factor 7 – perception of figure – ground and perspectives} \]
silently appreciate beauty we are perceiving. When we try to define it we have moved to the next factor, cognition.

Allport's classic (1955) book on perception gives an excellent historical view of the major topics. The most penetrating recent analysis of the process of abstracting perceptual similarities to serve as data for thought is in Bruner (1963). In it he describes the percept as functionally related to the concept. Perception is a vital part of every action. It is generally very functional, but it also is easily distorted. The illusions and figure ground relations of form and distance are examples, as in figure 7-III. In A, the lines are equal; in B, you see a vase or faces; in C, if the ball is a golf ball, it is seen at a different

![Figure 7-IV. Factor 7 — selective perception](image-url)
distance; and D, the long lines are truly parallel, and not “bulged.”

Context offers clues to perceptually brief data, as in figure 7-IV. In these, the person’s background makes the titles meaningful.

The titles for the pictures are:
A — a small boy cleaning erasers.
B — a centipede carrying his bride over the threshold.
C — a basic seat cover.
D — the hairdo of a lady with her finger in a light socket.

Perhaps the most important applied element for school work is perceptual training for discrimination. The child is aided in reading by seeing d as different from b, and can be trained to do this quickly and easily in a program of reading readiness.

Essential topics for the understanding of perception include:

1. The relation of perception to sensory processes; 2. the relation or perception to cognition; 3. perceptual discrimination training; 4. perceptual processes, including constancies, orientation in space, illusion, thresholds, abstracting, movement and apparent movement, and adaptation; 5. perception of social situations; 6. past experience and perception; and 7. context and perception.

Some immediately useful principles of perception are these.

7.1 Perception begins as an implicit, internal S-R relationship which mediates between external S-R.
7.2 Events or objects which have been associated with reward tend to be perceived more readily.
7.3 Humans spend more time with novel than with familiar stimuli.
7.4 Structured data aid perception.
7.5 Perception may be improved by discrimination experience.
7.6 A "set" to search aids learning.
7.7 Language can aid perception.
7.8 The reward pattern influences perceptual learning.
7.9 Non-verbal communication is part of perception.
7.10 Some evidence exists that students can usefully perceive varied teacher-traits.
7.11 Value judgments can distort perception.

Illustrative references include the following:

7.6 Vetter, R. J. "Perception of Ambiguous Figure-Ground Patterns as a Function of Past Experience." Perceptual and Motor Skills, 20: 183-188, 1965.

7.9 Meharabian, Albert. "Communication Without


**Factor 8: Cognition**

As a sub-system in a 14-factor system, cognition marks the distinctively human factor. The polemics on reason and thought testify to its importance, but as yet the total process is not defined. “Plans and structure” scientists avow that simple behaviorist concepts will not do justice to the complexity of cognitive behavior (Miller, Galanter, Pribram, 1960).

Three essentially cognitive activities that have been rather well defined and serve as major topics for this factor are: (1) concept learning, (2) abstracting, and (3) hypothesizing.

Despite the carefully refined description of the process of concept attainment now available, educators and lay persons use horse and buggy definitions that hardly do justice to the concept of the concept.

The achievement of the periodic table is a potent example of how discrimination, abstraction, and generalization are used to define the elements that are observable and also those that have been hidden, but are suggested by the theoretical concept structure. The work of Ramsay in discovering neon is a classic example.

A concept is a “set.” It is usually represented by a label, such as *dog*, *animal*, or *honesty*, which represents objects or activities which have observable or definable common characteristics. A simple concept is the letter X in its own right, which is used to represent many other concepts also. Any letter or number is a concept by itself. Consider the concept of
“two,” as in figure 8. The idea that “for every action there is an equal and opposite reaction” is a complex concept or set of concepts which is better referred to as a principle. For a delightful account of how language becomes a critical factor in learning, see Joseph Church, *Language and the Discovery of Reality* (Random House, 1961).

Of the many principles which could be derived from the literature on cognition and cognitive behavior, these are random examples, taken from the work of several generations of students in a class in educational psychology.

8.1 Concepts are based on percepts.
8.2 The internal organization of knowledge is called a cognitive structure.

---

Figure 8. *Factor 8 – cognition of “twoness”*
8.3 Learning a concept may be made easier by providing cues concerning the nature of the defining attributes.

8.4 For humans, words and concepts are inextricably bound.

8.5 Children make up "short cuts" in addition which may not be efficient unless guided.

8.6 Cognitive learning begins in infancy.

8.7 Problem solving involves a series of stages.

8.8 Three dimensional tasks require a high degree of maturity.

8.9 Thought is distinguished from sensation because it is a generalized reflection of reality.

8.10 Verbalization can aid problem solving.

8.11 Creativity can be improved by training.

8.12 Teaching strategy can be developed which increases the ability of students to think critically.

Supporting literature is found as follows:


Factor 9: Self

The most famous of self is Freud’s analysis of id, ego, and super-ego. His analysis has re-appeared in the work of Horney and other neo-Freudians, and in popular accounts such as Games People Play (Berne, 1968). There are many other accounts of self as in work of Erickson, Maslow, and Rogers.

Self is what we are. Now. Self is what we have become, based on the interaction of potential and experience. It is maturation and learning. In factor 6, the idea of potential (intellectual, motor, and affective) was introduced. Here we look at these general constructs in terms of a particular individual or self.

Since self is what we are, we can conveniently class a self in terms of these general topics: (1) What he knows (transformed intellectual potential); (2) what he can do (transformed motor aptitude); and (3) his attitudes and interests (transformed affect or emotion).

On this basis, there are now available many useful achievement tests, skill tests, and attitude or personality tests. This is the logical place to refer to norms, standard scores, and percentiles, but time does not permit.

The achievement (knowledge) and skills segments of self are often neglected because of the high interest in personality testing, and the problems of adjustment which have to do with attitudes and values. We must always look at the interaction of knowledge, attitudes, and skills, however. A most vital interaction, for example, takes place in school learning in children who are not living up to their potential. These underachievers often have low self esteem and a poorly worked out aspiration system.

Self is in the context of the extensive work done in human growth and development, child, and adolescent psychology.

Pascal put it this way:

What a chimera, then, is man! What a novelty, what a monster, what a chaos, what a contradiction, what a prodigy! Judge of all things, feeble worm of the earth, depository of truth, a sink of un-
certainty and error, the glory and the shame of the universe.

Pensees VIII

Not all authorities define self as feeling or even primarily so. Idealism emphasizes values; realism emphasizes knowledge; and pragmatism accents doing (Wahlquist, 1943, in The Philosophy of American Education).

Following the three major topics defining self, we will give here the three major derived hypotheses.

1. The self is defined by the intra-personal subsystem of (1) knowledge, (2) attitudes, and (3) skills.

2. These self-components are measurable to a useful degree.

\[ \text{Figure 9. Factor 9 – “self”} \]
3. The regularities of self-components in interaction with environmental (situational) factors lead to varied levels of predictable behavior, but success is better with groups than with individuals, and there are wide individual differences.

The immense variety of research and development in the area of self is hinted at in these research generated findings:

9.1 Sense of humor is a complex of knowledge and attitudes.
9.2 Physical skill has different values in different cultures.
9.3 Different personal characteristics are valued at different ages and by different sexes.
9.4 Under-achievers have a different component system than do over-achievers.
9.5 Physical skill development has a wide variety of functional parts.
9.6 Interests serve as intra-personal motivators.
9.7 High need achievement as measured by the TAT is associated with gains in IQ scores.
9.8 The successful student will do better in either traditional or independent study.
9.9 The many complexities of self need to be put into a functionally whole system for study.
9.10 Ego development may be measured.
9.11 Level of aspiration affects decision-making.
9.12 “A good man” and “a good life” can now be defined.
9.13 Psychomotor skills can be measured.
9.14 The “self” is a poetic concept, not definable or useful in science (Skinner).
9.15 As the perception of self alters, behavior alters.
9.16 Changes in self concept are more difficult with increasing age.
9.17 A formula for behavior must be a function of (f) several things, including ability and learning (Kelly).
9.18 Elderly persons learn better with supportive rather than challenging instructions.
9.19 Teacher attitudes affect pupil achievement.
Supporting research titles are:


9.6 Frandsen, Arden, and Sorenson, Maurice. “Interests as Motives in Academic Achievement.” Jour-


9.17 Kelly, Frances J., and Cody, John J. Educational Psychology, a Behavioral Approach. Chas. E.
Merrill, 1969. The formula is $Ba = f (Pa, Eab, Rba, rs, \ldots n), Sa, Cab, x$. In it, $Ba =$ behavior, $Pa =$ relevant ability, $rs =$ acquired response repertory, etc.


**Factor 10: Transfer**

Modern theories of transfer come out of a long history of error which had to be overcome. It was assumed in the early 1800's that you could strengthen your mind with use as if it were a muscle. Phrenology, faculty psychology, and formal discipline were all part of the early, erroneous concept of how transfer works.

With the work of James and Thorndike, the modern theory of transfer, which includes identical elements and principles, began. The emphasis is not on methods of work, but on a "filled mind," with a structure of needed information. The "process x content" approach is similar to computer systems now in use.

The basic paradigm for the study of transfer is:

**Experimental group**

Learn A

Learn B

**Control group**

---

Learn B

The question then is, did A help or hinder B? If it helped, you have transfer; if not, you have inhibition or negative transfer. More sophisticated designs are described in Ellis (*The Transfer of Learning*, Macmillan, 1965). If transfer does not occur and inhibition does, then the direction of inhibition may be studied.

In older persons, pro-active inhibition becomes more and
more a problem. Retroactive inhibition is greater if the matter is similar (as a list of numbers) but with different items (sets of numbers).

Memory and retrieval are basic to transfer. Transfer is not necessarily automatic, although in skilled action a minimum of the conscious use of cues is seen.

Care must be taken to distinguish between transfer as an implicit process feeding into perception and cognition, and the effects of transfer as seen in what the person does in trial.

Since a major aim of education is to apply what has been learned, transfer is of major concern in evaluating instructional outcomes.

\[ \frac{16}{16} \times \frac{1}{1} = 16 \]

\[ \frac{16}{16} \times \frac{5}{5} = 80 \]

\[ \frac{16}{16} \times \frac{1}{1} = 16 \]

\[ \frac{16}{16} \times \frac{2}{2} = 32 \]

\[ \frac{15.12}{2.42.0} \]

\[ x_1 = 16 \]

\[ x_5 = 80 \]

\[ x_1 = 16 \]

\[ x_2 = 32 \]

\[ \frac{20}{40} \]

\[ \frac{32}{8} \]

\[ \text{Figure 10. Factor 10 — transfer of } x \text{ in } \div \]
Principles derived from the literature of transfer experiments include these:

10.1 Meaningful material which can be incorporated into cognitive structure is more easily transferred.

10.2 A high degree of original learning facilitates transfer.

10.3 Steps may be taken to combat retro- and proactive inhibition.

10.4 Varied applications of a given principle aids transfer by avoiding "functional fixedness."

10.5 General principles last longer than specific details in transfer.

10.6 Intention to learn aids transfer.

Supportive research is seen in these examples:


**Factor 11: Mode of attack**

The set of 14 factors all reflect the study of learning from the viewpoint of the learner. We will discuss the implications for teaching and instruction at the end of the section.

Mode of attack is a natural extension of the topic of transfer. Mode of attack is the active demonstration or product of the transfer process. In transfer the focus is on retrieval, memory, and inhibition. Of course the suggestions relative to improving transfer (by looking ahead to the mode of attack) are the same in many ways as for the action or trial when it occurs. However, the context is very different (that of transfer being implicit, mental activity), and the mode of attack for many behaviors is highly visible. This leads immediately to a powerful tool (well utilized by the Gilbreths' time and motion studies) which may be called *task analysis*. It is a vital part of what has been called *diagnostic* instruction. Also, the general course of improvement can be plotted.

Just exactly what did the person do right, and what did
he do wrong? Such error analysis paves the way for evaluation of process and focused feedback later. The learner's mode of attack reflects the task he has been given, and the quality of instruction he has had. As such, it becomes a very useful segment or the observation of learning behavior. It is somewhat difficult to focus on the learner's mode of attack, as such, since it is so easy to get sidetracked to the factors which are affecting the mode of attack itself.

The four major features of the mode of attack are:

(1) Flexibility in the use of alternatives; (2) the utilization of cues and context; (3) the distribution and quality of effort (practice); and (4) the content quality, i.e., appropriate use of needed facts, attitudes, and skills.

Figure 11. Factor 11 — mode of attack
A series of principles derived from the literature on these topics includes these:

11.1 Alternate modes of attack can improve chances of success.

Stereotyped behavior and functional "fixedness" can be avoided by instruction in alternative behavior.

11.2 The skilled performer needs fewer cues to guide his performance.

In a highly skilled action, one portion serves as the cue for the next.

11.3 Distributed effort produces a more lasting effect than massed effort.

Overlearning gives positive results on learning permanence, particularly for rote material.

11.4 The trained person will make fewer errors than the untrained.

A knowledge background increases the chances of the correct application of needed facts, as in diagnosis.

Supporting research is found in the following:


Peterson, H. A. "Recitation or Recall as a Factor in Learning of Long Prose Selection." Journal of Educational Psychology, 35: 220-228, 1944.


Factor 12: Operant conditioning

As pointed out in the factor 4 topic, “Stimulus,” there are two theories which focus on the “entry” or stimulus phase of learning: classical conditioning and cognitive behavioral theory. Cognitive theory is also based on a further assumption of critical implicit activity involving self, perception, and cognition.

Operant conditioning quite differently focuses on the learner’s responses. When the learner emits a series of responses...
R1, R2, and R3, and when one is reinforced in subsequent activity, that Rx comes to have a higher probability of occurrence. Early versions by Thorndike referred to the "law of effect." The history of behavioral psychology goes back to "survival mechanisms" which are reinforced by the environment.

This powerful theory has a wide variety of uses, and is particularly helpful when the experimenter, leader, or teacher has full control of the situation and is willing to count specific instances of behavior as related to reinforcement pattern. In this way, a given stimulus is then said to "control" behavior. The cognitivists see the over-extension of this theory as at times encroaching on self-direction and self-control of behavior. The concept of reinforcement is in line with the "principle of natural selection" which held that a given physical feature did not "permit" a behavior, but that the feature was a consequence of previous behaviors (Honig, 1966). Thorndike followed this line with his "law of effect," and Skinner, in the same vein, concerned himself with the description of the ratios and intervals of the consequences and their effects on future behavioral probabilities (Skinner, 1966).

Hilgard and Bower (1966) suggested that the kind of explanation of learning may well depend on the complexity of the task hierarchy as defined in Gagne (1965). In such a case, one theory could apply to one level of learning and a second theory to another level.

Topics within this area are still in development, hence we will list only some major representative principles, as follows.

12.1 Human behavior is strengthened by certain kinds of reinforcing consequences.

An environment may be designed in which reinforcers which ordinarily generate unwanted behavior (overeating, aggression) simply do not do so.

12.2 Reinforcement for an operant results not only in an increase of the frequency of the responses composing that operant but also in an increase in the frequency of similar responses.
12.3 For successful contingency management, never let $R$ (competing response) occur in the presence of stimulus meant to control $R$.

12.4 Based on the proposition that "behavior is a function of stimulus events," at least 20 "laws" of operant behavior may be stated. An example: "If an operant no longer produces its customary reinforcers, it will eventually return to its operant level."

12.5 High probability responses can be used to reinforce those of lower probability.

12.6 Non-reinforcement produces behavior different from aversive reinforcement.

12.7 Reduction of anxiety may serve to powerfully reinforce behavior that brings a state of "relief" or "security."

12.8 Precision teaching (in which desired behaviors are defined and counted) allows for the careful analysis of classroom behaviors.

Related, supportive references are found in these sources:


Factor 13: Overt feedback

After the trial, the learner is able to make use of what he did in order to plan needed corrections. This is feedback.

The literature is not clear on the terms reinforcement and feedback as they refer to specific behavior. They are often used interchangeably, a source of confusion.

The reinforcement-feedback processes cannot be separated in actuality since some degree of each enters into all behavior. But, the terms need specifying for study and analysis.

Reinforcement is primarily affect. (It could be called affective feedback, but this would result in the loss of the popular term, reinforcement.) Reinforcement refers to the timing, amount, and relative effectiveness of a motivator — a rewarder or punisher.

On the other hand, the unique quality of feedback is informational. To be sure, to find out your trial was correct is rewarding. At the same time, however, this conforming or disconforming of the trial has a needed informational component. Such feedback can verify an hypothesis, or partly so. Feedback gives information needed to make a plan for the next trial. Feedback gives data which can be checked and compared with criteron measures.

In this sense, the work of the parent or teacher in supply-
ing evaluative comment is very helpful. Some trials are self-evaluating, as in the case of a newly designed airplane. It will be quite apparent whether it flies or not. On the other hand, students and children often make trials without knowledge of results, and are handicapped by such a lack of information. In this section we are primarily interested in defining the process of overt feedback. In a later section, suggestions for motivating improvement will be considered. Further, factor 14 will take up implicit feedback utilization.

Major topics in this area are: (1) The need for the checking of trials; (2) ways and means of monitoring performance; (3) tutorial interaction; (4) using the results of diagnostic task analysis; and (5) modeling and imitation as a means of

Figure 13. Factor 13 — diagnostic feedback
providing immediate feedback data (response generated cues).

Some of the principles which can be derived from the literature on the overt feedback process include:

13.1 Incomplete feedback information detracts from performance.
13.2 Immediate knowledge of results generally facilitates performance.
13.3 Analysis of errors can be useful in making revised presentation plans.
13.4 Overt responses have covert implication.
13.5 Human interaction information can be utilized in a feedback context.
13.6 Diagnostic achievement testing can show patterns and frequency of errors.
13.7 The teacher must take into account the cognitive and perceptual processes as well as the affective ones.

Some related references include these.

Bourne, L. E., Jr. "Effects of Delay of Information Feedback and Task Complexity on Identifi-


Factor 14: Implicit feedback utilization

There are two levels of utilization, assimilative and accommodative. Implicit feedback utilization has both convergent and divergent aspects. It has both a confirmatory and an expansive function. All these paired terms refer to the twin processes of cognitive use and cognitive growth. If the task is known, feedback utilization is confirmatory or convergent in an assimilative sense, since the person is monitoring his own performance by matching his performance against a known internally existing (in self) criteria.

If the task is new, then feedback utilization refers to the development of what Piaget calls “structure” and “schemas.” A classic example in history is the development of the periodic table of elements. In its development, its own structure and the laws governing known parts were creatively projected and extrapolated to hint at and guide new discovery. This is often spoken of as “having an idea.”

In every case, the process results in a change in “self,” and the result of every trial and check is a somewhat different self.

The process of perception and cognition, previously discussed as topics seven and eight, are the beginning of data utilization which comes to a full circle in the area of implicit feedback. The major intellectual function of perception and cognition is a “feed forward” process of either “gating” or “hypothesis” formation. Implicit feedback utilization is essentially an “hypothesis checking” process. The cognitive “hold” or don’t hold is then consummated by the cue-criteria checking available in implicit feedback.

When a “new” problem is confronted, a process of creative divergence or a focusing convergence, or both is called for. Since concept learning is such an important element of cogni-
tion, it was emphasized in factor eight, and since criterial checking is so critical, it will be emphasized here as creative or productive thinking. But the distinction is arbitrary since all elements of learning are involved. The quantity of the hypothesis-making is a critical first step, but so is the checking and comparing process which is the essence of implicit feedback utilization in problem solving.

Since the two major topics of assimilative and accommodative use of feedback will serve as the major divisions of this area, we will now list some representative "principles" derived from the literature of feedback, both as a corrective guiding process, and as a problem solving process.

14.1 There are at least 10 basic factors needed to pre-

Figure 14. Factor 14 — creative feedback
dict "talent" (utilization of experience) (McGuire).

14.2 The three dimensions of creative behavior (productive divergence, content, teaching strategy) can be taught (Williams).

14.3 Creative behavior in children can be measured (Torrance).

14.4 Creative imagination can be cultivated.

14.5 Creativity may be differentiated from intelligence (Wallack and Kagan).

14.6 The deepest level of interaction with an educational computer is in the dialogue systems (Suppes).

14.7 Overt feedback process has an effect on covert feedback, an effect on covert feedback processes.

Representative related research includes these research titles:


14.4 Covington, Martin V., "Promoting Creative Thinking in the Classroom." In Research and Development Toward the Improvement of Education, Herbert J. Klausmeier and George T. O'Hearn (eds.), Dembar Education Research Services, Inc.
SUMMARY

Motivation in Learning

It is a common error to use the term “motivate” as a synonym for “stimulate,” and then to reduce the motivational process to some kind of stimulus like a noise or sitting on a tack. Another too simple use of the concept of motivation is to regard it as pure reward process, such as giving food to a hungry person. Another oversimplified use of the term is to think
of it as representing only a drive process or an affect (feeling) process.

Since motivation involves such a variety of components, it can serve as a summary topic. The operational use of the term by a parent or teacher can be set up as a series of suggestions for improving learning. By motivating learning, we mean encouraging behavior which makes any of the 14 components of learning more effective.

Strictly speaking, the translation of the principles of learning (defined by research and collected and organized by the educational psychologist) is the professional responsibility of the educator. But experience shows that a great deal of cooperative communication needs to take place between the psychologist who is profound and the educator who is so practical! The same is true of any professional complex where growth is to take place. Petty squabbles over "jurisdiction" must be absorbed in compelling programs and planned discovery relationships.

Space allows only hints at possible points of improvement. The rest is left at this time to discovery on the part of the reader.

Factor 1: Persons. Locate isolates and plan with a popular student how to help the isolate become more a part of the community of the classroom.

Factor 2: Physical Environment. Carpet many classrooms as fast as possible (as part of innovative building plans).

Factor 3: Cultural Aims. Develop a vast public awareness of the annual amount of good learning that goes on in the schools of America every day. Try to extend it to all.

Factor 4: Stimulus. Experiment with varied sequences of concepts in developing principles.

Factor 5: Physiological. Support and expand visual and hearing screening programs.

Factor 6: Aptitudes. Understand and distinguish the various types of aptitude tests as compared to personality and achievement tests.
Factor 7: Perception. Cultivate the ability to observe hitherto unnoticed elements and designs.

Factor 8: Cognition. Vary the amount and kind of guidance in promoting concept learning as a discovery experience.

Factor 9: Self. Understand how knowledge, attitudes, and skills, are all basic sub-systems in a unique configuration for each self.

Factor 10: Transfer. Recognize that the amount and organization of a person’s knowledge is the best guide in estimation of what he can do.

Factor 11: Mode of Attack. Provide a variety of tasks illustrating a principle in order to establish its generality.

Factor 12: Reinforcement. Set up a selective reinforcement schedule so that the desired behaviors receive consistent support.


Factor 14: Implicit Feedback Utilization. Develop internal criteria for recognizing that a given concept fits into a complex of related processes.

The Use of Theory

The prime use of theory is in the explanations of how science should be conducted.

We gain strength only by making use of the power of divergent views. To do this requires that we do not any longer try to answer the question: “Which theory is right?” We should rather ask: “Under what conditions does a given view make a contribution?” Sheer controversy does not add very much. As Jenkins (1968) put it:

In the 1930s and ’40s, psychology was shaken with furious debates about what was and was not “scientific” in psychology. Advocates were outrageously prescriptive. It is easy to remember meetings at which distinguished psychologists, purple in the face, told other distinguished psychologists that what they were doing might be entertaining or clever but it was not and would
never be scientific psychology. At many schools graduate students were given the "correct" view and carefully inoculated with the proper philosophical serum against the "incorrect" views. One must seriously question whether the cause of science was advanced by these battles . . . One thing that psychologists also need to note is that the new viewpoint does not by any means "wipe out" or destroy the research that has been done.

Jenkins stresses the value of theory (an hypothesis) thus:

If one has some hypotheses, however, he can distinguish between relevant and accidental features of the monument with respect to that hypothesis (a problem) and perhaps seek confirmation or disconfirmation of his notion by relating these features to other phenomena.

A current issue in psychology has to do with whether initiative for personal and social growth resides in the person or in the experimenter. The two views are summarized by Hitt (1969) as follows.

1. Man can be described meaningfully in terms of his behavior; or man can be described meaningfully in terms of his consciousness.
2. Man is predictable; or man is unpredictable.
3. Man is an information transmitter; or man is an information generator.
4. Man lives in an objective world; or man lives in a subjective world.
5. Man is a rational being; or man is an irrational being.
6. One man is like other men; or each man is unique.
7. Man can be described meaningfully in absolute terms; or man can be described meaningfully in relative terms.
8. Human characteristics can be investigated independently of one another; or man must be studied as a whole.
9. Man is a reality; or man is a potentiality.
10. Man is knowable in scientific terms; or man is more than we can ever know about him.

Hitt summarizes by saying that:

We must conclude that the behaviorist and the phenomenologist should listen to each other. Both, as scientists, should be
willing to listen to opposing points of view. Each should endeavor to understand what the other is trying to say. It would appear that a dialogue is in order.

We have now reviewed literature in the area of educational psychology as applied to learning. It is very clear that definable factors are available for further use and study. The literature of research in learning makes it plain that measurable variables which affect the learner do exist. Further, a great deal of work has been done in describing how these factors work under varied conditions. They have been shown to represent an integrated system. It has been suggested also that varied theories are useful in explaining varied task variables, and that theories that may appear to be contradictory are not, since they describe varied learning situations.

We are, then, beyond the trial and error stage in making applications of what is known about learning. As Cronbach put it:

To obtain new designs in education, it is not enough to proceed by trial and error. Trying one method after another and observing how much pupils learn under each method can lead in time to superior teaching procedures. Present education is, in a remote way, the result of trying out the successive inspirations of master teachers: Socrates, Comenius, Froebel, and others. But theory and principle hasten invention. Trial and error has less error in it when new proposals spring from understanding.
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