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ABSTRACT

A finite difference method is developed to solve the three-dimensional, steady, incompressible, potential flow equations obtained by using a potential function, \( \phi \), and two mutually orthogonal stream functions, \( \psi \) and \( \psi^* \), to describe the flow. Problems are formulated in an inverse space where the potential function and the two stream functions are the independent variables, and the Cartesian coordinates \( x, y, \) and \( z \) are the dependent variables. The boundaries of the problem in the physical space, including the free surface, have known positions in the inverse space, so trial and error adjustments to the positions of the boundaries are unnecessary.

Methods of describing the effect of the placement of a body, whose shape is partially specified, in the flow field are developed using finite differences, and a solution for the \( x \), \( y \), and \( z \)-coordinates is obtained at each grid point formed by the intersection of surfaces held constant with respect to \( \phi, \psi, \) and \( \psi^* \) in the inverse space.
DEVELOPMENT OF THE THREE-DIMENSIONAL
INVERSE EQUATIONS

Inverse transformation

The development of the three-dimensional inverse equations begins by using the chain rule to differentiate the functional relationship \( \psi = F(X,Y,Z) \), \( \psi^* = G(X,Y,Z) \), which is as follows:

\[
\frac{\partial \psi}{\partial \psi} = \frac{\partial \psi}{\partial X} \frac{\partial X}{\partial \psi} + \frac{\partial \psi}{\partial Y} \frac{\partial Y}{\partial \psi} + \frac{\partial \psi}{\partial Z} \frac{\partial Z}{\partial \psi} = 1 \quad \ldots \quad (9)
\]

\[
\frac{\partial \psi}{\partial \psi} = \frac{\partial \psi}{\partial X} \frac{\partial X}{\partial \psi} + \frac{\partial \psi}{\partial Y} \frac{\partial Y}{\partial \psi} + \frac{\partial \psi}{\partial Z} \frac{\partial Z}{\partial \psi} = 0 \quad \ldots \quad (10)
\]

\[
\frac{\partial \psi^*}{\partial \psi} = \frac{\partial \psi^*}{\partial X} \frac{\partial X}{\partial \psi} + \frac{\partial \psi^*}{\partial Y} \frac{\partial Y}{\partial \psi} + \frac{\partial \psi^*}{\partial Z} \frac{\partial Z}{\partial \psi} = 0 \quad \ldots \quad (11)
\]

Equations 9, 10, and 11 result because the surfaces defined by holding \( \psi \) constant are orthogonal to the surfaces defined by holding \( \psi^* \) constant. Solving for \( \partial X/\partial \psi \), \( \partial Y/\partial \psi \), and \( \partial Z/\partial \psi \) by Cramer's rule (19) yields

\[
\frac{\partial X}{\partial \psi} = \begin{vmatrix} 1 & \frac{\partial \psi}{\partial X} & \frac{\partial \psi}{\partial Z} \\ \frac{\partial \psi}{\partial Y} & 0 & \frac{\partial \psi}{\partial \psi} \\ \frac{\partial \psi}{\partial Z} & 0 & \frac{\partial \psi}{\partial \psi} \end{vmatrix} = \frac{\frac{\partial \psi}{\partial Y} \frac{\partial \psi}{\partial Z} - \frac{\partial \psi}{\partial X} \frac{\partial \psi}{\partial \psi}}{J} = \frac{\nu}{\psi} \quad \ldots \quad (12)
\]

\[
\frac{\partial Y}{\partial \psi} = \begin{vmatrix} \frac{\partial \psi}{\partial X} & 1 & \frac{\partial \psi}{\partial Z} \\ \frac{\partial \psi}{\partial Y} & 0 & \frac{\partial \psi}{\partial \psi} \\ \frac{\partial \psi}{\partial Z} & 0 & \frac{\partial \psi}{\partial \psi} \end{vmatrix} = \frac{\frac{\partial \psi}{\partial X} \frac{\partial \psi}{\partial Z} - \frac{\partial \psi}{\partial Y} \frac{\partial \psi}{\partial \psi}}{J} = \frac{\nu}{\psi} \quad \ldots \quad (13)
\]

\[
\frac{\partial Z}{\partial \psi} = \begin{vmatrix} \frac{\partial \psi}{\partial X} & \frac{\partial \psi}{\partial Y} & 1 \\ \frac{\partial \psi}{\partial X} & \frac{\partial \psi}{\partial Y} & 0 \\ \frac{\partial \psi}{\partial X} & \frac{\partial \psi}{\partial Y} & 0 \end{vmatrix} = \frac{\frac{\partial \psi}{\partial X} \frac{\partial \psi}{\partial Y} - \frac{\partial \psi}{\partial X} \frac{\partial \psi}{\partial Y}}{J} = \frac{\nu}{\psi} \quad \ldots \quad (14)
\]

where \( J \) is the Jacobian given by the determinant

\[
J = \begin{vmatrix} \frac{\partial \psi}{\partial X} & \frac{\partial \psi}{\partial Y} & \frac{\partial \psi}{\partial Z} \\ \frac{\partial \psi}{\partial X} & \frac{\partial \psi}{\partial Y} & \frac{\partial \psi}{\partial Z} \\ \frac{\partial \psi}{\partial X} & \frac{\partial \psi}{\partial Y} & \frac{\partial \psi}{\partial Z} \end{vmatrix} = u^2 + v^2 + w^2 = \nu^2 \quad \ldots \quad (15)
\]

The chain rule can also be employed to produce Eqs. 16 through 18.

\[
\frac{\partial Y}{\partial \psi} = \frac{\partial \psi}{\partial X} \frac{\partial \psi}{\partial X} + \frac{\partial \psi}{\partial Y} \frac{\partial \psi}{\partial Y} + \frac{\partial \psi}{\partial Z} \frac{\partial \psi}{\partial Z} = 1 \quad \ldots \quad (16)
\]

\[
\frac{\partial Y}{\partial \psi} = \frac{\partial \psi}{\partial X} \frac{\partial \psi}{\partial X} + \frac{\partial \psi}{\partial Y} \frac{\partial \psi}{\partial Y} + \frac{\partial \psi}{\partial Z} \frac{\partial \psi}{\partial Z} = 0 \quad \ldots \quad (17)
\]

\[
\frac{\partial Y}{\partial \psi} = \frac{\partial \psi}{\partial X} \frac{\partial \psi}{\partial X} + \frac{\partial \psi}{\partial Y} \frac{\partial \psi}{\partial Y} + \frac{\partial \psi}{\partial Z} \frac{\partial \psi}{\partial Z} = 0 \quad \ldots \quad (18)
\]

Cramer's rule is used again to solve for \( \partial Y/\partial X \), \( \partial Y/\partial Y \), and \( \partial Y/\partial Z \).
\[ \frac{\partial \phi}{\partial Z} = \begin{vmatrix} \frac{\partial X}{\partial \phi} & \frac{\partial Y}{\partial \phi} & \frac{\partial Z}{\partial \phi} \\ \frac{\partial X}{\partial \psi} & \frac{\partial Y}{\partial \psi} & \frac{\partial Z}{\partial \psi} \\ \frac{\partial X}{\partial \psi^*} & \frac{\partial Y}{\partial \psi^*} & \frac{\partial Z}{\partial \psi^*} \end{vmatrix} \]

\[ j = \frac{\partial X}{\partial \phi} \frac{\partial Y}{\partial \psi} \frac{\partial Z}{\partial \psi^*} - \frac{\partial X}{\partial \psi} \frac{\partial Y}{\partial \psi^*} \frac{\partial Z}{\partial \phi} \]

The inverse Jacobian determinant denoted by j, is

\[ \frac{\partial \phi}{\partial Z} = \begin{vmatrix} \frac{\partial X}{\partial \phi} & \frac{\partial Y}{\partial \phi} & \frac{\partial Z}{\partial \phi} \\ \frac{\partial X}{\partial \psi} & \frac{\partial Y}{\partial \psi} & \frac{\partial Z}{\partial \psi} \\ \frac{\partial X}{\partial \psi^*} & \frac{\partial Y}{\partial \psi^*} & \frac{\partial Z}{\partial \psi^*} \end{vmatrix} \]

Equating the velocity components \( u, v, \) and \( w \) from Eqs. 12 and 19, 13 and 20, and 14 and 21 produces the inverse equations

\[ u = j \frac{\partial X}{\partial \phi} = \frac{1}{j} \frac{\partial Y}{\partial \psi} \frac{\partial Z}{\partial \psi^*} - \frac{\partial Z}{\partial \psi} \frac{\partial Y}{\partial \psi^*} \]

\[ v = j \frac{\partial Y}{\partial \phi} = \frac{1}{j} \frac{\partial Z}{\partial \psi} \frac{\partial X}{\partial \psi^*} - \frac{\partial X}{\partial \psi} \frac{\partial Z}{\partial \psi^*} \]

\[ w = j \frac{\partial Z}{\partial \phi} = \frac{1}{j} \frac{\partial X}{\partial \psi} \frac{\partial Y}{\partial \psi^*} - \frac{\partial Y}{\partial \psi} \frac{\partial X}{\partial \psi^*} \]

but since \( J = 1/j \) the equations reduce to

\[ \frac{\partial X}{\partial \phi} = \frac{\partial Y}{\partial \psi} \frac{\partial Z}{\partial \psi^*} - \frac{\partial Z}{\partial \psi} \frac{\partial Y}{\partial \psi^*} \]

\[ \frac{\partial Y}{\partial \phi} = \frac{\partial Z}{\partial \psi} \frac{\partial X}{\partial \psi^*} - \frac{\partial X}{\partial \psi} \frac{\partial Z}{\partial \psi^*} \]

\[ \frac{\partial Z}{\partial \phi} = \frac{\partial X}{\partial \psi} \frac{\partial Y}{\partial \psi^*} - \frac{\partial Y}{\partial \psi} \frac{\partial X}{\partial \psi^*} \]

Nondimensionalization of the equations

In utilizing the results from solutions, it is desirable to work with inverse equations that are dimensionless in both dependent and independent variables. The potential function has dimensions of \((\text{ft}^2/\text{sec})\), which dimensions are the same as those of the two-dimensional potential function. From Eq. 5 the dimensions of the velocity component \( u \) must match those of \( (\partial \psi/\partial Y)(\partial \psi^*/\partial Z) \), so \( \psi \) and \( \psi^* \) must have dimensions of \( (\sqrt{\text{ft}^3/\text{sec}}) \). The dimensionless potential function \( \phi \) will be defined by

\[ \phi = \frac{\psi (NPI)}{Q/W} \]

in which \( Q \) is the flow rate \((\text{ft}^3/\text{sec})\), \( W \) is a characteristic width of flow, which in the problem described later will be the channel width \((\text{ft})\), and \( NPI \) is one less than the number of equipotential surfaces, which will constitute grid planes to be used in the finite difference solution described later. The dimensionless stream functions \( \psi \) and \( \psi^* \) will be defined by

\[ \psi = \frac{\psi \psi}{\sqrt{QW}} \]

\[ \psi^* = \frac{\psi^* \psi^*}{\sqrt{QW}} \]

where \( NSI \) and \( NSSI \) are one less than the number of \( \psi \) and \( \psi^* \) grid planes, respectively. The chain rule of differentiation gives

\[ \frac{\partial X}{\partial \phi} = \frac{\partial X}{\partial \psi} \frac{\partial \psi}{\partial \phi} = w \left( \frac{NPI}{Q} \right) \frac{\partial X}{\partial \phi} \]

\[ \frac{\partial Y}{\partial \phi} = \frac{\partial Y}{\partial \psi} \frac{\partial \psi}{\partial \phi} = \frac{NS1}{\sqrt{QW}} \frac{\partial Y}{\partial \phi} \]

\[ \frac{\partial Z}{\partial \phi} = \frac{\partial Z}{\partial \psi} \frac{\partial \psi}{\partial \phi} = \frac{NS1}{\sqrt{QW}} \frac{\partial Z}{\partial \phi} \]

\[ \frac{\partial Z}{\partial \psi} = \frac{\partial Z}{\partial \psi^*} \frac{\partial \psi^*}{\partial \phi} = \frac{NS1}{\sqrt{QW}} \frac{\partial Z}{\partial \psi^*} \]

\[ \frac{\partial \psi}{\partial \phi} = \frac{\partial \psi}{\partial \psi^*} \frac{\partial \psi^*}{\partial \phi} = \frac{NS1}{\sqrt{QW}} \frac{\partial \psi}{\partial \psi^*} \]

Substituting Eqs. 32 through 36 into Eq. 26 produces

\[ \left[ \frac{\partial X}{\partial \psi} \frac{\partial \psi}{\partial \phi} - \frac{\partial \psi}{\partial \phi} \frac{\partial X}{\partial \psi} \right] \left[ \frac{\partial Z}{\partial \psi^*} \frac{\partial \psi^*}{\partial \phi} - \frac{\partial \psi^*}{\partial \phi} \frac{\partial Z}{\partial \psi^*} \right] \]

Similarly,

\[ \left[ \frac{\partial X}{\partial \psi} \frac{\partial \psi}{\partial \phi} - \frac{\partial \psi}{\partial \phi} \frac{\partial X}{\partial \psi} \right] \]

\[ w \left( \frac{NPI}{Q} \right) \frac{\partial Z}{\partial \phi} = \frac{NS1}{\sqrt{QW}} \]

\[ w \left( \frac{NPI}{Q} \right) \frac{\partial \psi}{\partial \phi} = \frac{NS1}{\sqrt{QW}} \]

\[ w \left( \frac{NPI}{Q} \right) \frac{\partial \psi^*}{\partial \phi} = \frac{NS1}{\sqrt{QW}} \]
The dependent variables X, Y, and Z will be made dimensionless by dividing by the characteristic width of flow, i.e.

\[ x = \frac{x}{w} \]  
\[ y = \frac{y}{w} \]  
\[ z = \frac{z}{w} \]  

(40)  
(41)  
(42)

Then

\[ \frac{\partial X}{\partial \phi} = \frac{\partial x}{\partial \phi} - \frac{x}{w} \]  
\[ \frac{\partial Y}{\partial \phi} = \frac{\partial y}{\partial \phi} - \frac{y}{w} \]  
\[ \frac{\partial Z}{\partial \phi} = \frac{\partial z}{\partial \phi} - \frac{z}{w} \]  

(43)  
(44)  
(45)

Substituting Eqs. 43 through 51 into Eqs. 37 through 39 and defining \( C \) as

\[ C = \frac{N P I}{(N S I)(N S S I)} \]  

(52)

produces the following dimensionless inverse equations:

\[ C \frac{\partial x}{\partial \phi} = \frac{\partial y}{\partial \phi} \quad \frac{\partial x}{\partial \phi} \quad \frac{\partial z}{\partial \phi} \quad \frac{\partial y}{\partial \phi} \quad \frac{\partial z}{\partial \phi} \]  

(53)

For two-dimensional flow, Eqs. 53 through 55 reduce to

\[ C' \frac{\partial x}{\partial \psi} = \frac{\partial y}{\partial \psi} \]  
\[ C' \frac{\partial y}{\partial \psi} = \frac{\partial x}{\partial \psi} \]  

(56)  
(57)

in which

\[ C' = \frac{N P I}{N S I} \]  

(58)

Equations 56 and 57 are the dimensionless forms of Eqs. 3 and 4.

Although Eqs. 26 through 28 and Eqs. 53 through 55 appear similar in form to Eqs. 3 and 4, and Eqs. 56 and 57, they cannot be combined into second order equations with one dependent variable as can be done for the equations for two dimensional flow. Equations 53, 54, and 55 are first order, nonlinear, partial differential equations, and in obtaining a solution, the boundary value problems associated with them must be solved simultaneously.
DESCRIPTION OF THE PHYSICAL AND SOLUTION SPACES

In order to simplify the placement of the physical space into the inverse space, the flows considered herein will be confined to those occurring in rectangular channels with horizontal bottoms. For such flows, \( \psi = 0 \) can be assigned to coincide with the channel bottom and \( \psi = \psi_f \) (constant) to the free surface of the fluid. The left vertical wall, when facing downstream, will be assigned a value \( \psi^* = 0 \), and the opposite (right) vertical wall will be assigned a value \( \psi^* = \psi^*_f \). At a section upstream from the flow of interest, \( \phi \) will be assigned the value zero, and at the downstream boundary of interest \( \phi \) will be denoted by the value \( \phi_f \). In defining the region in this manner, it will be assumed that the upstream and downstream boundaries are far enough removed from the phenomena of interest that uniform flow exists at these \( \phi \) equal constant planes. This placement of the flow boundaries in the inverse solution space provides for a direct correspondence between the independent \( \phi, \psi, \) and \( \psi^* \) variables and the dependent \( x, y, \) and \( z \) variables, as shown in Figure 1. When uniform flow exists, \( x \) increases linearly with \( \phi \) in the direction of flow, \( y \) increases linearly with \( \psi \), and \( z \) increases linearly with \( \psi^* \).

When the flow deviates only slightly from uniform flow, this same general correspondence between variables exists throughout most of the flow field. In these regions, the magnitudes of the partial derivatives \( \partial x/\partial \phi \), \( \partial y/\partial \psi \), and \( \partial z/\partial \psi^* \) will be approximately equal to \( 1/NP1 \), \( 1/NS1 \), and \( 1/NSS1 \), respectively, and the magnitude of the remaining derivatives in Eqs. 53 through 55 will not differ greatly from zero except where there is significant curvature of the streamlines.

In forming the finite difference grid network, NP equipotential surfaces, NS \( \psi \) constant stream surfaces, and NSS \( \psi^* \) constant stream surfaces will be used. The placement in the inverse space of bodies around which flow occurs will be accomplished by specifying the \( \psi \) and \( \psi^* \) constant surfaces that envelope the bodies and the equipotential surfaces that are coincident with the upstream and downstream stagnation points.

The body is collapsed onto a single line in the inverse space, with MB and NB denoting the enclosing \( \psi \) and \( \psi^* \) constant stream surfaces and LB and LN denoting the forward and rear equipotential surfaces that contain the stagnation points on the body. (See Figures 2, 10, and 11.)

The channel width \( W \), uniform flow depth \( D \), and the total head, \( H = D + V^2/2g \), are specified for each problem. Other parameters associated with the flow, such as the uniform flow velocity, are determined from these specified parameters.
Figure 1. Coordinate systems and boundary conditions for a rectangular channel in the physical and inverse spaces.
Figure 2. Illustration of the formulation of the problem of flow around a three-dimensional body in a rectangular channel in (a) the physical space and (b) the inverse space.
FINITE DIFFERENCE METHODS

The use of finite differences in solving elliptic, linear, partial differential equations results in a system of algebraic equations, expressed in matrix notation as

\[ A \bar{U} = \bar{B} \]  \hspace{1cm} (59)

where \( A \) is the matrix of coefficients in the system of equations, \( \bar{U} \) is the vector of unknown quantities, and \( \bar{B} \) is the vector of known quantities. This system of equations can be solved by direct matrix methods, such as Gaussian or Gauss-Jordan elimination, but for large matrices the capacity of the computer is soon exceeded, so iterative procedures are frequently used.

Commonly used iterative methods include the following (see Forsythe and Wasow (3)): the method of simultaneous displacements, or the Point Jacobi method; the method of successive displacements, or the Gauss-Seidel method; the successive overrelaxation method (SOR), which incorporates an overrelaxation factor into the Gauss-Seidel method to speed the rate of convergence of the solution; the line successive overrelaxation method (LSOR), which is similar to the SOR method except a whole block or line of unknowns is solved at once. The general convergence criteria for these iterative methods is that the matrix \( A \) be irreducible and have diagonal dominance (24), i.e., the sum of the absolute values of the off diagonal elements in any row must be less than or equal to and in at least one case be less than the absolute value of the diagonal element. This criteria can be interpreted to mean that the unknown being solved for has as much or more influence on the equation as the sum of all the other unknowns involved in that equation.

These iterative methods must be modified when applied to Eqs. 53 through 55, because the equations are nonlinear and the dependent variables can’t be isolated one at a time in a first or second order equation involving the independent variables. Therefore, \( x, y, \) and \( z \) must be solved for simultaneously.
SUCCESSIVE PLANE RELAXATION METHOD

A method for solving the three-dimensional inverse equations that was studied initially consisted of solving for the dependent variables x, y, and z at each grid point on a single stream surface by direct methods under the assumption that the values on adjacent stream surfaces were known. This approach was finally abandoned but is described here to give the reader a better understanding concerning the difficulties in obtaining a solution. This approach represents an extension of the block or line successive relaxation methods described by Ames (1), Varga (24), and Forsythe and Wasow (7). Instead of solving for the dependent variables at all grid points along a line, the dependent variables are computed for all grid points on an entire \( \psi \) constant plane simultaneously. The dependent variables in each plane are solved for successively until all planes have been evaluated (see Figure 3). This process is repeated iteratively until the values of the dependent variables do not change significantly between successive passes through the planes. The above iterative approach to a solution will be referred to as the "successive plane relaxation method."

If the stream surfaces are taken as successive \( \psi \) constant planes such that derivatives with respect to \( \psi \) are assumed known temporarily, then Eqs. 53, 54, and 55 become:

\[
\begin{align*}
C_1 \frac{\partial x}{\partial \psi} &= C_2 \frac{\partial x}{\partial \psi^*} - C_3 \frac{\partial y}{\partial \psi^*} \\
C_2 \frac{\partial y}{\partial \psi} &= C_3 \frac{\partial x}{\partial \psi^*} - C_1 \frac{\partial z}{\partial \psi^*} \\
C_3 \frac{\partial z}{\partial \psi} &= C_1 \frac{\partial y}{\partial \psi^*} - C_2 \frac{\partial x}{\partial \psi^*}
\end{align*}
\]

Equations 60, 61, and 62 would be linear if the C1, C2, and C3's were known constants. Thus, to form quasilinear equations, the C1, C2, and C3's will be assumed to be constant while obtaining the solution on any plane (the \( j \)th \( \psi \) constant plane) and will be approximated by central differences so no x, y, or z value from the \( j \)th plane appears in the approximations. When second order central differences are used to determine values for the constants C1, C2, and C3,

\[
\begin{align*}
C_1 &= \frac{\partial x}{\partial \psi} = 0.5 \frac{\partial}{\partial \psi} \left( x_{ij+1k} - x_{ij-1k} \right) \\
C_2 &= \frac{\partial y}{\partial \psi} = 0.5 \frac{\partial}{\partial \psi} \left( y_{ij+1k} - y_{ij-1k} \right)
\end{align*}
\]

in which the subscripts i, j, and k are given by

\[
\begin{align*}
i &= i + \Delta \phi/\Delta \phi \\
j &= j + \omega/\Delta \omega \\
k &= k + \psi^*/\Delta \psi^*
\end{align*}
\]

This procedure linearizes the otherwise nonlinear equations while solving for the dependent variables on any plane and permits all the unknowns in this plane to be solved for simultaneously using matrix methods.

![Figure 3. Plane structure of the finite difference network used in the "successive plane relaxation" method.](image)

Third order forward and backward differences were used to approximate the derivatives with respect to \( \psi \) and \( \psi^* \) in Eqs. 60, 61, and 62 at each grid point. Forward differences were used until the index associated with the independent variable appearing in the derivative reached half its final value, and backward differences were used thereafter. The matrix obtained by writing Eqs. 60, 61, and 62 in finite difference form at each grid point in a \( \psi \) constant plane appears in Figure 4.
Figure 4. Matrix for obtaining $x, y,$ and $z$ for each grid point on a $\psi$ constant plane assuming adjacent planes and boundary values are known.
An algorithm that utilizes the band properties of the matrix was used to conserve computer time and storage requirements and to minimize truncation error. Two algorithms were studied for solving the nonsymmetric band matrix without storing the zeroes above and below the band. One of these followed the procedure described by Thurnau (23) and took advantage of the bands. The other algorithm partitioned the matrix and used an elimination method similar to that described by Wilson (26).

The performance of the successive plane relaxation method was tested by introducing errors into the interior grid points of uniform flow and specifying the boundary values. A correct solution for \(x, y,\) and \(z\) in the \(j\)th plane was obtained when the correct values for these variables were used in the \(j-1\) and \(j+1\) \(\psi\) constant planes. The correct solution indicated that the equations and algorithms were properly implemented in writing the computer program. However, when errors were introduced into the dependent variables at a single grid point in the \(j-1\) \(\psi\) constant plane, divergence occurred initially, apparently until the introduced error had spread to surrounding grid points, but then converged rapidly to the correct solution. When such small errors were introduced at several interior grid points in adjacent \(j-1\) and \(j+1\) \(\psi\) constant planes, divergence continued from the proper values, with some \(x, y,\) and \(z\) variables becoming negative and some becoming larger than the largest boundary values. Constraints were placed on the variables, which required that they be nonnegative and less than the largest boundary value, but even under these constraints the successive plane relaxation method failed to converge.

Several things were attempted to cause convergence. For example, alternative differences were used for the derivatives with respect to \(\psi\) that brought values of \(x, y,\) and \(z\) from the \(j\)th \(\psi\) constant plane into \(C_1, C_2,\) and \(C_3,\) rather than to evaluate these coefficients entirely from adjacent planes. The \(x, y,\) and \(z\) values on the \(j\)th plane were first considered known from the previous iteration, which allowed Eqs. 60, 61, and 62 to be treated as linear, and the equations were solved as before. The process still did not converge to the correct solution. Next, the dependent variables in the \(j\)th plane were treated as unknowns, making Eqs. 60 through 62 nonlinear. The nonlinear system of equations was solved using the Newton-Raphson method. The solution by the Newton-Raphson method used the iterative equation

\[
\begin{align*}
-x^{t+1} & = -x^t - CV \\
\end{align*}
\]

in which

\[
CV = D^{-1} F_t(x) \ldots \ldots \ldots \ldots \ldots (69)
\]
The elements of the vector $\mathbf{F}$ are

$$F_1 = C \frac{\partial x}{\partial \phi} \cdot (\text{FAC}_2 z, z, z + FR \psi_{2, 2, 2}) \frac{\partial z}{\partial \psi} + (\text{FAC}_3 z, z, z + FR \psi_{2, 2, 2}) \frac{\partial y}{\partial \psi}$$

$$F_2 = C \frac{\partial y}{\partial \phi} \cdot (\text{FAC}_3 z, z, z + FR \psi_{2, 2, 2}) \frac{\partial x}{\partial \psi} + (\text{FAC}_1 z, z, z + FR \psi_{2, 2, 2}) \frac{\partial z}{\partial \psi}$$

$$F_3 = C \frac{\partial z}{\partial \phi} \cdot (\text{FAC}_1 z, z, z + FR \psi_{2, 2, 2}) \frac{\partial x}{\partial \psi} + (\text{FAC}_2 z, z, z + FR \psi_{2, 2, 2}) \frac{\partial y}{\partial \psi}$$

$$F_4 = C \frac{\partial x}{\partial \phi} \cdot (\text{FAC}_2 z, z, z + FR \psi_{2, 2, 2}) \frac{\partial z}{\partial \psi} + (\text{FAC}_3 z, z, z + FR \psi_{2, 2, 2}) \frac{\partial y}{\partial \psi}$$

$$F_n = C \frac{\partial x}{\partial \phi} \cdot (\text{FAC}_1 \psi_{N1, N1, N1} + FR \psi_{N1, N1, N1}) \frac{\partial z}{\partial \psi} + (\text{FAC}_2 \psi_{N1, N1, N1} + FR \psi_{N1, N1, N1}) \frac{\partial y}{\partial \psi}$$

in which FR is the coefficient from the finite difference operator that multiplies the unknown variable in the $j$th plane, and FAC1, FAC2, and FAC3 include all other terms from adjacent $\psi$ constant planes for the derivatives $\partial x/\partial \psi$, $\partial y/\partial \psi$, and $\partial z/\partial \psi$, respectively, which are used in the finite difference operators.

The derivative matrix has its entries in the same positions as the entries in the linear system of equations (see Figure 5, and compare with Figure 4), so the same algorithms were used to obtain the correction vector as were used to solve the linear system of equations in a plane.

An extremely good initialization was needed for the Newton-Raphson method to converge for a single $\psi$ constant plane, but even when such an initialization was supplied, the process did not converge in iterating between planes.

An attempt was made to determine if fixing the derivatives with respect to $\psi^*$, so C1, C2, and C3 were the derivatives $\partial x/\partial \psi^*$, $\partial y/\partial \psi^*$, and $\partial z/\partial \psi^*$, respectively, would make the method convergent, but implementing this procedure proved unsuccessful also.

To insure that the variables at a grid point were not influenced more by surrounding values in a $\psi$ constant plane than in a $\psi$ constant plane, or vice versa, an alternating direction method was tried where the derivatives with respect to $\psi$ were fixed on one iteration, and the derivatives with respect to $\psi^*$ were fixed on the next, but convergence between planes again did not occur when the procedure was implemented on the computer.

The reasons why the plane successive relaxation method does not converge when point by point methods, as described next, converge are not apparent.
Figure 5. Derivative matrix for n-dimensional Newton-Raphson method.
MODIFIED GAUSS-SEIDEL METHOD

The method that was finally developed as a possible approach to solve boundary value problems associated with the nonlinear inverse Eqs. 53 through 55, is an extension of the Gauss-Seidel method. It will be referred to as the modified Gauss-Seidel method. The unknown variables $x$, $y$, and $z$ at each grid point are solved for by assuming the variables at the surrounding grid points are known. The difference equations that result from this assumption are nonlinear and consist of three separate equations which must be solved simultaneously for the three unknowns $X_{ijk}$, $Y_{ijk}$, and $Z_{ijk}$. Since these equations are nonlinear, such criteria as diagonal dominance, which are commonly used to examine whether an iterative method will converge or not, cannot be examined per se. Because the difference equations consist of only first order derivatives, it is clear, however, that a point by point iterative scheme will converge only if first order differences are used. Finite difference operators resulting from second and higher order approximations do not have the equivalence of diagonal dominance. To illustrate, consider the following first and third order forward difference approximations

\[
\frac{\partial x}{\partial \phi} = \frac{x_{i+1jk} - x_{ijk}}{\Delta \phi} \quad \text{1st order}
\]

\[
= -\frac{1}{2} x_{i-1jk} - 2x_{ijk} + x_{i+1jk} - \frac{1}{6} x_{i+2jk} \quad \text{3rd order}
\] . (72)

The absolute value of the coefficient of the variable $x_{ijk}$ equals the absolute value of the coefficient of the neighboring variable $x_{i+1jk}$ when first order differences are used, but the absolute value of the coefficient of the variable $x_{ijk}$ is less than the sum of the absolute values of the coefficients of the neighboring variables $x_{i-1jk}$, $x_{i+1jk}$, and $x_{i+2jk}$ when third order differences are used. Use of a central difference eliminates the term $x_{ijk}$ from the difference approximation.

There are eight possible combinations of first order forward and backward differences that can be used to approximate the inverse Eqs. 53, 54, and 55. Denoting forward differences by F and backward differences by B, these combinations are: FFF, FFB, FBF, BFF, BFB, BBB, and BFF, in which the first letter indicates differences with respect to $\phi$, the second letter with respect to $\psi$, and the third letter with respect to $\psi^*$. The FFF difference of Eq. 53 is,

\[
C + x_{ijk} - x_{ijk}^{+} = \frac{\Delta \phi}{\Delta \phi} \left\{ (y_{ijk} + Y_{ijk}) \right\} + \frac{\Delta \psi}{\Delta \psi} \left\{ (z_{ijk} + Z_{ijk}) \right\} \quad \text{. (73)}
\]

If $\Delta \phi = \Delta \psi = \Delta \psi^* = 1$ and $R = 1/C$, Eq. 73 becomes

\[
X_{ijk} = x_{i+1jk} - R \left\{ (y_{ijk} + Y_{ijk}) \right\} + \frac{\Delta \phi}{\Delta \phi} \left\{ (z_{ijk} + Z_{ijk}) \right\} \quad \text{. (74)}
\]

Note that the nonlinear term $y_{ijk} z_{ijk}$ drops out of Eq. 74, leaving a linear equation involving the three unknowns $x_{ijk}$, $Y_{ijk}$, and $Z_{ijk}$. The FFF finite difference forms of Eqs. 54 and 55 are,

\[
y_{ijk} = y_{i+1jk} + R \left\{ (x_{ijk} + X_{ijk}) \right\} + \frac{\Delta \phi}{\Delta \phi} \left\{ (z_{ijk} + Z_{ijk}) \right\} \quad \text{. (75)}
\]

and

\[
z_{ijk} = z_{i+1jk} + R \left\{ (x_{ijk} + X_{ijk}) \right\} + \frac{\Delta \phi}{\Delta \phi} \left\{ (y_{ijk} + Y_{ijk}) \right\} \quad \text{. (76)}
\]

Since all but the terms $x_{ijk}$, $Y_{ijk}$, and $Z_{ijk}$ are considered known temporarily, Eqs. 74, 75, and 76 constitute three linear equations with three unknowns at each grid point, which can be solved by matrix methods. These equations can be written in the form

\[
a_{11} x + a_{12} y + a_{13} z = b_{1}
\]

\[
a_{21} x + a_{22} y + a_{23} z = b_{2}
\]

\[
a_{31} x + a_{32} y + a_{33} z = b_{3}
\] . . . . . . . . . . (77)

or

\[
\Delta U = \bar{B} \quad \text{. . . . . . . . . . . . . . . . . . . (78)}
\]

The A matrix depends upon which of the eight possible combinations of forward and backward differences are used, as given in Table 1.
Table 1. All possible combinations of first order forward and backward differences of the inverse Eqs. 53, 54, and 55.

<table>
<thead>
<tr>
<th>Finite Difference Designation</th>
<th>Matrix of Coefficients</th>
<th>Right Hand Side</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFF</td>
<td>(R(z_{ij+1k} - z_{ijk+l}))</td>
<td>(x_{1+1jk} + R(y_{ij+1k} z_{ijk+l} - x_{ijk+l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(z_{ij+1k} - z_{ijk+l}))</td>
<td>(x_{1+1jk} - R(y_{ij+1k} z_{ijk+l} - x_{ijk+l}))</td>
</tr>
<tr>
<td></td>
<td>(R(y_{ij+1k} - y_{ijk+l}))</td>
<td>(y_{1+i+jk} - R(x_{ij+1k} z_{ijk+l} - y_{ijk+l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(y_{ij+1k} - y_{ijk+l}))</td>
<td>(y_{1+i+jk} + R(x_{ij+1k} z_{ijk+l} - y_{ijk+l}))</td>
</tr>
<tr>
<td>FFB</td>
<td>(R(z_{ij-1k} - z_{ijk-l}))</td>
<td>(z_{1+i-jk} - R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(z_{ij-1k} - z_{ijk-l}))</td>
<td>(z_{1+i-jk} + R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(R(y_{ij-1k} - y_{ijk-l}))</td>
<td>(x_{1+i+jk} + R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(y_{ij-1k} - y_{ijk-l}))</td>
<td>(x_{1+i+jk} - R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td>FBF</td>
<td>(R(z_{ij-1k} - z_{ijk-l}))</td>
<td>(z_{1+i-jk} - R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(z_{ij-1k} - z_{ijk-l}))</td>
<td>(z_{1+i-jk} + R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(R(y_{ij-1k} - y_{ijk-l}))</td>
<td>(x_{1+i+jk} + R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(y_{ij-1k} - y_{ijk-l}))</td>
<td>(x_{1+i+jk} - R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td>BFF</td>
<td>(R(z_{ij+1k} - z_{ijk+l}))</td>
<td>(x_{1-i+jk} - R(y_{ij+1k} x_{ijk+l} - z_{ijk+l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(z_{ij+1k} - z_{ijk+l}))</td>
<td>(x_{1-i+jk} + R(y_{ij+1k} x_{ijk+l} - z_{ijk+l}))</td>
</tr>
<tr>
<td></td>
<td>(R(y_{ij+1k} - y_{ijk+l}))</td>
<td>(y_{1-i+jk} + R(x_{ij+1k} z_{ijk+l} - y_{ijk+l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(y_{ij+1k} - y_{ijk+l}))</td>
<td>(y_{1-i+jk} - R(x_{ij+1k} z_{ijk+l} - y_{ijk+l}))</td>
</tr>
<tr>
<td>BFB</td>
<td>(R(z_{ij-1k} - z_{ijk-l}))</td>
<td>(z_{1-i+jk} - R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(z_{ij-1k} - z_{ijk-l}))</td>
<td>(z_{1-i+jk} + R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(R(y_{ij-1k} - y_{ijk-l}))</td>
<td>(x_{1-i+jk} + R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(y_{ij-1k} - y_{ijk-l}))</td>
<td>(x_{1-i+jk} - R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td>BBF</td>
<td>(R(z_{ij-1k} - z_{ijk-l}))</td>
<td>(z_{1-i+jk} - R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(z_{ij-1k} - z_{ijk-l}))</td>
<td>(z_{1-i+jk} + R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(R(y_{ij-1k} - y_{ijk-l}))</td>
<td>(x_{1-i+jk} + R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(y_{ij-1k} - y_{ijk-l}))</td>
<td>(x_{1-i+jk} - R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td>BBB</td>
<td>(R(z_{ij-1k} - z_{ijk-l}))</td>
<td>(z_{1-i+jk} - R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(z_{ij-1k} - z_{ijk-l}))</td>
<td>(z_{1-i+jk} + R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(R(y_{ij-1k} - y_{ijk-l}))</td>
<td>(x_{1-i+jk} + R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
<tr>
<td></td>
<td>(-R(y_{ij-1k} - y_{ijk-l}))</td>
<td>(x_{1-i+jk} - R(y_{ij-1k} x_{ijk-l} - z_{ijk-l}))</td>
</tr>
</tbody>
</table>
The modified Gauss-Seidel method computes all eight of these differences, and the values of $x_{ijk}$, $y_{ijk}$, and $z_{ijk}$ temporarily assigned to that grid point are determined by weighting these eight values according to the distance the grid point $(ijk)$ is from the boundaries of the flow region. Thus, eight weighting factors are determined for each grid point. The weighting factors are equated to appropriate triple products of the following six integer quantities:

$\text{IF} = I$ \hspace{1cm} \text{(79)}

$\text{IB} = NP - I + 1$ \hspace{1cm} \text{(80)}

$\text{JF} = J$ \hspace{1cm} \text{(81)}

$\text{JB} = NS - J + 1$ \hspace{1cm} \text{(82)}

$\text{KF} = K$ \hspace{1cm} \text{(83)}

$\text{KB} = NSS - K + 1$ \hspace{1cm} \text{(84)}

The first letter of these quantities denotes the $\phi$, $\psi$, or $\psi^*$ coordinate, respectively, and the second letter of the factor denotes forward or backward differences. The eight weighting factors are:

$F_1 = (\text{IF}) (\text{JF}) (\text{KF})$ \hspace{1cm} \text{(85)}

$F_2 = (\text{IF}) (\text{JF}) (\text{KB})$ \hspace{1cm} \text{(86)}

$F_3 = (\text{IF}) (\text{JB}) (\text{KF})$ \hspace{1cm} \text{(87)}

$F_4 = (\text{IF}) (\text{JB}) (\text{KB})$ \hspace{1cm} \text{(88)}

$F_5 = (\text{IB}) (\text{JF}) (\text{KF})$ \hspace{1cm} \text{(89)}

$F_6 = (\text{IB}) (\text{JF}) (\text{KB})$ \hspace{1cm} \text{(90)}

$F_7 = (\text{IB}) (\text{JB}) (\text{KF})$ \hspace{1cm} \text{(91)}

$F_8 = (\text{IB}) (\text{JB}) (\text{KB})$ \hspace{1cm} \text{(92)}

The values of $x$, $y$, and $z$ at each grid point are determined by:

$$x_{ijk} = \frac{(x_1 F_1 + x_2 F_2 + x_3 F_3 + x_4 F_4 + x_5 F_5 + x_6 F_6 + x_7 F_7 + x_8 F_8)}{T} \hspace{1cm} \text{(93)}$$

$$y_{ijk} = \frac{(y_1 F_1 + y_2 F_2 + y_3 F_3 + y_4 F_4 + y_5 F_5 + y_6 F_6 + y_7 F_7 + y_8 F_8)}{T} \hspace{1cm} \text{(94)}$$

$$z_{ijk} = \frac{(z_1 F_1 + z_2 F_2 + z_3 F_3 + z_4 F_4 + z_5 F_5 + z_6 F_6 + z_7 F_7 + z_8 F_8)}{T} \hspace{1cm} \text{(95)}$$

in which $x_1, x_2, x_3, \ldots, x_8, y_1, y_2, \ldots, y_8, z_1, z_2, \ldots, z_8$ are the solutions of the eight possible equations denoted by Eq. 78, and $T$ is the sum of $F_1, F_2, F_3, \ldots, F_8$. As an example, the unknown values at grid point $i=2$, $j=2$, and $k=2$ in a Dirichlet boundary value problem will have larger weighting factors associated with the BBB than FFF differences, because backward differences use preceding information, which are correct values from the boundaries, while forward differences use succeeding information, which are interior variables whose values must eventually be determined from the boundary values to satisfy the partial differential equations.

The performance of the modified Gauss-Seidel method was studied initially by introducing errors into the interior grid points of a uniform flow, Dirichlet boundary value problems and observing if each subsequent iteration gave a solution that better approximated the uniform flow values. The results of the method were satisfactory, with reasonably rapid convergence occurring. An indication of rates of convergence that can be achieved is given later in discussing the particular solutions which have been obtained.
BOUNDARY CONDITIONS

The boundary condition equations for some of the boundaries can be obtained by simplifying the basic inverse equations by noting that some of the dependent variables and derivatives are known. On the other hand, the free surface boundary and the body boundaries present special problems, and consequently these boundary conditions will be discussed in the next section. The boundary conditions for boundaries 1, 2, 3, and 4 of Figure 1 will be described in this section, with boundary 3 considered as a confining boundary.

Table 2. Boundary conditions along a rectangular conduit. (See Figure 2.)

<table>
<thead>
<tr>
<th>Side</th>
<th>Zero derivatives and constant values</th>
<th>Equations used to solve for unknowns</th>
<th>Finite difference combinations used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( y = 0 ) ( \partial x / \partial \phi = 0 ) ( \partial z / \partial \phi = 0 )</td>
<td>( \partial x / \partial \phi = \frac{\partial y}{\partial \phi} \frac{\partial z}{\partial \phi} ) R</td>
<td>FFF</td>
</tr>
<tr>
<td>2</td>
<td>( z = \text{constant} = 1 ) ( \partial y / \partial \phi = 0 ) ( \partial \phi = \partial \phi )</td>
<td>( \partial x / \partial \phi = \frac{\partial y}{\partial \phi} \frac{\partial z}{\partial \phi} ) R</td>
<td>FFF</td>
</tr>
<tr>
<td>3</td>
<td>( y = \text{constant} = \frac{D}{W} ) ( \partial y / \partial \phi = 0 ) ( \partial z = \text{constant} )</td>
<td>( \partial x / \partial \phi = \frac{\partial y}{\partial \phi} \frac{\partial z}{\partial \phi} ) R</td>
<td>FFF</td>
</tr>
<tr>
<td>4</td>
<td>( z = 0 ) ( \partial y / \partial \phi = 0 ) ( \partial \phi = \text{constant} )</td>
<td>( \partial x / \partial \phi = \frac{\partial y}{\partial \phi} \frac{\partial z}{\partial \phi} ) R</td>
<td>FFF</td>
</tr>
<tr>
<td>5</td>
<td>( x = 0 )</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>( x = \text{constant} = x_f )</td>
<td>None</td>
<td></td>
</tr>
</tbody>
</table>

Uniform flow is assumed to exist through sides 5 and 6, so the values \( y \) and \( z \) are known on these boundary planes. Furthermore, on side 5, \( x \) is constant and can be assigned the value zero. On side 6, \( x \) is constant, but of unknown value \( x_f \). Only if uniform flow exists throughout the flow field will \( x_f \) equal unity by virtue of the nondimensionalization process regardless of the number of equipotential surfaces assigned. When nonuniform flow exists in the region, \( x_f \) must be determined as explained subsequently. To illustrate why \( x_f = 1 \) for uniform flow, note that the derivatives \( \partial y / \partial \psi \) and \( \partial z / \partial \psi \) are constant and independent of the number of equipotential planes. Consequently, along boundaries 1 and 3, Eq. 53 reduces to

\[
C \left( \frac{\partial x}{\partial \phi} \right) \frac{\text{NP1}}{(\text{NS1}) (\text{NSS1})} \frac{\partial x}{\partial \phi} \frac{\partial x}{\partial \psi} = \kappa \ldots (96)
\]

or

\[
\text{NP1} \left( \frac{\partial x}{\partial \phi} \right) = \kappa' \ldots \ldots \ldots \ldots \ldots (97)
\]

in which \( K \) and \( K' \) are constants, because NS1 and NSS1 can remain constant as NP1 is assigned any desired value. Substituting differences in Eq. 97 produces

\[
\text{NP1} \left( \frac{\Delta x}{\Delta \phi} \right) = \kappa' \ldots \ldots \ldots \ldots \ldots (98)
\]

but \( \Delta \phi = 1 \) by choice, so \( \text{NP1} x (\Delta x) = \kappa' \); if NP1 is increased, \( \Delta x \) must decrease proportionately to retain a constant product. The result is that \( x_f \) equals unity for any assigned value of NP1 when uniform flow exists.

When nonuniform flow exists in the flow field, \( \partial y / \partial \psi \) and \( \partial z / \partial \psi \) vary from grid point to grid point, so \( x_f \) must be evaluated by integrating Eq. 96 along \( \psi \) constant planes as denoted by the following equation:

\[
x_{i+1j} = x_{ij} + R \int_{x_i}^{x_{i+1}} \left[ \frac{\partial y}{\partial \phi} \frac{\partial z}{\partial \psi} \right]_{ij} d\phi \ldots \ldots (99)
\]

where \( i = 1, 2, ..., \text{NP1}; j = \text{constant}; k = \text{constant} \).
At the beginning of the solution process $x_f$ will be different from each path of integration. As the modified Gauss-Seidel iteration approaches the final solution, however, the value of $x_f$ obtained from each path should approach the same value. Until this occurs the average of the individual $x_f$ is taken as the constant for side 6.

The boundary conditions given in Table 2 are among the simplest possible for three-dimensional flows. Boundary conditions for physical spaces where the boundaries are not planar and are not normal to one another would have no variable constant throughout its plane in the inverse space.
FREE SURFACE

The Bernoulli equation is valid throughout the flow field and can be written as

\[ \frac{v^2}{2g} + \frac{u^2 + v^2 + w^2}{2g} = Y = H \]  

(100)
on the free surface with the pressure assigned a value of zero. Substituting Eqs. 12, 13, and 14 for \( u, v, \) and \( w, \) and noting that

\[ J = (u^2 + v^2 + w^2) \]  

(101)
produces

\[ \left( \frac{\partial x}{\partial \phi} \right)^2 + \left( \frac{\partial y}{\partial \phi} \right)^2 + \left( \frac{\partial z}{\partial \phi} \right)^2 = \frac{1}{2g (H-Y)} \]  

(102)
The dimensionless form of Eq. 102 is

\[ \left( \frac{\partial x}{\partial \phi} \right)^2 + \left( \frac{\partial y}{\partial \phi} \right)^2 + \left( \frac{\partial z}{\partial \phi} \right)^2 = COG4 \frac{Q}{(h-y)} \]  

(103)
in which

\[ COG4 = \frac{Q^2}{(NP1^2)(W^5)(2g)} \]  

(104)
and

\[ h = H/W \]  

(105)
Equation 103 can be integrated to obtain the \( x \) variables at each grid point on the free surface by using the following equation:

\[ x_{i+1jk} = x_{ijk} + \int_{k}^{k+1} \sqrt{COG4 h-y \left( \frac{\partial y}{\partial \phi} \right)^2 + \left( \frac{\partial z}{\partial \phi} \right)^2} \, d\phi \]  

(106)
The magnitudes of \( \partial y/\partial \phi \) and \( \partial z/\partial \phi \) are generally small in comparison to the magnitude of \( \partial x/\partial \phi \), so any error in evaluating the derivatives within the square root sign causes a small percentage error in evaluating \( x \). For this reason, \( \partial y/\partial \phi \) and \( \partial z/\partial \phi \) are considered known during the integration process, which is continually repeated anyway until the correct solutions to all unknowns \( x, y, \) and \( z \) are obtained.

If poor initial values are used, the argument within the square root sign can become negative, particularly in the region where \( \partial y/\partial \phi \) and \( \partial z/\partial \phi \) are large. Should this occur during the execution of the computer program, the argument is set equal to zero.

Equation 53 can be rearranged and integrated to evaluate \( z \) at each free surface grid point, as follows:

\[ z_{ijk+1} = z_{ijk} + \int_{k}^{k+1} \left[ \frac{\partial x}{\partial \phi} \frac{\partial x}{\partial \phi} \frac{\partial x}{\partial \phi} \right] \, d\phi \]  

(107)
The solution for \( y \) on the free surface is more difficult to obtain since it cannot be solved for explicitly from the dimensionless Bernoulli Eq. 103 under the assumption that \( x \) and \( z \) are known. Jeppson (15) examined the function

\[ F_1 = \left( \frac{\partial y}{\partial \phi} \frac{\partial x}{\partial \phi} \frac{\partial x}{\partial \phi} \right)^2 + C^2 \left( \frac{\partial y}{\partial \phi} \frac{\partial x}{\partial \phi} \frac{\partial x}{\partial \phi} \right)^2 + \frac{\partial y}{\partial \phi} \frac{\partial x}{\partial \phi} \frac{\partial x}{\partial \phi} \]  

(108)
in which

\[ CGO = \frac{Q^2}{(NS1^2)(NS1)^2(W^5)(2g)} \]  

(109)
in solving for \( y \) on the free surface. Graphs of the function \( F_1 \) versus \( y_{i,N,S,k} \), with errors existing in surrounding grid points, as indicated, are shown in Figure 6. Four roots of \( F_1 \) are seen to exist in Figure 7, but the root to the right of \( y = h \) can be discarded since the depth cannot exceed the total head, and the root occurring at approximately \( y = 0.88 \) can be eliminated by examination of the problem being solved. However, the two zeroes of the function that occur near \( y = 1.0 \) are both candidates for the correct root. Jeppson concluded that the positively sloped root was always the correct one, but he used a slightly different definition of the dimensionless independent variables and did not make the dependent variables nondimensional. This investigation supported the
Figure 6. Function defined by Eq. 108 versus $y_{ijk}$ with errors in surrounding points.
Figure 6. Continued.
Figure 6. Continued.

Figure 7. Graph of $F_1$ vs. $y$ showing the roots of the equation that exist in obtaining a solution for $y$ on the free surface.
negatively sloped root as the correct one in all cases. In any event, the two roots are not far apart if they exist at all. Errors in certain of the surrounding grid points cause no roots to exist in the range of \( y \) values where a correct solution could exist. The range of possible solutions will be referred to as the feasible region. The bounds for this region must be determined by judgment and insight.

If two roots occurred in the feasible region (see Figure 6-a), the methods of False-position and Newton-Raphson (11) were used to obtain the solution. If no roots were present in the feasible region (see Figure 6-f), the Fibonacci search method (25) was used to obtain the maximum value the function \( F_1 \) reached, and this maximum value was used to approximate the correct solution.

A more satisfactory approach was to rewrite Eq. 103, after substituting for \( \frac{\partial \varphi}{\partial \psi} \), as

\[
F_2 = c^2 \left[ \left( \frac{\partial x}{\partial \psi} \right)^2 + \left( \frac{\partial y}{\partial \psi} \right)^2 \right] + \left( \frac{\partial x}{\partial \psi} \frac{\partial y}{\partial \psi} - \frac{\partial y}{\partial \psi} \frac{\partial x}{\partial \psi} \right)^2
\]

Graphs of \( F_2 \) versus \( y_{ijk} \), with errors existing in surrounding grid points are shown in Figure 8. Only one root occurs in the feasible region, even when errors exist in surrounding grid points, and this root is obtained using the False-position method. If the root is not located in a specified number of iterations during execution of computer program, the \( y \) variable is equated to the average of the four surrounding free surface \( y \) values.

The function defined as

\[
F_3 = \left[ \left( \frac{\partial x}{\partial \psi} \right)^2 + \left( \frac{\partial y}{\partial \psi} \right)^2 \right] + \frac{c^2 \partial \Phi}{h-y} = 0 \cdots (111)
\]

is similar to \( F_2 \) (see Figure 9). However, the variable \( z \) is eliminated from Eq. 110, so it is used in preference to Eq. 111.

At the intersection of the free surface boundary with sides 2 and 4 of Figure 1b, the \( x \) and \( y \) variables need to be determined subject to the boundary conditions from both the free surface and the sides. A preliminary attempt at combining the side and free surface boundary conditions and incorporating them into the inverse equations, so \( x \) and \( y \) could be determined, indicated that the variables were allowed to "float" too freely to obtain a satisfactory solution for the other free surface grid points by using the values established from the intersecting boundaries. The \( x \) and \( y \) values along the two lines of intersection are determined, in part, from the values on the free surface, and the free surface values are influenced by the values along the lines of intersection; the interdependence between the lines of intersection and the free surface creates a nonconvergent process when the variables are evaluated in this manner.

An alternate approach, which proved to be more satisfactory, was to use a third degree polynomial involving other free surface \( y \) values along a \( \psi \) constant plane to extrapolate suitable \( y \) values at the two lines of intersection between the free surface and the side boundaries. The coefficients of the polynomials were determined by multiple regression (5), using the free surface \( y \) values from \( k=2 \) to \( k=NS1 \) along a \( \psi \) constant plane as the known points.

![Figure 8. Function defined by Eq. 110 versus y_{ijk} with errors in surrounding points.](image-url)
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Figure 9. Graph of $F_3$ vs. $y$ showing the single root that exists in obtaining $y$ on the free surface.
FLOW AROUND A BODY

Since this study was exploratory in the development of methods for solving three-dimensional, free surface, potential flow problems using the inverse formulation described previously, the first problems examined were made simple intentionally. After satisfactory performance of the method was achieved in solving the simplified problems, additional features were added, one at a time, increasing the complexity of the problem and requiring greater capability of the solution method. In accordance with this philosophy, the first problem examined consisted of a body placed within the flow in a rectangular duct. This problem was used to develop and investigate appropriate means for specifying a body within the flow in the inverse formulation and to develop schemes for obtaining a solution thereof. After being satisfied with the performance of the method for describing the flow around the body with specified exterior boundaries, the solution capability was expanded by removing the top of the duct and replacing it with the free surface condition in a vertical gravitational field. These problems will be described in this sequence in this and the following sections.

The $\psi$ and $\psi^\ast$ constant surfaces separate at the stagnation points of flow around an object placed entirely within the flow field. These surfaces, which are separated around the body in the physical space, are collapsed onto a divided line in the inverse space. Thus all paths from the front to the rear of the body are along the same line in the inverse space. Four separate paths have been used to define the body as shown in Figures 10 and 11. In the computer program, separate two-dimensional arrays (with the second subscript used to denote the path), have been added to store the values of the dependent variables along these separate paths. Thus $XB(I,NUM)$, $YB(I,NUM)$, and $ZB(I,NUM)$ replace the values of $x(I,MB,NB)$, $y(I,MB,NB)$, and $z(I,MB,NB)$, in which $I$ takes on the values $LB$ (corresponding to the upstream stagnation point), $MB$, and $NB$ correspond to the $\psi$ and $\psi^\ast$ planes, respectively, which define the position of the body, and $NUM$ corresponds to the path followed, as illustrated in Figure 10a. The values of the dependent variables $x$, $y$, and $z$ along each separate path help determine the shape and position of the body in the flow field, and each such value must either be specified or computed. Since $x$, $y$, and $z$ are related, only two can be specified and the third must be computed to satisfy the differential equations. The arrays $YB$ and $ZB$ are specified as deviations from $y$ and $z$ at the upstream stagnation point for each NUM path along the body. To satisfy Eqs. 53 through 55, $XB$ must be calculated at each equipotential surface along each NUM path by using the following equation:

$$XB(I+1,NUM) = XB(I,NUM) + 13/24(F_1 + F_{14})$$

$$- 1/24(F_{14} + F_{1})$$

in which

$$F_i = R \left( \frac{\partial y}{\partial \psi} \frac{\partial x}{\partial \psi^\ast} - \frac{\partial x}{\partial \psi} \frac{\partial y}{\partial \psi^\ast} \right), \; i = 1-1 \text{ to } 1+2,$$

$$I = LB \text{ to } LN - 1$$

The values $XB(LN,NUM)$, which occur at the rear stagnation point, must be equal regardless of the NUM path followed. However, differences in the final $x$ values on the body will exist during the solution process because the variables involved in the derivatives $\partial y/\partial \psi$, $\partial z/\partial \psi^\ast$, $\partial z/\partial \psi$, and $\partial y/\partial \psi^\ast$ are also being adjusted, and consequently they are not free from error. The difference between each value in $XB(LN,NUM)$ for $NUM = 1, 2, \ldots, 4$ and the value $x(LN,MB,NB)$, which is obtained by integrating Eq. 53 in the negative $\psi$ direction from the NP to the LN equipotential surface, is distributed linearly back along each NUM path to adjust the values $XB(I,NUM)$.

Second order forward and backward differences are used to evaluate the derivatives $\partial y/\partial \psi$, $\partial z/\partial \psi^\ast$, $\partial z/\partial \psi$, and $\partial y/\partial \psi^\ast$ along the body. A value on the body is used in conjunction with two values adjacent to the divided line representing the body in the inverse space to evaluate these derivatives. The body value that is closest in the physical space to the adjacent values used to evaluate the derivatives is used. For example, referring to Figure 11a, if a forward difference is used to evaluate a derivative with respect to $\psi^\ast$, NUM path 4 is used to supply the body value, because it has more influence in determining the correct value of a variable at the $(\psi, \psi^\ast+1)$ grid point than the body value from any other path.

The velocity at the stagnation point is zero, so these points are singularities. The sum of the squares of the derivatives $\partial x/\partial \psi$, $\partial y/\partial \psi$, and $\partial z/\partial \psi$ must then be infinite at the singularities, since

$$\left( \frac{\partial x}{\partial \psi} \right)^2 + \left( \frac{\partial y}{\partial \psi} \right)^2 + \left( \frac{\partial z}{\partial \psi} \right)^2 = \text{FACTOR} \frac{\psi^2}{v^2} = \frac{\text{FACTOR}}{0} = \infty$$

(114)
in which \text{FACTOR} is a positive quantity. Finite differences do not yield infinite values for these derivatives at the stagnation points. Therefore, the error in the finite difference solution is greatest in regions around the stagnation points. In obtaining finite difference solutions to two-dimensional problems, analytic solutions have been patched around the singularities. However, for three-dimensional problems with gravity, analytic solutions are not available. Hence, adjustments to the dependent variables near the singularities must be based on judgment, if indeed adjustments are made.

The exact shape a body assumes during the solution procedure cannot be predicted initially, because the variable \(x\) along the body must be determined as part of the solution. However, desired shapes can be obtained by trial and error by adjusting the variables \(y\) and \(z\) along the body.

Figure 10. Illustration of a body in the physical space collapsed onto a divided line in the inverse space.

Figure 11. Cross section of a three-dimensional body at a constant equipotential surface in (a) the physical space, showing the paths that can be followed along the body from the upstream to the downstream stagnation point; (b) in the inverse space, showing the body cross section collapsed onto a point.
CAVITY FORMATION BEHIND A BODY

In studying cavities (2,9,10), the following dimensionless cavitation number is commonly used:

\[ \sigma = \frac{p_c - p_0}{\frac{1}{2} \rho V_o^2} \]  

in which \( p_c \) is the constant pressure inside the cavity, \( \rho \) is the fluid density, and \( V_o \) and \( p_0 \) are the velocity and pressure at a reference point in the flow. A convenient reference point is the top surface upstream from the body where uniform flow exists and where the pressure is atmospheric if a free surface is present. The depth at this point will be denoted by \( Y_o \) (\( Y_o = Y_o/W \)). The velocity along the cavity surface is related to \( \sigma \), \( V_o \), \( Y_o \), and to the dimensionless vertical distance from the channel bottom to the cavity surface \( y = Y/W \) through the Bernoulli equation as follows:

\[ v_c^2 = V_o^2(r + 1) + 2g(W)(Y_o - y) \]  

In the following paragraphs a method is described for obtaining finite difference solutions to problems in which a cavity forms downstream from a body. Comprehension of the method in principle is not difficult, but its implementation in a satisfactory computer solution requires considerable logic and generally 2 or 3 times as much storage. A workable computer program for solving cavity problems has not been developed at present.

In the inverse space, the cavity is collapsed onto an extension of the line defining the body in the flow (see Figures 2, 10, 11). The equipotential surface where the body ends can be specified as NCB. The end of the cavity will occur at a downstream point where the \( y \)-values from different paths along the cavity surface become equal. The number of the finite difference index \( i \) denoting the equipotential surface nearest this point will be denoted by LN. (The value LN is used to denote the final downstream finite difference index of the line in the inverse space that defines either a body or a body and cavity.) The correct value of LN must be determined as part of the solution. This determination of LN, which is closely associated with the cavity length as well as the determination of the cavity shape, might proceed by initially specifying the \( z \)-coordinate at each \( \phi \) constant surface along the cavity for each NUM path by estimating the shape of the cavity for some estimated value of LN. (Initial values of \( x \) and \( y \) are also supplied as part of the flow field initialization.) The corresponding \( x \)- and \( y \)-coordinates can then be calculated as described.

The \( x \)-coordinates along the cavity for each NUM path can be determined by the following equation, which assumes y is known temporarily along the cavity surface:

\[ x_{1+ijk} = x_{1jk} \]

\[ + \int_1^{i+1} \sqrt{\frac{\text{COG5}}{\text{CK4} - 2g(W)(y)}} \left( \frac{3x}{3\phi} \right)^2 \left( \frac{3y}{3\phi} \right)^2 \, d\phi \]  

in which \( j \) and \( k \) equal the index numbers assigned to the stream functions coincident with the cavity,

\[ \text{COG5} = \frac{\Omega^2}{(W^4)(NP1^2)} \]  

and

\[ \text{CK4} = V_o^2(r + 1) + 2g(W)(Y_o) \]  

The \( y \)-coordinates at each \( \phi \) constant plane and along each NUM path on the cavity surface are adjusted to satisfy the following implicit equation by the same procedure described earlier for adjusting \( y \) on the free surface.

\[ F_4 = \left( \frac{3x}{3\phi} \right)^2 + \left( \frac{3y}{3\phi} \right)^2 + \left( \frac{3z}{3\phi} \right)^2 \left( \frac{\text{COG5}}{\text{CK4} - 2g(W)(y)} \right) = 0 \]  

To simplify the procedure for developing a cavity solution, the body could be shaped and positioned symmetrically with respect to \( z \).

If the YB(LN,NUM) values from paths NUM=1 and NUM=3 are equal within a specified tolerance limit, the value of LN requires no further adjustment for the present iteration. Periodically, after the interior variables have their values altered by the modified Gauss-Seidel method, the same procedure for computing \( x \) and \( y \) will be repeated. If YB(LN,1) is less than YB(LN,3), LN should be decreased by one; if the reverse is true, LN should be increased by one. Immediately after LN is decreased, the ZB(I,NUM) variables along each NUM path on the cavity surface should be adjusted by subtracting ZB(LN,NUM) times the ratio (I-NCB)/(LN-NCB), I=NCB+1,..., LN-1, from ZB(I,NUM).
If LN is increased, the values ZB(I,NUM) should be increased; for example,

\[ ZB(I,\text{NUM})_{t+1} = ZB(I,\text{NUM})_t + \text{DELTA} \left( \frac{I - \text{NCB}}{\text{LN} - \text{NCB}} \right) \ldots \ldots (121) \]

where DELTA is a specified amount of increase, such as \( \frac{ZB(\text{NCB,NUM})}{\text{LN}-\text{NCB}} \), and \( I = \text{NCB} + 1, \ldots, \text{LN}-1 \). In making these adjustments of ZB(I,NUM), all values from separate NUM paths must be equal upon closing the cavity at the new LN.

The YB(I,NUM) variables from the previous iteration, where \( I = \text{NCB} + 1, \ldots, \text{LN}-1 \), can then be adjusted by following a procedure similar to that used to adjust the ZB(I,NUM) variables. The XB(I,NUM) and YB(I,NUM) variables can then be determined again from Eqs. 117 and 120 as described previously. Then the entire process can be repeated iteratively until the cavity closes properly with the LN value used.

When the general direction of flow is horizontal and gravitational forces act vertically, the vertical coordinate of the point where the cavity closes cannot be determined except as a part of the solution. Hence, establishing the shape of the cavity and the location of the point of cavity closing will likely necessitate checking to insure that no condition of the flow is violated.
REFLECTIONS ON INVERSE METHODS

Before presenting several numerical solutions to problems of three-dimensional potential flows about bodies, the advantages of the methods described herein over the more conventional noninverse-finite difference methods will be enumerated, and also the limitations of the methods will be discussed.

Major advantages to use of the inverse formulation are:

1. Whenever a potential flow problem can be confined within the space contained between two equipotential surfaces, and four stream surfaces, two of which are orthogonal to the other two, then the region of the inverse space boundary-value problem is a parallelepiped (i.e., all boundaries are plane surfaces), regardless of how irregular or wavy the boundaries are in the physical space, or even if their position is unknown. What the inverse formulation accomplishes is that free surfaces (position unknown in physical space) and other irregular boundaries which are stream surfaces of the flow are transformed into planes. Consequently, potential flow problems whose boundaries are unknown in the physical space (i.e., a space boundary value problem with unknown boundary positions and shapes) is placed into a space in which the boundary value problem has all plane boundaries.

2. From non-Dirichlet boundary conditions, finite difference operators can be developed which supply values to the dependent variables \(x, y,\) and \(z\) in the same manner as the finite difference operators for interior grid points supply values of the dependent variables throughout the flow field.

3. The form of the solution is ideal in that the streamlines (i.e., intersection of orthogonal stream surfaces) and potential surfaces are given directly from the solution, from which other quantities of interest such as velocity, pressure and gradients thereof can readily be computed. If potential surfaces are desired from solutions in the physical space, they must be interpolated between the values at the grid points, and as far as the writers are aware no one has perfected methods for obtaining the stream surfaces for three-dimensional solutions to \(\psi\) in the physical space even though the equations exist which relate stream surface functions to the potential function.

4. Once fully perfected, the methods can handle a diversity of free flow and cavity problems as well as design problems with only minor changes in the solution procedure.

These advantages are accompanied by:

1. The necessity of solving three space boundary value problems simultaneously. The equations for these problems are nonlinear partial differential equations.

2. The basic boundary condition for fluid surfaces at constant pressure is nonlinear and the function resulting from some finite difference approximations to this boundary condition equation is multivalued in the close vicinity of the zero sought.

3. The three basic inverse partial differential equations contain only first derivatives and products thereof, and therefore iterative methods for solving the resulting finite difference equations are nonconvergent if second or higher order difference approximations are used. The alternatives which have been developed for obtaining a finite difference solution are either to first combine the basic equations to obtain second order quasi-separate equations for each dependent variable \(x, y,\) and \(z\) as done in the previous project report (15) before differencing, or as is done herein to combine solutions obtained from all combinations of first order forward and backward difference approximations to the derivatives in the original three basic equations. Neither approach is completely satisfying.

Other limitations exist which are common to finite difference methods in general. The finite differences approximate the continuous variables poorly in the immediate vicinity of singularities, necessitating either subdividing to a closely spaced grid network or seeking other ad hoc remedies such as “patching in an analytic expression,” all of which require quite lengthy computer programming logic.

Other drawbacks are illustrated by the problem of flow about a body described in this report in which the body is to be placed very near the surface. At least two \(\psi\)-constant stream surfaces must exist between the body
and the free surface (four $\psi$-constant surfaces including boundaries) so that the derivatives required by the solution process can be appropriately evaluated. With this restriction the body can be placed very near the surface only if a very small spacing between grid points is used. Thus either a large number of grid points or a variable spacing of grid points must be used. A reduction of the grid spacing by one-half creates $2^3 = 8$ times as many finite difference grid points. Couple this increase in number of grid points with the reduction in convergence rate which occurs and many times as much computer time is required for a solution.

The advantages seem to far outweigh the disadvantages. It is hoped that as others examine the potential role that the inverse formulation can play in solving a variety of fully three-dimensional flow problems with free and cavity surfaces, that the present disadvantages will disappear as more satisfactory means are developed and used in solving the inverse boundary value problems.
RESULTS FROM SOLUTIONS TO THREE-DIMENSIONAL FREE SURFACE FLOWS ABOUT BODIES

The results to four problems with different specifications are presented in this section. The first problem consists of a symmetrically shaped body placed at the center of a flow confined within a rectangular conduit. The second problem is solved also using the same confining conduit, but the body is placed closer to the top boundary than to the bottom. The specifications for the third problem are identical to those of the second problem except a free surface is present. The fourth problem is similar to the third except the body is positioned closer to the free surface in an attempt to obtain more free surface distortion. All four problems were solved in a rectangular channel or conduit with total dimensionless hydraulic head \( h = 1.05 \) \((h = H / W)\), dimensionless depth of incoming flow \( d = 1.00 \) \((d = D / W)\), and dimensionless width of channel \( w = 1.00 \) \((w = W / W)\). By using dimensionless variables, the solutions obtained can be applied to bodies in rectangular channels of any size if the dimensionless ratios are maintained. The values read from data cards in the computer program are the actual dimensions (in feet) of the channel and the total hydraulic head. The dimensional values used in all four problems were \( H = 10.5 \), \( D = 10.0 \), and \( W = 10.0 \). With these values specified, the upstream uniform flow velocity is \( V_o = 5.69 \) fps and the flow rate is \( Q = 569 \) cfs.

**Problem No. 1**

Eleven equipotential surfaces, nine \( \psi \) constant stream surfaces, and nine \( \psi^* \) constant stream surfaces were utilized in the finite difference network in solving the first problem. The upstream and downstream stagnation points on the body were specified at the fourth and eighth equipotential surfaces, respectively. The body was enveloped by the fifth \( \psi \) constant stream surface and the fifth \( \psi^* \) constant stream surface. Using previously defined symbols, the problem specifications are: \( NP=11, NS=9, NSS=9, LB=4, LN=8, MB=5, \) and \( NB=5 \).

The values of the deviations from the stagnation values of \( y \) and \( z \) along the different paths along the body surface are given in Table 3. These deviations define the basic shape of the body.

Both \( y \) and \( z \) at the upstream and downstream stagnation points were equated to 0.5 and \( x \) at the sixth equipotential surface was equated to \( x_{/2} \) because the body was symmetrically placed in the flow field.

The flow nets for two \( \psi^* \) constant surfaces in the \( \phi \psi \psi^* \) space are shown in Figure 12. This figure represents the projection of the three-dimensional \( \psi^* \) constant surfaces onto a vertical plane parallel to the channel sides. For symmetric flow in the \( z \)-direction, the \( \psi^* \) constant surface of Figure 12 with \( K = 5 \) becomes a plane surface. The first of these surfaces contains the body and the second is the surface adjacent to the body. The other \( \psi^* \) constant surfaces in the solution are not influenced noticeably by the body.

The solution was obtained by specifying uniform flow values for the initial values of \( x \), \( y \), and \( z \) at each grid point. Fifteen iterations and three adjustments to the variables on the body surface were needed to obtain the final solution. Full advantage of the symmetric placement of the body in the flow field was taken by specifying some of the variables, which were mentioned previously, and this reduced the computer time needed to obtain a

Table 3. Deviations of \( y \) and \( z \) from the upstream stagnation values of \( y \) and \( z \); these deviations define the body cross section at each equipotential surface along each NUM path for problem 1.

<table>
<thead>
<tr>
<th>NUM</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>.070711</td>
<td>.050000</td>
<td>.000000</td>
<td>-.050000</td>
<td>-.070711</td>
<td>-.050000</td>
<td>.000000</td>
<td>.050000</td>
</tr>
<tr>
<td></td>
<td>.100000</td>
<td>.070711</td>
<td>.000000</td>
<td>-.070711</td>
<td>-.100000</td>
<td>-.070711</td>
<td>.000000</td>
<td>.070711</td>
</tr>
<tr>
<td></td>
<td>.070711</td>
<td>.050000</td>
<td>.000000</td>
<td>-.050000</td>
<td>-.070711</td>
<td>-.050000</td>
<td>.000000</td>
<td>.050000</td>
</tr>
<tr>
<td>z</td>
<td>.000000</td>
<td>-.050000</td>
<td>-.070711</td>
<td>-.050000</td>
<td>.000000</td>
<td>-.050000</td>
<td>.000000</td>
<td>.050000</td>
</tr>
<tr>
<td></td>
<td>.000000</td>
<td>-.070711</td>
<td>-.100000</td>
<td>-.070711</td>
<td>.000000</td>
<td>.070711</td>
<td>.100000</td>
<td>.070711</td>
</tr>
<tr>
<td></td>
<td>.000000</td>
<td>-.050000</td>
<td>-.070711</td>
<td>-.050000</td>
<td>.000000</td>
<td>.050000</td>
<td>.070711</td>
<td>.050000</td>
</tr>
</tbody>
</table>
solution considerably. Each succeeding value of $\text{SUM}$, which is the sum of the absolute values of the differences in the variables $x$, $y$, and $z$ between the previous and the present iteration, was approximately 0.6 times $\text{SUM}$ from the previous iteration.

The dimensionless elevation, velocity, and pressure heads and the dimensionless velocity at several points around the body (see Figure 12) are given in Table 4.

Table 4. The dimensionless components of the Bernoulli equation and the dimensionless velocity at several points around the body specified in problem 1. (see Figure 12.)

<table>
<thead>
<tr>
<th>Point</th>
<th>$y=Y/W$</th>
<th>$V^2/(2gW)$</th>
<th>$P/(\gamma W)$</th>
<th>$V/V_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.50</td>
<td>0.00</td>
<td>0.55</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.57</td>
<td>0.05</td>
<td>0.43</td>
<td>0.99</td>
</tr>
<tr>
<td>3</td>
<td>0.60</td>
<td>0.06</td>
<td>0.39</td>
<td>1.13</td>
</tr>
<tr>
<td>4</td>
<td>0.57</td>
<td>0.05</td>
<td>0.43</td>
<td>0.99</td>
</tr>
<tr>
<td>5</td>
<td>0.50</td>
<td>0.00</td>
<td>0.55</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>0.43</td>
<td>0.05</td>
<td>0.57</td>
<td>0.99</td>
</tr>
<tr>
<td>7</td>
<td>0.40</td>
<td>0.06</td>
<td>0.59</td>
<td>1.13</td>
</tr>
<tr>
<td>8</td>
<td>0.43</td>
<td>0.05</td>
<td>0.57</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Problem No. 2

Specifications for the second problem are: $NP=15$, $NS=11$, $NSS=11$, $LB=5$, $LN=11$, $MB=7$, and $NB=6$. The $y$ and $z$ deviations from the forward stagnation point are given in Table 5.

The flow net for the $\psi^*$ constant surface that encloses the body and the $\psi^*$ constant surface adjacent to the enclosing surface are shown in Figure 13. The surfaces plotted in Figure 13 actually have varying $z$-coordinates at each grid point making them three-dimensional surfaces. The influence of the body does not noticeably alter the flow nets in surfaces more remote than those shown.

Each iteration required approximately 5.5 seconds of execution time on the UNIVAC 1108 at the University of Utah Computer Center. The problem was solved by doing a few iterations, examining the results, making changes in the program, doing a few more iterations, and repeating the process. It is estimated that 30 iterations and 4 adjustments to the variables around the body would be required to obtain the solution presented in this report from a uniform flow initialization using the final version of the computer program. The final $\text{SUM}=0.0215$, and the rate of convergence was approximately $\text{SUM}_{t+1} = (\text{SUM}_t) (0.83)$, in which the subscript $t$ denotes the iteration number. However, the rate of convergence is not constant throughout the solution process; convergence is more rapid when $\text{SUM}$ is large.
Table 5. Deviations of y and z from the upstream stagnation values of y and z; these deviations define the body cross section at each equipotential surface along each NUM path for problems 2, 3, and 4.

<table>
<thead>
<tr>
<th>I</th>
<th>NUM</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6</td>
<td>0.070711</td>
<td>0.050000</td>
<td>0.000000</td>
<td>-0.050000</td>
<td>-0.070711</td>
<td>-0.050000</td>
<td>0.000000</td>
<td>0.050000</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.100000</td>
<td>0.070711</td>
<td>0.000000</td>
<td>-0.070711</td>
<td>-0.100000</td>
<td>-0.070711</td>
<td>0.000000</td>
<td>0.070711</td>
</tr>
<tr>
<td>y</td>
<td>8</td>
<td>0.110000</td>
<td>0.077782</td>
<td>0.000000</td>
<td>-0.077782</td>
<td>-0.110000</td>
<td>-0.077782</td>
<td>0.000000</td>
<td>0.077782</td>
</tr>
<tr>
<td>9</td>
<td>0.100000</td>
<td>0.070711</td>
<td>0.000000</td>
<td>-0.070711</td>
<td>-0.100000</td>
<td>-0.070711</td>
<td>0.000000</td>
<td>0.070711</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.070711</td>
<td>0.050000</td>
<td>0.000000</td>
<td>-0.050000</td>
<td>-0.070711</td>
<td>-0.050000</td>
<td>0.000000</td>
<td>0.050000</td>
<td></td>
</tr>
<tr>
<td>z</td>
<td>8</td>
<td>0.000000</td>
<td>-0.077782</td>
<td>-0.110000</td>
<td>-0.077782</td>
<td>-0.000000</td>
<td>-0.077782</td>
<td>0.110000</td>
<td>0.077782</td>
</tr>
<tr>
<td>9</td>
<td>0.000000</td>
<td>-0.070711</td>
<td>-0.100000</td>
<td>-0.070711</td>
<td>-0.000000</td>
<td>-0.070711</td>
<td>0.100000</td>
<td>0.070711</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.000000</td>
<td>-0.050000</td>
<td>-0.070711</td>
<td>-0.050000</td>
<td>-0.000000</td>
<td>-0.050000</td>
<td>0.050000</td>
<td>0.070711</td>
<td></td>
</tr>
</tbody>
</table>

Figure 13. Flow nets for k constant surfaces described in Problem 2.

Problem No. 3

Problem 3 has the same specifications as problem 2 except a free surface is present. Flow nets for the sixth, seventh, and eighth \( \psi \) constant surfaces are shown in Figure 14. The free surface is influenced only slightly by the relatively small body at the depth and Froude number that exist. The Froude number is defined as

\[ F_r = \frac{v}{\sqrt{gY_o}} \]

The velocity and pressure distributions around the body, as well as the rate of convergence of the solutions, were similar for problems 2 and 3. Since the problem specifications were identical, and the free surface effect was not significant in problem 3, similar solutions are to be expected.

Laboratory tests were conducted in a glass walled, rectangular tilting flume of 1 foot width to determine the effect a small object placed in the flow had on the free surface. The object, which was a small toy football, was placed midway between the channel walls, and the flow rate and slope of the flume were adjusted to produce uniform flow of one foot depth at a Froude number equal to that of the computer program (\( F_r = 0.316 \)). The depth of the object was varied, as shown in Figure 15, but no influence
on the free surface from the body was noted until the top of the object was less than approximately 0.1 ft deep. A cone of depression immediately behind the top of the body developed when the body was placed near the free surface (see Figure 15b), but little free surface effect at the channel walls was noted. These laboratory observations collaborate the findings of the numerical solutions regarding the small influence the body has on the free surface position when it is at some depth below the surface.

The dimensionless elevation, velocity and pressure heads, and the dimensionless velocity at each equipotential surface that intersects the body in Figure 14 are given in Table 6 for problems 2 and 3.

Problem No. 4

The fourth problem is similar to the third except additional $\psi$ constant surfaces are included to allow the body to be positioned nearer the free surface. The problem specifications are: $NP=15$, $NS=15$, $NSS=11$, $MB=11$, $NB=6$, $LB=5$, $LN=11$. The $y$ and $z$ deviations from the upstream stagnation point are identical to those shown in Table 5. The flow nets for the $\psi^*$ constant surfaces from the body to the channel wall are shown in Figure 16. The body is not symmetric with respect to $x$ and $y$ although the specified deviations are symmetric, because the $x$-variables along each NUM path are unequal at each equipotential surface. Additional equipotential surfaces downstream from the body would improve the

Figure 14. Flow nets for k constant surfaces described in Problem 3.
Figure 15. (a) Free surface nearly unchanged by the presence of the body.

Figure 15. (b) Free surface affected by the body when the body is placed near the free surface.

Table 6. Dimensionless elevation, velocity, and pressure heads and the dimensionless velocity at various points (see Figure 14) around the body of problems 2 and 3.

<table>
<thead>
<tr>
<th>Point</th>
<th>$y = Y/W$</th>
<th>$V^2/(2gW)$</th>
<th>$P/(fW)$</th>
<th>$V/V_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.599</td>
<td>0.000</td>
<td>0.451</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.670</td>
<td>0.051</td>
<td>0.329</td>
<td>1.02</td>
</tr>
<tr>
<td>3</td>
<td>0.699</td>
<td>0.133</td>
<td>0.218</td>
<td>1.63</td>
</tr>
<tr>
<td>4</td>
<td>0.709</td>
<td>0.138</td>
<td>0.203</td>
<td>1.66</td>
</tr>
<tr>
<td>5</td>
<td>0.699</td>
<td>0.130</td>
<td>0.221</td>
<td>1.61</td>
</tr>
<tr>
<td>6</td>
<td>0.670</td>
<td>0.051</td>
<td>0.329</td>
<td>1.00</td>
</tr>
<tr>
<td>7</td>
<td>0.599</td>
<td>0.000</td>
<td>0.451</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>0.529</td>
<td>0.051</td>
<td>0.470</td>
<td>1.01</td>
</tr>
<tr>
<td>9</td>
<td>0.499</td>
<td>0.128</td>
<td>0.423</td>
<td>1.59</td>
</tr>
<tr>
<td>10</td>
<td>0.489</td>
<td>0.133</td>
<td>0.428</td>
<td>1.63</td>
</tr>
<tr>
<td>11</td>
<td>0.499</td>
<td>0.127</td>
<td>0.424</td>
<td>1.59</td>
</tr>
<tr>
<td>12</td>
<td>0.529</td>
<td>0.051</td>
<td>0.470</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Approximately 40 iterations were needed to obtain the final solution from a uniform flow initialization, with adjustments on the free surface and body being done three times.

The dimensionless elevation, velocity, and pressure heads and the dimensionless velocity at each equipotential surface along NUM paths 1 and 3 on the body (see Figure 16) are given in Table 7.

Table 7. Dimensionless elevation, velocity, and pressure heads and dimensionless velocity at various points (see Figure 16) around the body of problem 4.

<table>
<thead>
<tr>
<th>Point</th>
<th>$y = Y/W$</th>
<th>$V^2/(2gW)$</th>
<th>$P/(fW)$</th>
<th>$V/V_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.715</td>
<td>0.000</td>
<td>0.335</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.786</td>
<td>0.055</td>
<td>0.209</td>
<td>1.05</td>
</tr>
<tr>
<td>3</td>
<td>0.815</td>
<td>0.168</td>
<td>0.067</td>
<td>1.85</td>
</tr>
<tr>
<td>4</td>
<td>0.825</td>
<td>0.144</td>
<td>0.081</td>
<td>1.69</td>
</tr>
<tr>
<td>5</td>
<td>0.815</td>
<td>0.151</td>
<td>0.084</td>
<td>1.74</td>
</tr>
<tr>
<td>6</td>
<td>0.786</td>
<td>0.142</td>
<td>0.122</td>
<td>1.70</td>
</tr>
<tr>
<td>7</td>
<td>0.731</td>
<td>0.000</td>
<td>0.319</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>0.644</td>
<td>0.057</td>
<td>0.349</td>
<td>1.06</td>
</tr>
<tr>
<td>9</td>
<td>0.615</td>
<td>0.252</td>
<td>0.183</td>
<td>2.24</td>
</tr>
<tr>
<td>10</td>
<td>0.605</td>
<td>0.180</td>
<td>0.265</td>
<td>1.89</td>
</tr>
<tr>
<td>11</td>
<td>0.615</td>
<td>0.127</td>
<td>0.308</td>
<td>1.59</td>
</tr>
<tr>
<td>12</td>
<td>0.644</td>
<td>0.044</td>
<td>0.362</td>
<td>0.95</td>
</tr>
</tbody>
</table>
Figure 16. Projections of flow nets for k constant surfaces 6-11 onto a vertical plane.
CONCLUSIONS

The finite difference methods used in this report represent a convergent procedure for solving simultaneously the three inverse, nonlinear, partial differential equations that describe three-dimensional potential flows. These inverse equations are derived by changing the conventional roles played by the variables of the problem, i.e., the magnitudes of the Cartesian coordinates x, y, and z are considered dependent variables while the potential function and two orthogonal stream surface functions are considered the independent variables. A major advantage of the inverse formulation is that free surfaces or cavity surfaces, with unknown positions in the physical space, become planes of known position in this inverse space. Consequently, trial and error adjustments to the positions of such boundaries are unnecessary.

By using high speed digital computers, solutions for potential flows around bodies are practical. The amount of computer time required to obtain a solution depends on the number of grid points and the initialization used and the accuracy required of the solution.

The principal objectives of this study were to develop methods that can be used for solving the inverse equations with a body present in the flow field. The methods were applied to a limited number of flow situations, but the capability to obtain solutions for bodies of any shape is present.

The problems examined in this report might broadly be classified as analysis problems. The method of formulation used is actually better adapted to design type problems by virtue of the fact that the potential function and stream functions are considered the independent variables. In analysis problems the solution is used to describe the flow characteristics caused by known physical boundaries or objects. Design problems are concerned with the shapes or configuration of boundaries which will produce some desired flow characteristics. For example in a design problem the shape of boundary or object which will produce some specified velocity or pressure distribution along its surface may be desired.

For these types of design problems, the boundary of the object of unknown shape is defined by a constant stream surface, that is $\psi$ or $\psi^*$ is constant. From the viewpoint of making the solution as readily attainable as possible, the condition along such a boundary would specify known values for some combination of x and y, x and z, or y and z as a function of the potential function and the other stream function which varies along the boundary. Alternatively, the velocity (or pressure) may be specified as a function of $\phi$ and $\psi$ or $\phi$ and $\psi^*$, and a finite difference operator developed in much the same manner as the operator for the free surface (which is for a zero pressure) to yield the shape needed to produce the given velocity distribution. This shape would be given by values of x, y, and z as functions of $\phi$ and $\psi$ or $\phi$ and $\psi^*$ depending respectively if the boundary is defined by a $\psi^*$ or $\psi$ constant stream surface.

Only for problems in which the flow is sufficiently three-dimensional that a two-dimensional solution is inadequate would the methods described in this report be used. Should the flow be completely defined, even though fully three-dimensional, then a solution can more readily be obtained by considering the potential function $\phi(x,y,z)$ the dependent variable in the physical space. When free surfaces and cavities are present (with or without gravity), or if design of boundary shapes are to be determined which will produce a desired flow characteristic, then the inverse formulation and solution method described herein should be considered.

The least satisfying part of this report is the method finally resorted to in order to obtain the numerical solutions. The writers believe a more satisfactory method (or methods) must exist for solving the space boundary value problems associated with three simultaneous, nonlinear partial differential equations. Hopefully, as others examine the merits of the inverse formulation, better numerical solution schemes will be proposed. With improved schemes of solution, the writers believe the inverse formulation approach will find wide application in obtaining approximate solutions to fully three-dimensional potential problems.
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