Carrier capture dynamics of single InGaAs/GaAs quantum-dot layers
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Using 800 nm, 25-fs pulses from a mode locked Ti:Al2O3 laser, we have measured the ultrafast optical reflectivity of MBE-grown, single-layer In0.4Ga0.6As/GaAs quantum-dot (QD) samples. The QDs are formed via two-stage Stranski-Krastanov growth: following initial InGaAs deposition at a relatively low temperature, self assembly of the QDs occurs during a subsequent higher temperature anneal. The capture times for free carriers excited in the surrounding GaAs (barrier layer) are as short as 140 fs, indicating capture efficiencies for the InGaAs quantum layer approaching 1. The capture rates are positively correlated with initial InGaAs thickness and annealing temperature. With increasing excited carrier density, the capture rate decreases; this slowing of the dynamics is attributed to Pauli state blocking within the InGaAs quantum layer.
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I. INTRODUCTION

Due to both potential and realized photonics applications, carrier dynamics in self-assembled InGaAs/GaAs quantum dot (QD) systems have been the subject of numerous investigations. In the time domain, the main tools for these investigations have been time resolved photoluminescence (PL) and time resolved pump-probe transmission measurements. (See, for example, Refs. 1–3.) In a typical experiment, carriers in the surrounding GaAs barrier layers are initially excited. These carriers can then become captured by the InGaAs quantum layer (QL) [comprising the self-assembled QDs on top of a wetting layer (WL)], relax through states within the QL, and then recombine, often radiatively. Depending upon the details of the sample geometry, transport of the excited carriers within the barrier layer may be necessary before trapping by the QL can occur. These investigations have primarily focused on the relaxation of carriers within the QL system. The dynamics immediately after initial excitation—transport and capture—have been less thoroughly investigated.

The QD structures studied here are self assembled using a modified Stranski-Krastanov (SK) growth process (reviewed below).4 Key to this process is the formation of QDs from an atomically flat (but strained) InGaAs layer during a high-temperature anneal of the sample. With this modified technique, the QD morphology can be controlled not only via the amount of deposited InGaAs but also through the annealing time and temperature. Various structures, including separated QDs, QD chains, and quantum dashes, have been formed using this process.4,5

With the ability to prepare distinct QD structures comes the potential to systematically investigate connections between QL morphology and carrier dynamics. In this paper, we present results on carrier capture by the QL in three InGaAs/GaAs QD samples, all grown using modified SK self assembly. Our results show that the dynamics indeed depend upon the morphology: a thicker QL and a higher density and/or size of the dots results in faster capture by the quantum layer. Together with a diffusion model for carrier transport, our results further suggest that transport near the QL proceeds via ambipolar diffusion. Our experiments, carried out at relatively high excitation levels, also reveal the impact that state blocking has upon carrier dynamics in these QL systems.

II. SAMPLE AND EXPERIMENTAL DETAILS

The modified Stranski-Krastanov growth process has been previously described in detail;4 we briefly review it here. After initial processing of the GaAs(100) substrate, a GaAs buffer layer (1300 to 2300 nm) is grown with the substrate held at ∼590°C. The sample is then cooled to a growth temperature (TG) of 360 or 370°C and approximately 10 or 15 monolayers (ML) of In0.4Ga0.6As are grown. At this relatively low temperature, the InGaAs layer remains atomically flat. The InGaAs QDs are then formed by heating the sample at a rate of 20°C/min under As flux to an annealing temperature (TA) in the range 470 to 490°C; TA is maintained for 120 s. The samples are then capped with ∼10 nm of GaAs before being removed from the growth chamber. The specific growth parameters for the samples studied here are shown in Table I. Reflection high-energy electron diffraction (RHEED) is used to determine the thickness of the initial InGaAs layer and also to monitor the formation of the QDs. As noted in Table I, the RHEED observations clearly indicated the formation of QDs on samples B and C but not on sample A.

The QD morphology of other ∼10 ML samples grown in the same manner, but not capped, has been previously investigated with in situ scanning tunneling microscopy (STM).4 The STM measurements reveal a QD density between 1.2 and 2.3 × 1011 cm−2, with the typical QD

TABLE I. Typical growth parameters, RHEED results, and QD density for three QD samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>TG (°C)</th>
<th>TA (°C)</th>
<th>MLs</th>
<th>QD Density (1011 cm−2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>360</td>
<td>470</td>
<td>12</td>
<td>1.2</td>
</tr>
<tr>
<td>B</td>
<td>370</td>
<td>490</td>
<td>15</td>
<td>2.3</td>
</tr>
<tr>
<td>C</td>
<td>360</td>
<td>470</td>
<td>10</td>
<td>1.5</td>
</tr>
</tbody>
</table>
having a base of $\sim$25 nm and a height of $\sim$8 nm. The morphology of the dots is sensitive to both the InGaAs growth and annealing temperatures. Notably, at higher annealing temperatures, the dots align themselves in chains which, on average, lie along the [110] direction.

We have assessed the morphology of the capped samples studied here with ex situ atomic force microscopy (AFM); images of the samples are shown in Fig. 1. Although the thin GaAs cap obscures the finer features associated with the underlying QD structure, the AFM images clearly distinguish differences in QD morphology among the samples. Samples B and C exhibit structure that is most similar to the uncapped samples previously studied by STM: the dots are organized into chains, and the lateral density of the chains is similar to that of the uncapped samples. Conversely, the AFM image of sample A shows only a very low density ($\sim 10^{10}$ cm$^{-2}$) of features that can be associated with any formation of QDs; this sparseness of QDs is consistent with the dots not being observed with RHEED.

Low-temperature (3.6 K) photoluminescence data from (other pieces of) these samples have been previously obtained. There are several features common to the PL spectra from all three samples: (i) a strong peak between 1040 and 1090 nm, (ii) a much weaker peak centered at 920 nm, and (iii) a tail that extends to $\sim$1450 nm. In addition, PL spectra from sample A exhibit a 980 nm peak. Based on comparisons with previously published luminescence spectra from other In$_{0.4}$Ga$_{0.6}$As/GaAs samples, we assign the 1000–1100 nm peak to ground-state (GS) emission from the dots and the 920 nm peak to emission from the InGaAs wetting layer (WL) that remains below the dots after the high-temperature anneal. The PL wavelength of 920 nm from the WL indicates a WL thickness of 6 ML, which is equal to the critical thickness for In$_{0.4}$Ga$_{0.6}$As/GaAs. Also consistent with previously published PL measurements, the wavelength of 980 nm from sample A is assigned to emission from regions of the InGaAs layer that did not form QDs, and so retain their original $\sim$10 ML thickness. The longer wavelength tail to 1450 nm is assigned to defect states in the vicinity of the InGaAs quantum layer (QL); these are likely interface states between the InGaAs and the GaAs cap. We have fit the QD GS peak to obtain both the peak position $\lambda_0$ and width $\delta\lambda$; the results of this analysis are shown in Table I.

The experimental setup for the ultrafast reflectivity measurements is similar to that for previous measurements on Si. In the present experiment near-Gaussian pulses from a Ti:sapphire oscillator (800 nm, 25 fs, 1.1 nJ) are split into a pump beam (at normal incidence) and an s-polarized probe beam (angle of incidence = 45°). The pump beam is chopped, and changes in the probe-beam reflectivity induced by the pump beam are measured as a function of time delay between the pump and probe pulses. The pump-pulse fluence is varied between $\sim$0.006 and $\sim$0.3 mJ/cm$^2$ using neutral density filters. Based upon the pump-pulse fluence and accounting for saturation of the excited carriers at higher fluences, we calculate the near-surface excited carrier density to range from $2.5 \times 10^{17}$ cm$^{-3}$ to $4.0 \times 10^{18}$ cm$^{-3}$ in our experiments.

<table>
<thead>
<tr>
<th>Sample</th>
<th>InGaAs (ML)</th>
<th>$T_G$ (°C)</th>
<th>$T_A$ (°C)</th>
<th>QDs via RHEED</th>
<th>$\lambda_0$ (nm)</th>
<th>$\delta\lambda$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>030907-1 (A)</td>
<td>9.6</td>
<td>370</td>
<td>470</td>
<td>No</td>
<td>1080</td>
<td>110</td>
</tr>
<tr>
<td>030907-2 (B)</td>
<td>9.5</td>
<td>360</td>
<td>480</td>
<td>Yes</td>
<td>1042</td>
<td>35</td>
</tr>
<tr>
<td>030607-2 (C)</td>
<td>14.6</td>
<td>370</td>
<td>490</td>
<td>Yes</td>
<td>1085</td>
<td>55</td>
</tr>
</tbody>
</table>

FIG. 1. AFM images of the three samples in this study. Samples A, B, and C are shown in (a), (b), and (c), respectively. Image sizes are $2.2 \times 2.2$ μm$^2$ for (a) and $1 \times 1$ μm$^2$ for (b) and (c).
III. RESULTS AND ANALYSIS

Typical reflectivity data are presented in Fig. 2(a), which shows data from all three samples at two different laser intensities. For all of the samples, the initial reflectivity change is positive. For samples A and B, this is followed by a monotonic decay back toward the initial reflectivity. For sample C, the change in reflectivity becomes slightly negative before again becoming slightly positive. Even by 120 ps (our maximum time delay), the reflectivity of all of the samples has not yet fully recovered to its initial value. Given that PL lifetimes are typically several hundred ps for similar QD systems, a lack of total recovery in the reflectivity even by 120 ps is not surprising. Referring to Table I and Fig. 2(a) (and noting that samples A and B have essentially identical amounts of deposited InGaAs), we see that the short-time decay rate is positively correlated with both annealing temperature $T_A$ and the initial amount of InGaAs deposited and negatively correlated with the level of carrier excitation.

In order to quantitatively determine time constants associated with the reflectivity decay, we have analyzed the data using decaying exponential functions. Immediately after the reflectivity maximum, the signal exhibits complexity that is not simply modeled. This is possibly related to the complex quantum-kinetic nature of GaAs carrier dynamics at the shortest time scales. However, after a brief time (~250 fs) and up to at least several ps, the data can be described by a sum of two decaying exponentials (plus a nonzero background). The fitting reveals a dominant, positive-amplitude, faster-decay component for each reflectivity curve. For samples A and B, the secondary, slower-decay component also has a positive amplitude. For sample C, the secondary component has a negative amplitude. Typical fits of the reflectivity curves are illustrated in parts (b) and (c) of Fig. 2.

In Fig. 3, we plot the decay time $\tau_F$ of the faster component as a function of laser intensity for the three samples. As the graph indicates, at the lowest laser intensity in our study $\tau_F \approx 140$ fs for sample C while $\tau_F \approx 280$ fs for samples A and B. The figure shows for all three samples that $\tau_F$ monotonically increases with increasing laser intensity.

The slower-component relaxation time $\tau_S$ for samples A and B is also correlated with the pump-laser intensity. For sample B, $\tau_S$ increases from ~2.5 ps at the lowest laser intensities to ~3.5 ps at maximum intensity. Similarly, for sample A $\tau_S$ varies from ~3 ps to ~6 ps as the intensity is increased. For sample C, the longer time constant is ~9 ps; its variation versus excitation density is negligible.

IV. DISCUSSION

A. Assignment of decay times

In the measurements on the QD samples, the predominant effect of the pump pulse is to excite carriers from the valence band (VB) to the conduction band (CB) in the GaAs.

![Fig. 2. Reflectivity data vs time delay. Data from samples A, B, and C (as indicated) for two different pump intensities (values are relative to maximum intensity) are shown in (a). Data for A and B are vertically shifted for clarity. For comparison, reflectivity from GaAs(100) is shown in the inset of (a). Fits to reflectivity data are illustrated in (b) and (c) for samples B and C at a relative laser intensity of 0.7 and 0.34, respectively.](image1)

![Fig. 3. Fast capture time $\tau_F$ vs laser intensity for samples A, B, and C. Symbols are results of fitting the reflectivity data. Solid lines are guides to the eye.](image2)
that surrounds the InGaAs QL; in order to understand the ultrafast reflectivity from these samples, it is instructive to first review carrier dynamics in GaAs and then consider the reflectivity of a standard GaAs(100) sample. Because reflectivity data at 800 nm are most sensitive to the CB electrons (as opposed to VB holes), we concentrate on the electron dynamics. The pump pulse initially creates a CB electron distribution that can be characterized as having a degree of (quantum) coherence, both anisotropic and isotropic momentum-space components, and a nonthermal energy distribution. Carrier-carrier and carrier-phonon scattering relaxes these components in several, approximately sequential, ways. (i) On a time scale of a few 10s of femtoseconds the coherence disappears and the anisotropic component relaxes, resulting in an isotropic, incoherent distribution in momentum space. (ii) On a time scale of 100 to 200 fs, the nonthermal energy distribution becomes thermalized, but still hot. (iii) This distribution then cools close to the initial sample temperature on a time scale of a few ps. (iv) On a much longer time scale, the excited carriers eventually recombine across the gap, producing a fully equilibrated state.

Reflectivity data from a standard GaAs(100) sample are shown in the inset of Fig. 2(a). As with the QD samples, the initial reflectivity change is positive. For GaAs(100), the reflectivity then rapidly decays with a time constant of \( \sim 150 \) fs. However, unlike the QD samples, the baseline for the fast decay is close to half of the initial reflectivity change. This baseline itself slowly decays (with a time constant of \( \sim 20 \) ps) back to the initial reflectivity value. Also in contrast to the QD-sample data, the rate associated with the fast decay is (nearly) independent of the excitation intensity. Based on the results of GaAs carrier-dynamics studies, the 150 fs time constant can be associated with intracarrier thermalization of the initially excited electron distribution, while the 20 ps time constant can be associated with carrier recombination, most likely through surface recombination involving defects at the GaAs(100) surface.

We now consider the reflectivity of the QD samples. Because the initial reflectivity change of the QD samples is positive with a magnitude comparable to that of GaAs(100), we associate most of the reflectivity change in these samples with the excited electron population in the GaAs that surrounds the InGaAs QL. However, unlike the reflectivity data from GaAs(100), we cannot assign the fastest decay to intracarrier thermalization. The reasons for this are (i) the fast decay time varies significantly from sample to sample (\( \sim 140 \) fs for sample C to \( \sim 280 \) fs for samples A and B at the lowest intensity), (ii) the decay time is a strong function of exciting laser intensity, and (iii) the baseline for the initial decay is much closer to zero than for GaAs(100). Because of these differences, and because the decay systematically varies with annealing temperature \( T_A \) and InGaAs growth thickness, we instead assign the decay to electron capture by the InGaAs QL.

As supported by results from a one-dimensional (1D) diffusion model (discussed below), we assign the faster decay time \( (\tau_F) \) to the capture of electrons that are initially in the vicinity of the InGaAs QL. For samples A and B, we assign the slower decay time \( (\tau_S) \) to the capture of electrons that must diffuse into the region near the QL before becoming trapped, although there may also be a contribution to this time constant from intra-QL relaxation. Because the secondary-component amplitude for sample C is negative, it is unlikely to be associated with trapping; we thus assign this relaxation time to carrier relaxation within the QL.

The significance of the fast capture times can be assessed by a simple estimation of carrier transport in the vicinity of the QL. Because the reflectivity changes are most sensitive to changes in the sample index of refraction within an observation depth \( d_{obs} = \lambda/(4\pi n) \approx 20 \) nm of the surface \( n \) (the GaAs index of refraction), we first consider the transport and capture of carriers that lie within \( \pm 10 \) nm of the InGaAs QL. In our experiment, the thermalized (but still hot) electrons have a temperature of \( \sim 750 \) K, which results in an average thermal-velocity component (perpendicular to the surface) of \( \sim 3 \times 10^7 \) cm/s. Thus, within \( (10 \text{ nm})/(3 \times 10^7 \text{ cm/s}) = 33 \) fs about half of the electrons within \( \pm 10 \) nm of the QL have interacted with the QL. This result suggests that electron capture by sample C \( (\tau_F = 140 \) fs at the lowest intensities) is quite efficient.

### B. 1D diffusion model

To gain further insight into the transport and capture process, we utilize a 1D diffusion model for the carrier density \( N(z, t_0) \) (\( z = \) distance into the sample, \( t_0 = \) time delay). To keep the model as simple as possible, we assume ambipolar diffusion, which is expected to be valid as long as electron and hole capture rates are not drastically different. Because (i) ambipolar diffusion is dominated by the holes and (ii) the excited hole temperature is close to RT, we use the RT ambipolar diffusion coefficient \( D_a = 20 \text{ cm}^2/\text{s} \).

The fate of a carrier incident on the QL is described using probabilities for capture, transmission, and reflection \( (c, t, \) and \( r, \) respectively; \( 1 = c + t + r) \). These probabilities enter the model via capture and transmission velocities, which are related to the probabilities via \( v_c = v_R c \) and \( v_t = v_R t \), where \( v_R = \sqrt{\hbar kT/2\pi m^*} = 1 \times 10^7 \) cm/s is the Richardson velocity \( (m^* \) is the carrier effective mass). Because recombination at the native-oxide surface of our GaAs(100) sample occurs on a timescale \( \geq 20 \) ps, we simply assume that the carriers are perfectly reflected from the native-oxide surface of the QD samples.

Before presenting results obtained with the diffusion model, we acknowledge several potential pitfalls associated with a 1D diffusion model for describing transport in our QD samples. First, any diffusion model assumes that the carriers are described by a thermal distribution. This assumption is reasonable in the present case because intracarrier thermalization occurs within \( \sim 150 \) fs. Second, the carrier mean-free path should be significantly smaller than the cap-layer thickness of 10 nm. The \( z \)-direction mean-free path is \( l_z = 2 \pi R \tau_m \), where \( \tau_m \) is the momentum relaxation time of the carriers. For a carrier density of \( 2 \times 10^{11} \text{ cm}^{-2} \), \( \tau_m = 40 \) fs, which yields \( l_z = 8 \) nm, closer to the cap-layer thickness than is ideal for modeling the transport strictly as diffusion. Third, it is clear from the AFM images in Fig. 1 that important lateral
length scales for the cap are similar to its thickness, indicating that a 3D model is probably more appropriate. Given these last two issues, we expect any parameters extracted from the diffusion-model analysis to only be approximate in value. However, as we see below, with reasonable parameter values the 1D diffusion model does produce an approximately bi-exponential decay (in time) of the carrier density near the surface of the sample, consistent with the reflectivity data.

Using the model, we have calculated \( N(z, t_F) \) using the capture and transmission probabilities (\( c \) and \( t \), respectively) as free parameters. In the experiment carrier excitation happens within several tens of fs, and so for simplicity the model is given an initial (excited) carrier density \( N(z, 0) = N_0 \exp(-z/\delta) \), where \( N_0 \) is the initial carrier density at the sample surface and \( \delta = 670 \) nm is the penetration depth of 800 nm light in GaAs.\(^{37} \) This is the 0-ps curve shown in Fig. 4(a). As is observed for sample C, we are able to obtain a fast decay time of 0.14 ps for the near-surface carrier density for \( c \) varying between 0.8 and 0.7 and \( t \) concomitantly varying between 0 and 0.3. In parts (a) and (c) of Fig. 4 we show results for the combination \( c = 0.77 \) and \( t = 0.1 \). The curves in Fig. 4(a) illustrate the carrier density in the GaAs barrier layer for several times between 0 and 4 ps, while part (c) shows the (normalized) carrier density averaged over the first 20 nm of the sample. A fit to the results in (c) indeed shows that the calculated decay is well approximated by a bi-exponential model with time constants of 0.14 and 1.2 ps. Part (b) of the figure illustrates model results for \( c = 0.3 \) and \( t = 0.1 \), which is well fit using time constants of 0.28 and 1.8 ps. This fast time constant matches the experimental result for samples A and B at low laser intensity. As expected, slower decay times (appropriate to higher excitations levels) correspond to even smaller capture probabilities. For example, an initial capture time of 1 ps can be obtained with \( c \) and \( t \) values of 0.05 and 0.1, respectively.

C. Capture processes

Carrier capture by the QL can proceed via either carrier-phonon (cp) or carrier-carrier (cc) (i.e., Auger) scattering. For small carrier densities capture proceeds via cp scattering, but as the carrier density increases cc scattering becomes dominant, owing to the density dependence of the cc scattering rate. At our relatively high excitation densities (see details below), cc scattering is believed to be the primary capture mechanism.\(^{38} \) We thus might expect to see the capture time \( \tau_F \) decrease with increasing excitation level. However, we observe just the opposite, and so another process must be responsible for the behavior of \( \tau_F \) with increasing carrier density.

We ascribe the increase in \( \tau_F \) with excitation level to Pauli state blocking within the quantum layer.\(^{39,40} \) This assessment comes from an estimation of the number of carriers captured (within the first several ps). First, at the lowest laser fluence (~0.006 mJ/cm\(^2\)) the initial near-surface carrier density \( N_0 = 2.5 \times 10^{17} \) cm\(^{-3}\) corresponds to an areal density \( N_0 \delta = 1.7 \times 10^{13} \) cm\(^{-2}\). From the diffusion model with parameters appropriate to sample C at the lowest laser intensity \( (c = 0.77 \text{ and } t = 0.1, \text{ for example}) \), we find that within 4 ps the carrier density captured by the InGaAs QL is ~2 \times 10^{12} \) cm\(^{-2}\). This corresponds to ~10 carriers/QD. At the highest intensities where the excited carrier density is 4.0 \times 10^{18} \) cm\(^{-3}\) and the capture time is between 0.4 and 1 ps, we calculate that on the order of 100 carriers/QD are captured by the QL within the first 4 ps. Such high carrier densities inhibit capture and relaxation within the QL via state blocking, and so it is no surprise that capture times increase with laser excitation. Further evidence that blocking is important comes from the second capture time \( \tau_S \) for samples A and B, which also increases with laser intensity. In addition, the experimental values of \( \tau_S \) are somewhat longer than those deduced from the diffusion model; this is also consistent with state blocking decreasing the capture probability \( c \) as carriers become trapped by the QL.

Comparisons of the \( \tau_F \) curves vs laser intensity in Fig. 3 illuminate details of the impact that QL morphology has on the capture properties.

![Fig. 4. Results of 1D diffusion model. (a) Carrier density \( N(z, t_F) \) vs distance \( z \) from sample surface at 5 different time delays \( t_F \). The vertical line indicates location of QL. For this panel \( t = 0.1 \) and \( c = 0.77 \), which produces a fast decay similar to that of sample C at low excitation levels. (b) Near-surface (0–20 nm) carrier density vs time delay for \( c = 0.3 \) and \( t = 0.1 \), which gives decay similar to that of samples A and B at low excitation level. Points are results of model; solid line is bi-exponential fit with decay times of 0.28 and 1.6 ps. (c) Near-surface carrier density vs time delay for \( c = 0.77 \) and \( t = 0.1 \), as in (a). Solid-line fit has decay times of 0.14 and 1.1 ps.](image-url)
the carrier dynamics. We first consider samples B and C, which had initial InGaAs-layers thicknesses of 9.5 and 14.6 ML, respectively. As evidenced from the AFM images and PL data, both samples comprise a high density of QDs sitting on top of a 6 ML WL, but because sample C contains a larger amount of InGaAs, we can surmise that the QDs on sample C are larger and/or more denser than those on sample B. A comparison of the ground-state QD PL from samples B and C (see Table I), which occurs at slightly longer wavelength ($\lambda_0$) for sample C, suggests that the QDs on sample C are indeed larger than those on sample B. That the low-intensity values of $\tau_F$ are smaller for sample C thus suggests direct capture (from the GaAs barrier) by the QDs occurs in addition to capture via the WL. A comparison of $\tau_F$ for samples A and B is also enlightening. Recall that samples A and B contain essentially equal amounts of InGaAs, but substantially fewer QDs were formed on sample A, leaving a significant fraction of the InGaAs at its original thickness of 9.6 ML. Because the low-intensity values of $\tau_F$ are very close for these two samples we can conclude that capture by 9.6 ML of InGaAs is more efficient than capture by a 6 ML wetting layer, but direct capture by the QDs on sample B makes up for this difference. At higher excitation levels, the $\tau_F$ values for sample A are significantly larger than those for sample B, consistent with QDs facilitating carrier relaxation within the InGaAs QL.

Our electron capture times are comparable to those in similar QL systems. (i) Using time resolved transmission, Norris and coworkers published a set of papers studying the carrier dynamics associated with In$_{0.4}$Ga$_{0.6}$As/GaAs QDs (4 closely spaced QD layers, QD base ~14 nm, height ~7 nm, per layer density $\approx 5 \times 10^{10}$ cm$^{-2}$, WL thickness ~7 ML).$^{44-45}$ Their excitation levels are typically less than one carrier per QD. While their work primarily focuses on intralayer dynamics, their modeling of these dynamics suggests a QL capture time of ~0.5 ps,$^{44}$ comparable to our capture times. (ii) Liu et al. investigated carrier capture by InAs/GaAs QDs (QD base ~30 nm, height ~5 nm, density $\approx 4 \times 10^{10}$ cm$^{-2}$) using Ti:sapphire-based pump-probe reflectivity.$^{34}$ Their pump fluence ranged from ~0.008 mJ/cm$^2$ (comparable to our lowest fluence) to ~0.04 mJ/cm$^2$ (significantly below our maximum of ~0.3 mJ/cm$^2$). Qualitatively, their reflectivity data are very similar to our data, as is their interpretation of those data. From their fit-

V. SUMMARY

With time-resolved pump-probe reflectivity, we have investigated carrier dynamics in InGaAs/GaAs QD samples grown using two-stage SK self assembly. Specifically, we have determined electron capture times by these layers, which has provided insight into the influence that the QL morphology has on capture dynamics. Faster capture is facilitated by both a thicker WL and a higher density and/or larger size of the QDs. At high excitation levels state blocking within the QL is observed to hinder the capture process. In conjunction with a diffusion model of carrier transport in the barrier layer, our results are also consistent with ambipolar diffusion as playing the main role in carrier transport in the GaAs barriers near the QL. Insofar as QL carrier capture is the first step in carrier relaxation and recombination in these systems, further investigation into the connections between morphology and dynamics in QLs fabricated by this novel growth process is warranted.