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Abstract
Root zone soil moisture at one and two meter depths are forecasted four days into the future. In this article, we propose a new multivariate output prediction approach to root zone soil moisture assessment using learning machine models. These models are known for their robustness, efficiency, and sparseness; they provide a statistically sound approach to solving the inverse problem and thus to building statistical models. The multivariate relevance vector machine (MVRVM) is used to build a model that forecasts soil moisture states based upon current soil moisture and soil temperature conditions. The methodology combines the data at different depths from 5 cm to 50 cm, the largest of which corresponds to the depth at which the soil moisture sensors are generally operational, to produce soil moisture predictions at larger depths. The MVRVM test results for soil moisture predictions at 1 m and 2 m depth on the 4th day are excellent with RMSE = 0.0131 m³/m³ for 1 m; and RMSE = 0.0015 m³/m³ for 2 m forecasted values. The statistics of predictions for 4th day (CoE = 0.87 for 1 m and CoE = 0.96 for 2 m) indicate good model generalization capability and computations show good agreement with actual measurements with R² = 0.88 and R² = 0.97 for 1 m and 2 m depths, respectively. The MVRVM produces good results for all four days. Bootstrapping is used to check over/under-fitting and uncertainty in model estimates.
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1. Introduction
Root zone soil moisture is regarded as key factor governing surface water and energy balances and plays a vital...
role in hydroclimatic and environmental predictions. Soil moisture content (SMC) measurements are important for irrigation scheduling and crop yield forecast modeling, understanding rainfall/runoff generation processes. Information on soil moisture helps in explaining processes related to crop growth, forest dynamics and other vadose zone processes which play a vital role in water resources planning and management.

Soil moisture varies both in space and time because of spatial and temporal variations in precipitation, soil, topographic features, and vegetation characteristics [1]. The spatio-temporal prediction of SMC is difficult though capturing these variations and having an accurate estimation of soil moisture is necessary for soil and land survey [2] [3], soil and land evaluation [4], hydrologic modeling and watershed management [5] [6]. Also, there is a need to develop methods for estimating SMC which make the best possible use of ancillary information, particularly that which is relatively cheap to obtain [7]-[9]. Much work has been done in the past where soil moisture at larger depths was retrieved using surface soil moisture estimates [10]-[14]. The surface soil moisture content is physically related to root-zone soil moisture through diffusion processes, and both surface and root-zone soil layers are commonly simulated by land surface models (LSMs) [15] [16] demonstrated the relationship between the soil moisture profile and surface soil moisture and fluxes. It was found that soil moisture can be predicted using low-level atmospheric and meteorological inputs [17] [18].

SMC retrieval using different techniques has been the subject of research for almost four decades. In general, soil moisture measurements are made as point measurements, mainly using gravimetric, nuclear, electromagnetic, tensiometric, or hygrometric techniques [19], or by measuring SMC with imbedded sensors, such as time- and frequency-domain reflectometers (TDRs and FDRs). Physically based models for soil moisture estimation include the Soil-Plant-Atmosphere-Water (SPAW) model of [20] [21]-[23], the US Department of Agriculture Hydrograph Laboratory (USDAHL) model [24] [25], and the Sacramento Soil Moisture Accounting (SAC-SMA) Model [26] [27] used by the National Weather Service River Forecast System (NWSRFS) [28], soil vegetation atmosphere transfer (SVAT) models, among others. However, the difficulty associated with measurement of the physical parameters required by these models serves as an impediment.

This has furthered the interest of researchers to look for data-driven modeling tools such as artificial neural networks (ANNs) [29]-[31], higher order neural networks [32], support vector machines (SVMs) [33] [34], [18] used soil moisture and meteorological data to generate SVM predictions for four and seven days ahead. The RVM and SVM models were used for forecasting soil moisture five days in the future by [35]. In the present study, we are applying a relatively new data-driven tool, the multivariate relevance vector machine (MVRVM) for soil moisture estimation. The purpose of this research was to develop a new model which forecasts soil moisture at different root zone depths, so both spatial and temporal predictions are done simultaneously. With this goal in mind, past measurements of soil moisture at shallower depths, soil temperature and precipitation were used as inputs to a MVRVM model that forecasts soil moisture at large depths and for several days in the future. This model used available data acquired by the data collection station for previous days. The procedure employs point analyses, and no horizontal spatial patterns are taken into consideration. This learning machine tool automatically learns to recognize complex patterns that reside in data and that can be exploited to model input-output relationships. This technique, which has generated promising results, has never been tried before.

2. Multi-Variate Relevance Vector Machine (MVRVM)

“Sparse Bayesian Learning” is used to describe the application of Bayesian automatic relevance determination (ARD) concepts to models that are linear in their parameters. The motivation behind the approach is that one can infer a regression model that is both accurate and sparse in that it makes its predictions using only a small number of relevant basis functions that are optimally selected from a potentially large initial set. A special case of this concept is the RVM which is applied to linear kernel models. The RVM was originally introduced by [36] [37] proposed an extension of the sparse Bayesian regression model developed by [38] and this extension enables a single relevance vector machine (RVM) to handle multiple output dimensions. The multivariate regression code developed by [37] is an open source code. This code was used as a base to build the MVRVM model which was particular to this application.

The data set is in the form of input-output pairs, \( \{x_n, t_n\}_{n=1}^{N,N,P} \), where \( x \) is the input matrix, \( t \) is the target vector, \( P \) is the number of output dimensions and \( N \) is the number of observations. The major goal is to learn a model of dependency of the outputs on the inputs with the objective of making accurate predictions for previously unseen values of \( x \) [39]. Each output vector \( t_n \) is written as \( t_n = (t_n, \cdots, t_N)^T \) and is expressed as the
sum of an approximation vector \( \mathbf{y} = (y(x_1), \cdots, y(x_N))^T \) and an “error” vector, the elements of which are considered as independent samples from some noise process \( \mathbf{e} = (e_1, \cdots, e_N) \):

\[
\mathbf{t}_r = \mathbf{y}_r + \mathbf{e}_r = \Phi \mathbf{w}_r + \mathbf{e}_r,
\]

where, \( \mathbf{w}_r \) = weight vector for the \( r \)th component of the output vector \( \mathbf{t}_r \) and \( \Phi = [\Phi(x_1) \cdots \Phi(x_M)] \), the \( N \times M \) “design” matrix whose columns comprise the complete set of \( M \) “basis vectors”. According to the sparse Bayesian approach [39], “the errors are conventionally assumed to be zero-mean Gaussian, with variance \( \sigma_r^2 \).” The parameter \( \sigma_r^2 \) is estimated from the data and the error model implies a multivariate Gaussian likelihood for the target vector \( \mathbf{t}_r \):

\[
p(\mathbf{t}_r | \mathbf{w}_r, \sigma_r^2) = (2\pi)^{-N/2} \sigma_r^{-N} \exp\left[ \frac{1}{2} \sum_{i=1}^N (\mathbf{t}_{ri} - \mathbf{y}_{ri})^2 / 2 \sigma_r^2 \right]
\]

(2)

“There are as many parameters in the model as training examples, therefore we would expect maximum likelihood estimation of \( \mathbf{w}_r \) and \( \sigma_r^2 \) from (2) to lead to severe over-fitting” [39]. A prior constraint over \( \mathbf{w}_r \) is imposed by adding a complexity penalty to the likelihood to avoid overfitting. The “hyperparameters” are used to constrain an explicit zero-mean Gaussian prior probability distribution over the weights, \( \mathbf{w}_r \):

\[
p(\mathbf{w}_r | \alpha) = (2\pi)^{-M/2} \prod_{m=1}^M \alpha_m^{L/2} \exp\left\{ -\frac{1}{2} \alpha_m \mathbf{w}_r^2 \right\}
\]

(3)

[38] introduced “\( M \)” independent hyperparameters, \( \alpha = (\alpha_1, \cdots, \alpha_M)^T \), where each element \( \alpha \) is a hyperparameter that determines the relevance of the associated basis function \( \phi_j \), which is one component of the basis vector \( \Phi \). Each hyperparameter individually controls the strength of the prior over its associated weight. It is this form of prior that ultimately makes the model sparse. Given \( \alpha \), the posterior parameter distribution conditioned on the data is given by combining the likelihood and prior within Bayes’ rule:

\[
p(\mathbf{w}_r | \mathbf{t}_r, \alpha, \sigma_r^2) = p(\mathbf{w}_r | \alpha, \sigma_r^2) p(\mathbf{t}_r | \mathbf{w}_r, \sigma_r^2) / p(\mathbf{t}_r | \alpha, \sigma_r^2)
\]

(4)

and is Gaussian \( N(\mu, \Sigma) \) with, \( \Sigma_r = (\alpha + \sigma_r^2 \Phi^T \Phi)^{-1} \) and \( \mu = \sigma_r^{-2} \Sigma_r \Phi^T \mathbf{t}_r \), where \( A \) is defined as \( \text{diag}(\alpha_1, \cdots, \alpha_M) \).

The algorithm proposed by [37] for training an RVM with multivariate outputs by finding the optimal hyperparameters is as follows:

1. Initialization of the noise variance \( \sigma_r \) and the hyperparameter \( \alpha \): \( \sigma_r \) = variance of \( \mathbf{t}_r \times 0.1, r = 1, \cdots, P; \alpha = \infty \) (infinity); \( P \) = number of output dimensions

2. Iterate: (a) Compute \( \{\mu, \Sigma_r\}_{r=1}^P \) using

\[
\Sigma_r = (\alpha + \sigma_r^2 \Phi^T \Phi)^{-1}; \mu = \sigma_r^{-2} \Sigma_r \Phi^T \mathbf{t}_r
\]

(5)

(b) Compute \( \{s_{ri}, q_{ri}\}_{r=1}^{P,M} \), where \( M \) is the number of basis functions, using,

\[
S_{ri} = \alpha_s S_{ri} / (\alpha_i - S_{ri}) \quad \text{and} \quad Q_{ri} = \alpha_s Q_{ri} / (\alpha_i - S_{ri});
\]

\[
\sigma_r^2 = \sigma_r^{-2} \Phi^T \Phi - \sigma_r^{-4} \Phi^T \Sigma_r \Phi \Phi^T \sigma_r^{-4} \Phi^T \Phi \Sigma_r \Phi^T \mathbf{t}_r;
\]

\[
Q_{ri} = \sigma_r^{-2} \Phi^T \Phi \sigma_r^{-4} \Phi^T \Sigma_r \Phi^T \mathbf{t}_r;
\]

(6)

(c) Find the basis function, \( \Phi_m \), and the corresponding optimal hyperparameter \( \alpha_m^{\text{opt}} \) that minimize the function, \( L(\alpha) \) using the following Equations:

\[
\alpha_m^{\text{opt}} = \arg \min_{\alpha_m} L(\alpha_m); \quad L(\alpha) = L(\alpha_m) + \sum_{r=1}^M \log \alpha_r - \log (\alpha_r + s_{ri}) + q_{ri}^2 / (\alpha_i + s_{ri})
\]

\[
m = \arg \min_{\alpha_m} L(\alpha_m)
\]

(7)

If \( \alpha_m^{\text{old}} = \infty \) and \( \alpha_m^{\text{opt}} < \infty \), then add \( \Phi_m \) to the model with \( \alpha_m = \alpha_m^{\text{opt}} \)

If \( \alpha_m^{\text{old}} < \infty \) and \( \alpha_m^{\text{opt}} = \infty \), then remove the \( \Phi_m \) from the model with \( \alpha_m = \infty \)

If \( \alpha_m^{\text{old}} < \infty \) and \( \alpha_m < \infty \), then update \( \alpha_m \) with \( \alpha_m^{\text{opt}} \)

(d) Re-estimate the noise parameters using,

\[
\sigma_r^2 = \left\| \mathbf{t}_r - \Phi \mu_r \right\|^2 / (M - \sum_{i=1}^M y_{ri}), \quad r = 1, \cdots, P
\]

(8)
The optimal hyperparameters and the noise parameters are then used to obtain the optimal weight matrix:

\[ A^{opt} = \text{diag}(\sigma_{\alpha_1}^{opt}, \cdots, \sigma_{\alpha_M}^{opt}); \Sigma_Y^{opt} = \left(\left(\sigma_Y^{opt}\right)^2 \Phi^T \Phi + A\right)^{-1}; \mu_Y^{opt} = \left(\sigma_Y^{opt}\right)^2 \Sigma_Y^{opt} \Phi^T \eta \]

 Readers interested in detailed descriptions of the model are referred to [37].

3. Data Description

The data used for this study were taken from the Soil Climate Analysis Network (SCAN) site at Rees Center, Texas, USA. There are about 86 SCAN stations across the United States where daily and hourly measurements for meteorological and soil moisture data are made using various sensors and instruments. Of these 86 stations, most collect soil moisture data up to a depth of 40 inch (around 100 cm), and there a few which collect soil moisture data up to a depth of 80 inch (around 200 cm). Rees Center, Texas is one such SCAN station which collects soil moisture data up to a depth of 200 cm. In this particular application, meteorological inputs (precipitation and soil temperature) and soil moisture data were used. The location of the data collection station at SCAN Site, Rees Center, Texas is 33°37'N and 102°02'W, at an elevation of 3333 feet (1015.9 meter (m)) (Figure 1). This Sensor is reporting since March 10, 2005 and it collects hourly and daily time series data. The sensor recordings are instantaneous and it reports a single observation, taken at the beginning of an interval, which is midnight for a daily time series data. The instrument used for measuring soil moisture and soil temperature is a Hydra Probe Soil Sensor (2.5 volt) with an accuracy of +/- 0.03 wfv (m^3/m^3) and +/- 0.6 Degrees Celsius (From −10°C to 36°C) respectively. Detailed information about the data is available on the website http://www.wcc.nrcs.usda.gov/scan.

4. Methodology

Our goal was to forecast root zone soil moisture at 1 and 2 m depths. This was done by assimilating soil moisture (m^3/m^3) at shallower depths (5, 10, 20, 30 and 50 cm), soil temperature (Celsius) and precipitation (mm), and predicting soil moisture at depths of 1 and 2 m. The time series soil moisture data for 12 months were downloaded from the Natural Resource Conservation service (NRCS) website. A stratified sampling of the 12 months of data was carried out and the training and testing data were extracted from this stratified sample. The test data were kept aside for validating the performance of the machine. The stratified sampling was done to train the MVRVM model for different values of soil moisture in different seasons. It was observed that normalization of the data between −1 and 1 produced better results as compared to the case where raw data were used. Hence the data were normalized. The MVRVM model was trained with 227 days of soil moisture data spread over a year and corresponding soil temperature and meteorological data. The inputs to the model were precipitation, soil temperature, and soil moisture data on days “d-4”, “d-3”, “d-2”, “d-1”. The output of the model was forecasted soil moisture values at “d”, “d+1”, “d+2” and “d+3”. Time steps were in days. The performance of the model was tested with 100 days of input data spread over a year. Figure 2 shows the flow diagram of the model approach in the training phase. Three analyses were done with different inputs. For the first analysis, the MVRVM model was trained using soil moisture at depths of 5, 10, 20, 30 and 50 cm below ground surface, soil temperature (Celsius), and precipitation (mm) as inputs. The second analysis was similar to the first one but it only used soil moisture at 5 and 10 cm, soil temperature (Celsius), and precipitation (mm) as inputs to train the MVRVM model. The third analysis used soil moisture at 30 and 50 cm, soil temperature (Celsius), and precipitation (mm) as inputs to train the MVRVM model. The output in all three cases was soil moisture at 1 and 2 m depths on d, d+1, d+2 and d+3, i.e. four days into the future. The latter two analyses were carried out to observe the variation in the model output when moisture in the topsoil (5, 10 cm) and then at larger depths (30, 50 cm) were used to train the learning machine. Figure 2 shows the MVRVM model approach. The model inputs were:

\[ x = [X_{P,d}, X_{S,d}, X_{T,d}, X_{P,d+1}, X_{S,d+1}, X_{T,d+1}, X_{P,d+2}, X_{S,d+2}, X_{T,d+2}, X_{P,d+3}, X_{S,d+3}] \]

where, d = time (day) and the model outputs were:

\[ y = [Y_{I,d}, Y_{2,d}, Y_{I,d+1}, Y_{2,d+1}, Y_{I,d+2}, Y_{2,d+2}, Y_{I,d+3}, Y_{2,d+3}] \]

To test the degree of association between the observed and estimated data, goodness-of-fit evaluation measures were used. The mean absolute error (MAE), a linear measure and root mean square error (RMSE), a quadratic scoring rule, were used to measure average magnitude of error. The index of agreement (IoA) and coefficient of efficiency (CoE) were also used to check model performance. These statistics are calculated as:
Figure 1. Location of data collection station.

Figure 2. Flow diagram for MVRVM model approach.

RMSE $= \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - f(x_i))^2}$ ;
MAE $= \frac{1}{N} \sum_{i=1}^{N} |y_i - f(x_i)|$ ;
CoE $= 1.0 - \left[ \frac{\sum_{i=1}^{N} (y_i - f(x_i))^2}{\sum_{i=1}^{N} (\bar{y} - \bar{y})^2} \right]$, 
IoA $= 1.0 - \left[ \frac{\sum_{i=1}^{N} (y_i - f(x_i))^2}{\sum_{i=1}^{N} \left( |f(x_i) - \bar{y}| + |y_i - \bar{y}| \right)^2} \right] = 1.0 - N \left[ \text{MSE/PE} \right]$, 

where $N$ is the number of testing samples. In this formulation, $y$ and $f(x)$ are the measured and modeled values, respectively. The RMSE and MAE measure the error between the actual data and modeled values. Large values of RMSE or MAE mean that the difference between the actual measurements and the modeled values is large; hence, the model is not performing well enough. Both the MAE and RMSE can range from zero to infinity. Lower values are better. The RMSE has the same dimensionality as the data and therefore it is easy to interpret. The IoA is calculated by comparing an observed group variance with an expected random variance. It varies from zero (inferior model) to one (excellent model). Potential Error (PE) is defined as the sum of the squared absolute values of the distances from $f(x)$, to $\bar{y}$ and from $y_i$ to $\bar{y}$ and represents the largest value that it can attain for each actual observation/simulated value pair [40]. CoE ranges from $-\infty$ (inferior model) to 1 (excellent model) [41]. Thus, a value of zero for the CoE indicates that the observed mean, $\bar{y}$, is as good an estimator as the model, while negative values indicate that the observed mean is a better estimator than the model [42].

5. Results and Discussion
The goal of this research was to forecast spatio-temporal estimates of root zone soil moisture at depths of 1 and 2 m below ground surface. A MVRVM model was used to build the model. This section discusses the selection of model parameters, MVRVM model performance, and the bootstrap analyses. Evaluation of RVM perform-
ance was based on selection of optimal kernel width and optimized iterations. Several trials were performed for obtaining the optimal values of these parameters. For the MVRVM, the parameters $\alpha$ and $\sigma^2$ were automatically estimated by the learning procedure. The optimal kernel width for the MVRVM model was obtained through a trial and error procedure, and the optimal number of iterations was obtained by plotting parameter beta against the number of iterations. The number at which the value of the parameter beta became almost constant was considered to be optimal. Figure 3 shows the plot of the parameter beta with respect to the number of iterations.

The MVRVM model exhibits good performance. Figure 4 and Figure 5 show predicted outputs versus original data and the confidence bounds for the test phase. The results produced by the MVRVM model in the test phase for SMC estimate at 1 m depth for four consecutive days are shown in Figures 4(a)-(d). The MVRVM model showed good results with the forecasted values of soil moisture closely following the pattern of the time series. Table 1 shows the goodness-of-fit test results for the test data. The average maximum value of soil moisture at 1 m depth is about 30%, and the minimum is about 15%. The correlation result for the MVRVM model on the fourth day at 1 m depth (see Table 1) demonstrated good performance ($R^2 = 0.877$ and RMSE = 1.31%), with an IoA of 0.96 and the CoE value of 0.87. This indicated that the observed data and modeled values were close. The bias is very small indicating that the estimator is robust. The average MAE for 1 m depth was 0.5 which suggested that model estimates differed from the data on an average of 0.50%. The results produced by the MVRVM model in the test phase for SMC estimates at a depth of 2 m are shown in Figures 5(a)-(d). Again, the MVRVM model showed excellent results with forecasted values closely following the pattern of the time series. The average maximum value of soil moisture at 1 m depth is about 19%, and the minimum is about 15%. The correlation result for the MVRVM model on the fourth day at a depth of 2 m (see Table 1) again demonstrated good performance ($R^2 = 0.968$ and RMSE = 0.15%), with an IoA of 0.99 and a CoE value of 0.97. This indicated that observed data and modeled values were very close. The average MAE for 1 m depth was 0.08 which suggested that model estimates differed from the data by an average of only 0.08%. The number of relevancy vectors (RVs) used in the MVRVM model was 81 out of 227 training points.

Better results were obtained for soil moisture forecast at 2 m depth in comparison to those obtained at 1 m depth. The variation in moisture at larger depths is smaller than at shallower depths. Due to subdued soil moisture dynamics at 2 m depth, the machine has a simpler pattern to learn and forecasting soil moisture at 2 m depth becomes comparatively easier.

Figures 5(a)-5(d) show that the soil moisture pattern is followed very accurately by the MVRVM model. The machine was able to capture the spatio-temporal variation of soil moisture at the root zone depths during peak agricultural seasons. Figure 4 and Figure 5 show that the forecast results have fairly narrow confidence bounds (at 95% confidence interval), which indicates that there is low variance in predictions. Most of the measured data points lie inside the confidence bounds, indicating that the model is robust.

The full MVRVM model used soil moisture values at four different depths as inputs: 5, 10, 30, and 50 cm for soil moisture prediction at deeper depths. Two additional analyses were done to reveal the effect of only using the surface data (5 cm and 10 cm) for prediction of soil moisture at 1 m and 2 m, and then using data at 30 cm and 50 cm for the same prediction. The SMC predictions obtained by using input data at 30 cm and 50 cm were closer to the actual soil moisture measurements (see Table 2) and this model produced better results compared to the results generated by the MVRVM model which used data at 5 cm and 10 cm (Table 3). The results for both the analyses were good but not as good as were obtained from the full MVRVM model. However, depending upon the availability of data, the MVRVM model can be applied for soil moisture prediction at larger depths. This article brings into light the capability of the MVRVM model to learn the pattern of soil moisture variation and predict acceptable estimates of soil moisture.

Bootstrapping was performed for the MVRVM model to check for over-fitting and evaluate model generalization capability. Figure 6 shows bootstrap results for RMSE, as estimated from 1000 bootstrap samples. Conforming to the nonparametric approach, no assumption was made about the form of the data, and repeated samples were drawn from the population with replacement. The basic idea is that if the sample is a good approximation of the population, the bootstrap method will provide a good approximation of the sampling distribution of the statistic, in this case, the RMSE. Although beyond the scope of this article, our goal here was to ensure good generalization of the inductive learning algorithm. A narrow confidence interval indicated that the available training dataset was adequate to determine the machine parameters. From Figure 6(a) and Figure 6(b), one could deduce rough confidence bounds that are more revealing of model performance than single values [43]. In Figure 6, we see that the RMSE values for all the three MVRVM models are centered around one maximum
Table 1. MVRVM model results (Kernel Width, $r = 3$, Iterations = 140).

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Multivariate Relevance Vector Machine Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day d</td>
</tr>
<tr>
<td></td>
<td>1 m depth</td>
</tr>
<tr>
<td>RMSE, %</td>
<td>1.14</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.904</td>
</tr>
<tr>
<td>CoE</td>
<td>0.898</td>
</tr>
<tr>
<td>IoA</td>
<td>0.971</td>
</tr>
<tr>
<td>Bias</td>
<td>-0.1548</td>
</tr>
<tr>
<td>MAE</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Figure 4. Root zone soil moisture prediction at 1 meter depth on Day: (a) d; (b) d+1; (c) d+2; (d) d+3. (a) Day 1: Root zone SMC at 1m depth; (b) Day 2: Root zone SMC at 1 m depth; (c) Day 3: Root zone SMC at 1 m depth; (d) Day 4: Root zone SMC at 1 m depth.

Table 2. MVRVM model results when SMC at a depth of 30 cm and 50 cm are used as inputs.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Multivariate Relevance Vector Machine Model results at 1 m and 2 m depths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day d</td>
</tr>
<tr>
<td></td>
<td>1 m depth</td>
</tr>
<tr>
<td>RMSE, %</td>
<td>1.84</td>
</tr>
<tr>
<td>CoE</td>
<td>0.74</td>
</tr>
<tr>
<td>IoA</td>
<td>0.94</td>
</tr>
<tr>
<td>Bias</td>
<td>-0.09</td>
</tr>
</tbody>
</table>
Table 3. MVRVM model results when only surface SMC at a depth of 5 cm and 10 cm are used as inputs.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Multivariate Relevance Vector Machine Model results at 1 m and 2 m depths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day d</td>
</tr>
<tr>
<td></td>
<td>1 m</td>
</tr>
<tr>
<td>RMSE, %</td>
<td>1.96</td>
</tr>
<tr>
<td>CoE</td>
<td>0.7</td>
</tr>
<tr>
<td>IoA</td>
<td>0.91</td>
</tr>
<tr>
<td>Bias</td>
<td>−0.1</td>
</tr>
</tbody>
</table>

Figure 5. Root zone soil moisture prediction at 2 meter depth on Day: (a) d; (b) d+1; (c) d+2; (d) d+3. (a) Day 1: Root zone SMC at 2 m depth; (b) Day 2: Root zone SMC at 2 m depth; (c) Day 3: Root zone SMC at 2 m depth; (d) Day 4: Root zone SMC at 2 m depth.

value with highest frequency. Also the MVRVM model shows a fairly narrow confidence bound in all the cases, which implies that the model was robust and its parameter values were well determined.

6. Summary and Conclusion

This article presents a first attempt to forecast spatial and temporal variation of soil moisture simultaneously using machine learning techniques. This model is based on a sparse Bayesian learning machine approach wherein the machine learns the input output pattern with high accuracy. A MVRVM model is built for developing the prediction functions that forecast soil moisture at 1 m and 2 m depth four days into the future. Three different analyses were done using input data at different depths. The best results were obtained for the full MVRVM model where the input data at 5, 10, 30, and 50 cm depths were used. The results showed excellent performance by the machine for all four days. It was observed that the SMC predictions at 2 m depth were more accurate than those at 1 m depth. The second analysis where the SMC were predicted at 1 m and 2 m depths using data at 5 cm and 10 cm suggested that it is possible to estimate soil moisture in the root zone using surface data by applying the MVRVM model. The inputs for the third analysis were chosen keeping in mind that the soil moisture sensors are generally operational at these depths, i.e. 30 cm and 50 cm. The MVRVM model performance for this third analysis was also very good, leading to the conclusion that soil moisture conditions at larger depths can be predicted using the MVRVM model if soil moisture data from the sensors are available at 30 cm and 50 cm.

Computation of statistics of interest in conjunction with bootstrapping analyses accomplished a broad operational evaluation of the full MVRVM soil moisture model. These analyses allow us to conclude that the model
can predict spatial and temporal variation of soil moisture at large depths with a high degree of accuracy. The model also had good generalization capabilities providing robustness, as demonstrated by the bootstrap analyses results. The MVRVM scheme discussed in this article can be employed to obtain soil moisture estimates from the model in real time and is a potentially useful approach for obtaining short term forecasts in situations where new data can be rapidly exploited as they become available. The results are encouraging and confirm the relevance of the proposed methodology which can benefit soil moisture monitoring and can be extended to other fields of hydrologic science.
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